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Abstract

:

In this paper, hidden dynamical behaviors in a novel fractional-order hyperchaotic system without an equilibrium point are investigated. It is found that the chaotic system exhibits various hidden behaviors for different parameters, such as the hyperchaotic attractor, the chaotic attractor and the limit cycle. The behaviors are demonstrated via phase portraits and time evolution curves. Moreover, generalized synchronization of the systems is discussed, which can be realized by designing suitable controllers. Numerical simulations are carried out to verify the effectiveness of this synchronization scheme. By analyzing the synchronization performance, it is inferred that the lower the derivative order is, the less time is required to reach synchronization.
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1. Introduction


Fractional calculus has a history of more than 300 years. It has become a powerful mathematical tool for the study of image processing, signal analysis, automatic process control, biological engineering and other disciplines in recent decades because of the development of computer technology that can solve large numbers of calculus calculations [1,2,3]. Moreover, this includes fractional-order chaotic systems, which can give clearer physical meanings and more accurate descriptions of physical phenomena [4,5]. Therefore, fractional-order chaotic systems have been proposed and explored, such as: the fractional-order Lorenz system [6], the fractional-order Chen system [7], the fractional-order Rössler system [8], and the fractional-order Lü system [9]. In addition, Gao et al. proposed novel autonomous fractional chaotic systems with modified projective synchronization [10]. Rahman et al. analyzed the dynamic behavior of a type of fractional-order system and found that the system can evolve from a periodic state into chaos and hyperchaos with increasing order q [11]. Stability, depending on a small parameter of the fractional-order nonlinear system, was analyzed, and practical stability was depicted by Makhlouf et al. [12].



Recently, many scholars have been interested in chaotic systems without equilibrium points. The chaotic system has no equilibrium point, but it can still exhibit complex dynamical behaviors; this is called hidden dynamics. Some systems, especially those without an equilibrium point, have been found to have attractors, which are defined as hidden attractors. This is a new type of attractor discovered and reported in 2011. Since then, the characteristics and applications of hidden attractors have garnered widespread attention. Ji’E et al. investigated hidden attractors and multistability in an asymmetric novel system based on memristors and revealed some rare characteristics, including hidden multi-scroll attractors and the coexistence of different attractors [13]. Natiq et al. discussed hidden attractors in a novel type of system with complex multistability [14]. Lorentz-like systems were analyzed by Leonov and Cang, and hidden attractors were found for certain parameters in their proposed system of convective fluid motion [15]. A novel chaotic system was analyzed and hidden attractors with a four-wing feature were found by Vaidyanathan et al. [16], which are relatively rare. The coexistence of different hidden attractors in a novel chaotic system within a Hamiltonian conservative chaotic system was studied [17].



Additionally, hidden attractors of fractional-order systems have been investigated and some results have been achieved. For example, sundry hidden attractors were found in a fractional-order hyperchaotic system without equilibrium [18]. A hyperchaotic hidden attractor in a new non-equilibrium fractional hyperchaotic system was detected [19]. A novel fractional-order hyperchaotic system with a simple structure and hidden multistability was discussed [20]. A novel 4D hyperchaotic system with no equilibrium but with extremely high multistability was analyzed and hidden attractors were discovered [21]. A new 4-D fractional-order chaotic system without equilibrium was proposed and complex hidden dynamical behaviors were found [22]. A novel non-equilibrium multistable chaotic system was presented and many rare phenomena were observed, such as the coexistence of four attractors, very long transient chaotic states, rare burst-oscillation schemes and hyperchaos [23].



Existing results suggest that hidden attractors in integer order systems and fractional-order systems have been researched extensively, and are used in many fields. However, as is known, the hidden dynamics of chaotic systems can cause devastating disasters under small perturbations in addition to their regular application. To avoid these disasters, hidden attractors should be explored further.



Recently, as an important phenomenon, synchronization and its control have become a hot topic. A variety of synchronization methods for fractional-order systems have been proposed, including: adaptive synchronization [24], projection synchronization [25], lag synchronization [26], exponential synchronization [27], active control [28], sliding-mode control [29], robust observers [30], etc. With further research, synchronization between fractional-order systems is being applied in more fields. For instance, a novel fractional-order hyperchaotic system was investigated and synchronization of the systems was analyzed by Jin-Man and Fang-Qi [31]. The synchronization of chaotic systems along with their control and circuit implementation have been discussed [32]. The synchronous behavior of fractional-order chaotic systems has been studied using linear feedback control [33]. Finite-time synchronization has also been discussed [34].



The empirical formulas of some complex systems often take the form of power-law functions, but the corresponding mechanical constitutive relationship does not meet any standard “gradient” law, such as the Darcy law, Fourier heat conduction or Fick diffusion. These processes have obvious properties of memory, heredity and path dependence. The classical integer derivative needs to construct a nonlinear equation to describe above problems by introducing some artificial empirical parameters and assumptions that are inconsistent with the actual situation, and sometimes even to construct new models. The fractional differential operator has become one of the most important tools for the mathematical modeling of complex physical processes, because of its ability to succinctly and accurately describe physical processes with historical memory and spatial global correlation. Based on the statement mentioned above, a generalized synchronization scheme for a fractional hyperchaotic system is proposed with active controllers and linear feedback controllers in this paper (Section 1). The other parts of this paper are arranged as follows. In Section 2, a fractional-order hyperchaotic system with hidden attractors is presented and its hidden dynamics are discussed in detail. In Section 3, a generalized synchronization scheme is proposed and its synchronization performance is analyzed for different fractional orders q. Section 4 gives some conclusions.




2. Dynamic Analysis of Fractional-Order Hyperchaotic System with Non-Equilibrium


2.1. System Description


A fractional-order hyperchaotic system with no equilibrium is considered in this section. It is quoted from an autonomous hyperchaotic system by Wei et al. [35]. The autonomous hyperchaotic system is shown as:


   {        d x   d t   = a ( y − x )         d y   d t   = − x z − c y + k w         d z   d t   = − b + x y         d w   d t   = − m y        



(1)




with the system parameters   a , b , c , m , k   and the state variables   x , y , z , w  .



As a branch of calculus, fractional calculus is applied in many fields. Additionally, fractional Brownian motion is closely related to the definition of fractional calculus. Therefore, as the basis of fractal dynamics, the fractional operator has developed rapidly and has been applied in various fields. To further investigate the dynamics of a chaotic system, corresponding fractional-order system-to-system approach (1) in line with the Caputo definition is constructed and represented as:


   {       D   t 0   q   x 1  = a (  x 2  −  x 1  )        D   t 0   q   x 2  = k  x 4  − c  x 2  −  x 1   x 3         D   t 0   q   x 3  = − b +  x 1   x 2         D   t 0   q   x 4  = − m  x 2        .  



(2)








2.2. Dynamics of Non-Equilibrium Fractional-Order Hyperchaotic System


Obviously, system (2) has no equilibrium point for any non-zero value of  a ,  b ,  c ,  m  and  k . Namely, if system (2) shows an attractor, it must be a hidden attractor. In this section, the dynamics of system (2) are investigated by changing the system parameter. In the following simulations, the initial value is chosen as   ( 0.2 , 0.8 , 0.75 , − 2 ) ,   and the fractional order is   q = 0.8  . To compare the dynamics of the fractional-order system (2) with that of the corresponding integer-order system, similar system parameters are chosen to those in [35]. Thus, some system parameters are taken as   a = 10 ,     b = 25 ,     m = 1 ,   and   k = 1   with  c  changing.



2.2.1. Hyperchaotic Attractor


With   c = − 6 ,   the time evolution curve of    x 2    and phase portrait are given in Figure 1. To distinguish the nature of the attractor, the Lyapunov exponents of system (2) are calculated as LE1 = 3.0352, LE2 = 0.0320, LE3 = −0.0294 and LE4 = −14.52, which suggest that system (2) displays a hyperchaotic attractor with the system parameters   a = 10 ,     b = 25 ,     m = 1 ,     k = 1 ,   and   c = − 6  . This means that system (2) is a hyperchaotic system.




2.2.2. Chaotic Attractor


For   c = − 6.8 ,   the time evolution curve of    x 2    and phase portrait are plotted in Figure 2, and suggest that system (2) appears to be a chaotic attractor.




2.2.3. Limit Cycle


For   c = − 11 ,   the phase portrait and time evolution curve of system (2) are calculated and displayed in Figure 3, from which we can know that system (2) displays periodic behavior.



From Figure 1, Figure 2 and Figure 3, it can be seen that if   a = 10 ,     b = 25 ,     m = 1 ,   and   k = 1   are fixed, and  c  changing can make system (2) show different hidden attractors. Furthermore, the Lyapunov exponent spectra of system (2) are calculated and depicted in Figure 4, which verifies the result of Figure 1, Figure 2 and Figure 3.






3. Generalized Synchronization of Fractional-Order System


3.1. Generalized Synchronization Scheme


Suppose that


   D   t 0   q  X = f ( X )  



(3)




where the drive system   f ( X )   is a function with  X  as variable.  q  is the fractional order with   0 < q < 1  .    D   t 0   q    is fractional-order derivative.



Correspondingly, the response system is generally depicted as:


   D   t 0   q  Y = U + f ( Y )  



(4)




where  U  represents the controller to be designed, and   f ( Y )   is a function with  Y  as a variable.



The error system between (3) and (4) can be obtained as follows:


  E r r o r = Y − ϕ X ,  



(5)




where     E r r o r   is a vector and  ϕ  is an   n × n   matrix. Using fractional-order derivation on (5), we can obtain the corresponding error system:


   D   t 0   q  E r r o r =  D   t 0   q  Y − ϕ  D   t 0   q  X = U + f ( Y ) − ϕ f ( X ) ,  



(6)




with


  U ( t ) = u ( t ) + ψ ( t )  



(7)




to be designed.   u ( t )   and   ψ ( t )   are the active controller and linear feedback part, respectively. They are defined as:


   {      u ( t ) = − f ( Y ) + ϕ f ( X )       ψ ( t ) = − δ E r r o r        



(8)




here  δ  is a   1 × n   constant matrix. Putting Equations (7) and (8) into Equation (6), it can be seen that:


   D   t 0   q  E r r o r = − δ E r r o r  



(9)







It can be seen from Equation (9) that when   δ > 0  , the error system will converge to zero. As a result, systems (4) and (3) can be synchronized.




3.2. Generalized Synchronization Simulation


Two cases, generalized dislocation synchronization and generalized linear synchronization, are utilized to certify the usefulness of the proposed synchronization scheme.



For   a = 10 ,     b = 25 ,     m = 1 ,     k = 1 ,   and   c = − 6 ,   the drive system can be written as:


   {       D   t 0   q   X 1  = 10  X 2  − 10  X 1         D   t 0   q   X 2  =  X 4  + 10  X 2  −  X 1   X 3         D   t 0   q   X 3  = − 25 +  X 1   X 2         D   t 0   q   X 4  = −  X 2         



(10)







The corresponding response system can be described as:


   {       D   t 0   q   Y 1  = 10  Y 2  − 10  Y 1  +  U 1         D   t 0   q   Y 2  =  Y 4  + 10  Y 2  −  Y 1   Y 3  +  U 2         D   t 0   q   Y 3  = − 25 +  Y 1   Y 2  +  U 3         D   t 0   q   Y 4  = −  Y 2  +  U 4         



(11)







To realize the generalized synchronization of systems (11) and (10), suitable controllers should be designed according to characteristics of the considered system. In this section, take generalized dislocation synchronization and generalized linear synchronization into account. Let


  ϕ =  (       a  11        a  12        a  13        a  14          a  21        a  22        a  23        a  24          a  31        a  32        a  33        a  34          a  41        a  42        a  43        a  44        )  ,  



(12)







Then, the designed controller is expressed as


   {       U 1  = −  δ 1  E r r o  r 1  +  a  11    D   t 0   q   X 1  +  a  12    D   t 0   q   X 2  +  a  13    D   t 0   q   X 3  +  a  14    D   t 0   q   X 4  −  D   t 0   q   Y 1         U 2  = −  δ 2  E r r o  r 2  +  a  21    D   t 0   q   X 1  +  a  22    D   t 0   q   X 2  +  a  23    D   t 0   q   X 3  +  a  24    D   t 0   q   X 4  −  D   t 0   q   Y 2         U 3  = −  δ 3  E r r o  r 3  +  a  31    D   t 0   q   X 1  +  a  32    D   t 0   q   X 2  +  a  33    D   t 0   q   X 3  +  a  34    D   t 0   q   X 4  −  D   t 0   q   Y 3         U 4  = −  δ 4  E r r o  r 4  +  a  41    D   t 0   q   X 1  +  a  42    D   t 0   q   X 2  +  a  43    D   t 0   q   X 3  +  a  44    D   t 0   q   X 4  −  D   t 0   q   Y 4        .  



(13)







Case 1.

Generalized dislocated synchronization.





Since the dimension of the drive system (10) is 4, for a 4-dimensional matrix, there are 4! − 1 = 23 matrices with exactly one non-zero number in each column and each row. Let


  ϕ =  (     0    1.5    0   0      − 1.5    0   0   0     0   0   0   2     0   0    − 2    0     )  ,  



(14)







Then, the errors can be calculated from Formula (6).


   {      E r r o  r 1  =  Y 1  − 1.5  X 2        E r r o  r 2  =  Y 2  + 1.5  X 1        E r r o  r 3  =  Y 3  − 2  X 4        E r r o  r 4  =  Y 4  + 2  X 3        .  



(15)







Choose q = 0.8; the time series diagram and synchronization plots of generalized dislocation synchronization are drawn in Figure 5. Figure 5a,c,e,g are time series plots, in which blue and red lines represent the drive system (10) and the corresponding response system (11), respectively. Figure 5b,d,f,h are the synchronization plots. From Figure 5, it can be observed that    Y 1   ,    Y 2   ,    Y 3    and    Y 4    can synchronize   1.5  X 2  ,     − 1.5  X 1  ,     2  X 4  ,   and   − 2  X 3  ,   respectively. Figure 6 depicts the evolution of the error curves of system (15), which verifies the result in Figure 5.



Case 2.

Generalized linear synchronization.





Obviously, the 4-dimensional matrix  ϕ  selected in the generalized dislocation synchronization is a special matrix, so the generalized dislocation synchronization is only a special case. When the 4-dimensional matrix  ϕ  is a real matrix, it is a common case of this scheme, namely, generalized linear synchronization.



Therefore, we take the following real matrix  ϕ  as an example.


  ϕ =  (      0.7     0.4     0.3     0.6       0.5     0.1     0.1     0.5       0.8     0.2     0.2     0.8       0.6     0.3     0.3     0.9      )  .  



(16)







Choose q = 0.8; then, the errors can be computed from Formula (6).


   {      E r r o  r 1  =  Y 1  − 0.7  X 1  − 0.4  X 2  − 0.3  X 3  − 0.6  X 4        E r r o  r 2  =  Y 2  − 0.5  X 1  − 0.1  X 2  − 0.1  X 3  − 0.5  X 4        E r r o  r 3  =  Y 3  − 0.8  X 1  − 0.2  X 2  − 0.2  X 3  − 0.8  X 4        E r r o  r 4  =  Y 4  − 0.6  X 1  − 0.3  X 2  − 0.3  X 3  − 0.9  X 4        .  



(17)







Given


   {       ϕ 1  = 0.7  X 1  + 0.4  X 2  + 0.3  X 3  + 0.6  X 4         ϕ 2  = 0.5  X 1  + 0.1  X 2  + 0.1  X 3  + 0.5  X 4         ϕ 3  = 0.8  X 1  + 0.2  X 2  + 0.2  X 3  + 0.8  X 4         ϕ 4  = 0.6  X 1  + 0.3  X 2  + 0.3  X 3  + 0.9  X 4        ,  



(18)




the error plots of the generalized linear synchronization are given in Figure 7, which presents the synchronization error time of   E r r o  r 1  ( t ) ,     E r r o  r 2  ( t ) ,     E r r o  r 3  ( t )   and   E r r o  r 4  ( t )  , respectively.



The synchronization of generalized linear synchronizations are calculated and depicted (see Figure 8). This means that generalized synchronization between systems (11) and (10) can be achieved. Thus far, the correctness of two fractional-order hyperchaotic generalized synchronization schemes has been verified.




3.3. Performance Analysis of Generalized Synchronization


Taking generalized linear synchronization as an example, the error is described as:


  E r r o r =   ∑  i = 1  4    |   Y i  −  a  i 1    X 1  −  a  i 2    X 2  −  a  i 3    X 3        −  a  i 4    X 4   |  .  



(19)







   I 1  = ( 2 , 0.5 , 0.75 , − 2 )   and    I 2  = ( 10 , 10 , 15 , − 5 )   are selected as initial values of the drive system and response system, respectively. When we fix   δ = 5   and  q  is chosen as 0.8, 0.9 and 0.98, respectively, the synchronization time for Cases 1 and 2 are displayed in Figure 9a,b, respectively. Figure 9 means that the time to realize synchronization becomes less as order  q  decreases.





4. Conclusions


In this paper, considering the universality of fractional-order systems and their characteristics along with their applications, a fractional-order hyperchaotic system is introduced. By solving the system, one finds that the addressed system has no equilibrium point. The hidden attractors and generalized synchronization of the addressed system are investigated. Via theoretical analysis and numerical simulations, the main results are obtained as follows:



(1) Different hidden attractors are revealed with changing parameters, such as hyperchaotic attractors, chaotic attractors and periodic orbits.



(2) A generalized synchronization scheme is proposed by designing a controller consisting of active and linear feedback parts. This method is simple and easy to implement.



(3) The effect of order  q  on the converging speed of the error system is studied via numerical simulations. It is found that for smaller order  q , less time is needed to realize the generalized synchronization of the addressed systems.



On the basis of the above work, our future research will consider the following aspects:



(1) The relationship between the type of discussed system and fractional Fourier transformation, as opposed to fractional calculus.



(2) The application of hyperchaotic characteristics and synchronization dynamics in information encryption.
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Figure 1. Hyperchaotic attractor of system (2) when   c = − 6  . (a) Phase portrait; (b) time evolution curve. 
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Figure 2. Chaotic attractor of system (2) when   c = − 6.8  . (a) Phase portrait; (b) time evolution curve. 
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Figure 3. Periodic attractor of system (2) when   c = − 11  . (a) Phase portrait; (b) time evolution curve. 
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Figure 4. Lyapunov exponent spectra of system(2) vs. parameter c. 
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Figure 5. Time series diagram and synchronization plots of generalized dislocation synchronization. (a,c,e,g) Time series diagrams. (b,d,f,h) The synchronization plots. In (a), the blue line is X2 and the red line is Y1. In (c), the blue line and the red line means. X1 and Y2, respectively. In (e), the blue line and the red line means X4 and Y3, respectively. In (g), the blue line and the red line means X3 and Y4, respectively. 
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Figure 6. Evolution of error curves of system (15). (a) The blue line means Error1; (b) The green line denotes Error2; (c)The pink line is Error3; (d) The yellow line is Error4. 
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Figure 7. Error plots: (a)   E r r o  r 1   ( t )   ; (b)   E r r o  r 2   ( t )    ; (c)    E r r o  r 3   ( t )    ; (d)   E r r o  r 4   ( t )    . 
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Figure 8. Synchronization plots of the generalized linear synchronization. (a)    ϕ 1    and    Y 1   ; (b)    ϕ 2    and    Y 2   ; (c)    ϕ 3    and    Y 3   ; (d)    ϕ 4    and    Y 4   . 
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Figure 9. Effect of  q  on the synchronization time. (a) Synchronization time for different  q  in Case 1; (b) synchronization time for different  q  in Case 2. 
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