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Abstract: Residuated basic logic (RBL) is the logic of residuated basic algebras, which constitutes
a conservative extension of basic propositional logic (BPL). The basic implication is a residual of
a non-associative binary operator in RBL. The conservativity is shown by relational semantics. A
Gentzen-style sequent calculus GRBL, which is an extension of the distributive full non-associative
Lambek calculus, is established for residuated basic logic. The calculus GRBL admits the mix-
elimination, subformula, and disjunction properties. Moreover, the class of all residuated basic
algebras has the finite embeddability property. The consequence relation of GRBL is decidable.
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1. Introduction

The term ‘subintuitionistic logic’, as described in [1,2], covers logics in the language
of intuitionistic logic (Int) that are defined in the same manner as intuitionistic logic but
lack some conditions on the Kripke semantics. Basic propositional logic (BPL), which
was introduced by Visser [3], is the subintuitionistic logic characterized by the class of all
transitive frames. It is well known that Int is embedded into the modal logic S4 via the
Godel-McKinsey-Tarski translation (see, e.g., [4]). It is also known that BPL is embeddable
into the modal logic K4 ([1,3,5,6]). Basic propositional logic exists in the common part of
Int and Visser’s formal provability logic FPL. Visser [3] observed that FPL is embeddable
into the Godel-Lob modal logic GL, which is incomparable with the modal logic S4. In the
modal respect, the modal logic K4 exists in the common part of S4 and GL. Hence, the role
of BPL as a basis for FPL and Int is analogous to the role of K4 as the basis for S4 and GL.

Basic propositional logic is a significant form of constructive logic. Ruitenburg [7]
commented that a truly constructive logic should admit an interpretation that is non-circular
and constructive in itself. Intuitionistic calculus does not satisfy this constraint. Gentzen [8]
observed that the Brouwer-Heyting-Kolmogorov (BHK) interpretation of intuitionistic logic
is circular in the proof semantics of implication. For example, to understand the meaning
of the claim that a is a proof of & — B in the sense of the BHK interpretation, implication
elimination is equivalent to the full modus ponens axiom a A (x — ) F B. In this
case, the existence of a proof of § from « involves implication by the assumption « — §,
and hence the interpretation of the implication is circular. Ruitenburg [7] developed the
truly constructive logic BPC (basic propositional calculus), which is not circular and turns
out to be equivalent to Visser’s natural deduction system for BPL. The Kripke semantics
for BPL were originally given by Visser [3], while the soundness and completeness of BPC
under the Kripke semantics were presented by Ardeshir and Ruitenburg [9,10].

Visser’s propositional logics have been studied in, e.g., [6,9-13]. In the proof-theoretic
respect, Gentzen-style sequent calculi for basic propositional logics are given in [14-17].
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In this paper, we shall study BPC from the perspective of substructural logics. Substruc-
tural logics are logics that drop some structural rules in sequent formalizations. Many
well-known logics are substructural, such as Lambek calculus, Lukasiewicz many-valued
logics and relevant logics. Algebras for substructural logics are given by residuated
lattices [18-21]. We shall introduce residuation into BPL. The basic implication in BPL
is that there is no right residual of any binary operator in the language of BPL. Thus,
we introduce a new binary operator e (product), which satisfies additional conditions
such that the basic implication is a residual of the product. The resulting logic is called
residuated basic logic (RBL). Algebras for RBL are defined as bounded distributive lattices
with residuation pairs (e, —) and (e, <), where e satisfies the conditions of weakening
and strong contraction. We prove that the basic sequent system for RBL is a conservative
extension of BPC.

In the present paper, the Gentzen-style sequent calculus GRBL will be established for
RBL. This calculus is obtained from the distributive full non-associative Lambek calculus
(DFNL) by adding the structural rules of weakening and strong contraction. DFNL is ob-
tained from the full non-associative Lambek calculus (FNL) by adding distributivity [22].
The logic FNL [18] is obtained by adding all lattice operations and their rules to the non-
associative Lambek calculus NL. The calculus NL was originally introduced by Lambek [23],
and it is strongly complete with respect to residuated groupoids [18]. FNL with unit, i.e., the
groupoid logic, is studied in [24]. The associative variant L (Lambek calculus) of NL was
also introduced by Lambek [25], and it is strongly complete with respect to residuated semi-
groups). We shall prove that GRBL admits mix-elimination, the subformula property, and
the disjunction property. The finite embeddability property (FEP) of residuated basic alge-
bras shall be proved by applying the method of Hanikova and Horéik [26]. The decidability
of GRBL follows from the FEP.

The structure of this paper is as follows. Section 2 gives preliminaries on the basic
propositional logic. Section 3 introduces residuated basic algebras and proves the finite
embeddability property. Section 4 introduces residuated basic logic RBL and its basic
sequent calculus SRBL and proves that SRBL is a conservative extension of BPC. Section 5
introduces the Gentzen-style sequent calculus for RBL and proves the mix-elimination,
subformula property, and decidability. Section 6 gives some concluding remarks.

2. Preliminaries

We recall some basic concepts and results on basic propositional logic, which can
be found in [3,9,13]. The language of BPL consists of a denumerable set of propositional
variables Prop = {p; : i < w} and connectives A,V,—, L, and T.

Definition 1. The set of all BPL-formulas is defined inductively by the following rule:
Lgpp dau=p|L]|T|(agVa)| (a1 Aag) | (ag — ap), where p € Prop.

The complexity of a BPL-formula « is defined as the number of occurrences of binary connectives
in a. A basic BPL-sequent is an expression of the form o« = P where « and B are BPL-formulas.

Definition 2. A BPL-frame is a pair § = (W, R), where W is a nonempty set of states (possible
worlds) and R is a transitive binary relation (accessibility relation) on W. A BPL-model is a tuple
M = (W,R,V), where (W, R) is a transitive frame, and V : Prop — P(W) is a valuation
function from Prop to the powerset of W satisfying the following persistency condition:

for every p € Prop, ifw € V(p) and wRu, then u € V(p).

For every BPL-model I = (W, R, V), the truth of a BPL-formula « at a state w € W in I
(notation: MM, w = w) is defined inductively as follows:

M,w = piffw e V(p).

Mw e Land Mw = T.

Mw=aABiff Mw = aand M,w = B.
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Mw=aVBiff Muw =worMw = B.

M, w =a — Biffforallv € W, if wRv and M, v |= a, then M, v = B.

A BPL-formula w is true in 9 (notation: M |= a) if M, w |= a forallw € W.

For every BPL-frame § = (W, R), let R°® = RU {(w,w) | w € W}, namely the reflexive
closure of R. A basic BPL-sequent o = [ is true at a state w in M (notation: M, w = a = B) if
forallu € W, if wR°u and 9, u |= «, then MM, u |= B. We say that « = B is true in 9 (notation:
MEa= P)ifMw = a = Bforallw € W. A BPL-formula « is valid (notation: |= ) if it is
true in every BPL-model. A basic BPL-sequent o = B is valid (notation: |=gpp, &« = B) if & = f
is true in every BPL-model.

Proposition 1 (Persistency). For every BPL-model 9 = (W, R, V') and BPL-formula o, if M, w |=
« and wRv, then M, v = a.

Proof. The proof proceeds by induction on the complexity of . Here we show only the
case w :=  — . Assume M, w |= p — v and wRv. Suppose vRu and M, u |= B. By wRv
and vRu, we have wRu. Furthermore, M, u = . Hence M, v =B — . O

The set of all valid BPL-formulas is finitely axiomatizable. A Hilbert-style axiomatic
system, HBPL, can be found in Ono and Suzuki [13]. In the present paper, we shall use
the basic propositional calculus (BPC) of basic BPL-sequents proposed by Ardeshir and
Ruitenburg [9]. It is easy to observe that a BPL-formula « is a theorem of HBPL if and only
if the basic sequent T = « is derivable in BPC.

Definition 3. The basic propositional calculus BPC consists of the following axioms and rules:
(1) Axioms:

(Al) a =«

(A2) . = T

(A3) L =«

(A a N (BVy) = (aANB)V (x A7)

(AS) (x = B)AN(B—=7) = (a = )

(A6) (x = B) AN (e = v)=>a— (BAY)

(A7) (&« = )N (B—=7) = (@VB) =7

(2)  Rules:
=B a=7y (AR) x=7v7 B=v (VL)
x=BAy aVp =
aNB =1 a=p B=17
Dé:>’84)')’ (—>) “:>r>/ (Cut)

The double line in (AR) and (VL) means the sequents are derivable from each other.

A basic BPL-sequent o = [ is provable in BPC (notation: BPC - « = B) if it is an axiom or
derivable by a rule in BPC.

Theorem 1 (Soundness and Completeness). For every basic BPL-sequent « = B, BPCF a =
B if and only if |=ppr, & = B.

Proof. The soundness is easily verified by induction on the length of a derivation in BPC.
The completeness follows from the strong completeness result given in ([9], Theorem 3.7.)
O

The basic sequent system BPC can also be characterized by basic algebras which are
studied in, e.g., [11,15].

Definition 4. An algebra A = (A, A\, V, T, L, —) is a basic algebra if its (A, V, T, L)-reduct is
a bounded distributive lattice, and — is a binary operator on A such that for all a,b,c € A:
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(1) a— (bAc)=(a—b)A(a—c).
2) (bVe)—a=(b—a)A(c—a).
B) a—a=T.
4 a<T—a
65) (a—=b)ANb—c)<a—c

The binary operator — in a basic algebra is called the basic implication. The variety of all basic
algebras is denoted by BCA.

Fact 1 (cf. [11]). For every basic algebra A and a,b,c € A, the following hold:
(1) fa<bthenc—sa<c—bb—c<a—canda—b=T.

(2) ifanb<c thena<b—c.

(3) A isa Heyting algebra if and only if T — a < a foralla € A.

Let§ = (W, R) be a BPL-frame. For every w € W and subset X C W, let R(w) = {u €
W : wRu} and R[X]| = Uyex R(w). A subset X C W is called an upset in § if R[X] C X. Let
Up(F) be the set of all upsets in §. It is easy to see that @, W € Up(F), and that Up(F) is
closed under N and U. Define a binary operation —g: Up(F) x Up(F) — Up(F) by

X—>rY={weW:Rw)NnXCY}.

The operation — is well defined since X —r Y is an upset if X and Y are upsets. The
dual algebra of § is defined as § = (Up(F),U,N, D, W, —R). Clearly " is a basic algebra.

Definition 5. Given a basic algebra A = (A, A, V, T, L, —), an assignment in A is a function
6 : Prop — A. For every assignment 0 in A, the function 8 : Lppr, — A is defined as follows:

6(p) =6(p), 6(L) =1,
6(T)=T, 6(a A p) = 8(a) AO(B),
6(av p)=06(x) VE(p), 6(a — p) = 0(a) — 6(p).

A basic BPL-sequent « = B is valid in A (notation: A = « = B) if B(a) < 6(B) for every
assignment 6 in A. By BCA |= a = B we denote that « = B is valid in all basic algebras.

Theorem 2. For every basic BPL-sequent « = B, BPC -« = B if and only if BCA = a = B.

Proof. The soundness is easily shown by induction on the derivation of « = g in BPC.
The completeness is shown by the standard Lindenbaum-Tarski construction (cf. [9,11,15]).
O

Now we define an alternative basic sequent system, SBCA, for basic algebras which
shall be used in the following section.

Definition 6. The basic sequent system SBCA consists of the following axioms and rules:
(1) Axioms:

d)a=a (L)L=a (Ma=T D)aA(BVYy) = (@@AB)V(aAYy)

W)B=a—a Wy)a=B—a (Tr)yla=>BAB—7) =a—7
M1) (a = B)A(a =) =a— (BAY)
M2) (B—=a)A(y—a)= (BVY) —a
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(2)  Logical rules:

& = P . y=>a y=p
W(AL)(ZZLZ) Y (AR)
a= ﬁ:>r)/ Y = & .

aVp = (VL) TS vVa (VR)(i =1,2)

il SR P B

Yy—oa=y—=p B=y=>a—7

(3) Cut rule:

x=p B=v
0=y

(Cut)

A basic BPL-sequent « = f3 is provable in SBCA (notation: SBCA - a = B) if it is an axiom
or derivable by a rule in SBCA. The prefix SBCA is omitted if no confusion arisse.

Theorem 3. For every basic BPL-sequent &« = B, SBCA - o = B ifand only if BCA |= o = B.

Proof. The soundness is verified by induction on the length of a derivation in SBCA.
The completeness is shown by the standard Lindenbaum-Tarski construction. Here, we
give a sketch of the proof. The equivalence relation ~ on the set of all BPL-formulas is
defined by setting « ~ B if and only if SBCA - & = B and SBCA -~ B = «a. By the
axioms and rules of SBCA, one can show that ~ is a congruence relation. Let [x] be the
equivalence class for each BPL-formula ). Furthermore, we have the Lindenbaum-Tarski
algebra ASBCA — (A/~,N\,V,T,L,—) where A/~ is the quotient set of A modulo ~.
Suppose SBCA I/ « = B. Furthermore, [x] £ [B]. Let 6 be the assignment in ASBCA
such that 8(p) = [p] for each p € Prop. By induction on the complexity of a formula y,
we have 0(x) = [x]. Hence ASBCA [£ n = B. Clearly ASBCA ¢ BCA. It follows that
BCAEa =B O

By the standard Lindenbaum-Tarski construction, it is easy to show that SBCA is
sound and complete with respect to BCA, namely, for every basic BPL-sequent a« = §,
SBCA I~ a = B if and only if BCA |= a = B. Furthermore, we get the following corollary.

Corollary 1. For every basic BPL-sequent « = B, (1) BPC - a = B if and only if SBCA - a =
B; and (2) SBCA + « = B if and only if =ppL & = PB.

Proof. It follows immediately from Theorems 1-3. O

3. Residuated Basic Logic

The Heyting implication — f; in intuitionistic logic is the residual of A, i.e., forall a, b, ¢
in a Heyting algebra, c < a —y b if and only if 2 A ¢ < b. However, the basic implication is
not a residual of A in a basic algebra. Let us introduce a binary operator e (product) such
that the basic implication is one of its residuals. For this purpose, we introduce residuated
basic algebras. Furthermore, we shall prove the finite embeddability property of the variety
of all residuated basic algebras.

3.1. Residuated Basic Algebras

An algebra (A, e, —, <, <) is a residuated groupoid if (A, <) is a partially ordered set,
and e, — and < are binary operators on A such that forall a,b,c € A:

(RES)aeb < ciffb <a—ciffa<c<+ b

Note that the associativity of the operator e is not assumed here.
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Definition 7. An algebra A = (A, A, V, T, L, —, <, e) is a residuated basic algebra (RBA) if
(A, A, V, T, L) is a bounded distributive lattice, and (A, —, <, e, <) is a residuated groupoid
satisfying the following conditions for all a,b € A:

(wi)aeb<a, (wy)bea<a, (c/)aeb< (aeb)eb,

where < is the lattice order. These conditions for the product were studied by Restall [2,21,27].
Restall proved that these conditions are warranted by formulas. For example, the condition (ct)
(Restall’s condition (Syll) [27]) is warranted by the formula (p — q) A (q — 1) — (p — r). Let
RBA be the class of all RBAs.

For every RBA A, it is easy to check that i) a — b = \V{x € A : aex < b},
and (ii) a <~ b = \/{x € A: x ¢ b < a} (the least upper bound).

Remark 1. The (e, —, <, <)-reduct of a residuated basic algebra A = (A, A\, V, T, L, —, <, e)
is not assumed to contain a unit. The condition (c;) differs from the ordinary contraction (c) a <
a e a, and the name ‘strong contraction’ was proposed for (c¢) by Restall [21]. The contraction (c)
is derivable from (c;) if the residuated groupoid reduct contains a unit. Thus, the unit is equal to T
by (c), and hence T — a < a, which does not hold in basic algebras.

Example 1. Let A = {0,x,1}, where 0 < x < 1and A,V are defined as usual, namely, a N\ b =
min{a, b} and a\/ b = max{a,b}. The operations e, — and <— on A are given as follows:

.| il

— R O
—~r ol
R R =[O
= )
—_ R O

X
1
1
1

[

X
1
1
X

o O o | O
O O O

0
x
1

_= 8 O

It is easy to check that — and < are residuals of e in the first and second coordinates,
respectively. The product also satisfies (w1 ), (wo) and (c¢). Furthermore, (A, \,V,1,0,—, <, @)
is an RBA. Its (A, V,0,1, —)-reduct is not a Heyting algebra because a # 1 — a when a = 0.

Proposition 2. For every residuated algebra A = (A,A,V,T,L,—, <, ) and a,b,c € A,
the following hold:

(1) (bvc)ea=beaVcea.

(2) ae(bec)<(aeb)ec.

(3) ifa<b thencea<cebandaec<bec.

(4) ifa<bthenc —a<c—bandb—c<a—c
(5) ifa<bthena<+c<b<candc+b<c+a

Proof. Clearly (3), (4), and (5) are monotonicity laws that hold in every residuated groupoid.

By (3),a < band ¢ < dimply thata e c < b ed. We show (1) and (2) as follows:

(1) Bybea< (bea)V(cea)andcea < (bea)V (cea), wehaveb < ((bea)V (cea)) <+
aandc < ((bea)V (cea)) < a. Furthermore,, (bVc) < ((bea)V (cea)) < a, which
yields (bVc)ea < (bea)V (cea). Conversely, fromb < bVcandc < bVc, by (3)
wegetbea < (bVc)eaandcea < (bVc)ea. Furthermore, beaVcea < (b\Vc)ea.

(2) By (w;)and (w;),bec < bandbec < c. Furthermore, by (3) we getae (bec) < aeb.
Bybec<c weget(ae(bec))e(bec) < (aeb)ec.By(ct),ae(bec) < (aeb)ec.

O

Theorem 4. The (A,V, T, L, —)-reduct of any residuated basic algebra A is a basic algebra.

Proof. Let A = (A,A,V, T, L,—,<, o) be a RBA. Clearly (A,A,V, T,L) is a bounded
distributive lattice. We check the conditions for basic algebras as follows:
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(1) Assume x < a — (bAc). By (RES),aex < bAc. BybAc < bandbAc < ¢,
we getaex < band aex < c. Furthermore, x < a — band x < a — c. Hence,
x < (a— b)A(a— c). Conversely, assume x < (a — b) A (a — c). Furthermore,,
x<a—bandx <a— c. By (RES),aex <bandaex < c. Furthermore,aex < bAc.
Furthermore, x <a — (bAc). Hencea — (bAc¢) = (a — b) A (a — ¢).

(2) Assume x < (bVc¢) — a. By (RES), (bVc)ex < a. Because b < bV ¢, we have
bex < (bVc)ex. Furthermore, b e x < a. Similarly ce x < a. By (RES), x <b —a
and x < ¢ — a. Hence, x < (b — a) A (¢ — a). Conversely, assume x < (b —
a) A (c — a). Furthermore, x < b — aand x < ¢ — a. By (RES), bex < a and
cex < a. Furthermore, b e x \V c e x < a. By Proposition 2 (1), (bVc)ex < bexVcex.
Furthermore, (b c) @ x < a.Hence (bVc) —wa= (b —a)A(c— a).

(3) Clearlya -a<T.ByaeT <a,wehave T <a — a.

(4) By (w;), wehave T @a < 4. By (RES),a < T — a.

(5) Assume x < (a — b) A (b — c). Furthermore, x < a — band x < b — c. By (RES),
aex < band bex < c. By Proposition 2 (3), (1ex)ex < bex < c. Byaex <
(aex)ex,wegetaex <c.By(RES), x <a— c.Hence (a - b)A(b—c¢) < (a—c).

O

3.2. Finite Embeddability Property

In this subsection, we apply the method of Hanikovd and Hor¢ik [26] to prove the
finite embeddability property (FEP) of residuated basic algebras. Here we recall some
basic concepts. Let A = (A, (f*);c;) be an algebra of any type and B C A. We say

B = (B, (f?)ic1) is a partial subalgebra of A if for every n-ary function f; with i € I, and for
every by,...b, € B,

fE(br,... by) = {fﬁ(bl'“vbn)f if fA(by,...,by) €B.

undefined, otherwise.

If A is ordered by <A we define <B as the restriction of < to B. If we want to stress
that a function acts on A, we write fiA, but usually we drop it.

An embedding from an algebra B into C is an injection /1 : B — C such that for every
bi,...by, if fB(by,...by) € B, then h(fB(by,...,b,)) = fC(h(by),..., h(by)). If B and C
are ordered, then / is required to be an order embedding, i.e., / satisfies the condition
x <By < n(x) <€ h(y). A class of algebras K has the FEP if every finite partial subalgebra
of a member of K can be embedded into a finite member of K.

Let (P, <) be a poset. Amap p : P — P is called a closure operator on P if it satisfies
the following conditions for all a,b € P:

(p1) a < p(a),
(02)ifa < b, then p(a) < p(b),
(p3) p(p(a)) < p(a).

An element a € P is called p-closed if a = p(a). A map o : P — P is called an interior
operator on P if it satisfies the following conditions for all a,b € P:
(01) 0(a) <a,
(o) ifa < b, thenc(a) < o(b),
(@3) 0(a) < o(o(a)).

An element a € P is called o-open if a = o(a).

Let A = (A, AN VA o4 A A TA J_A) be an RBA, and B (with universe B) be
a finite partial subalgebra of A. It suffices to find a finite residuated basic algebra E(B)
into which B is embedded. Let the universe of E(B) be denoted by E. As in [26], we first
obtain a bounded distributive lattice E = (E, AE VE TE |E ) that is the bounded sublattice
generated by B from A, where TF = T4 and 1f = 1 4. Since B is finite, the distributive
lattice [ is also finite and hence complete. Now we show that every element in A can be
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mapped to the least element in E above itself or the greatest element in E below itself. For
each a € A, the maps p and ¢ on A are defined as follows for every a € A:

=N\{beE|la<?blando(a) = \/{b € E|b<"a}.

Note that for every a € A, p(a) and o(a) exist. Moreover, p is a closure operator and
o is an interior operator on (A, <). For every a € E, we have a = p(a) = o(a). For every
a,b € E, the binary operations on E are defined as follows:

aefb=p(aeb),a -Fb=0c(a—"b)anda +Fb=0c(a<Ab).

This completes the definition of the finite algebra E(B) = (E, AF, VE, of, 5F - F
,TE, LE).

Lemma 1. The algebra E(B) belongs to RBA.

Proof. By Hanikovd and Hor¢ik [26], clearly E(B) is a bounded distributive lattice or-
dered residuated groupoid. We recall the proof of residuation law here. Let a,b,c € E.
Furthermore,

aefb=paetbh) <Fcoaelb<ic

sb<dg =4 ¢
sb<Fol—=40) Ee.

Similarly a £ b <F c if and only if a <F ¢ «F b. Now we prove E(B) satisfies
(wy), (wp) and (c;). For (wy), let a,b € E. Tt suffices to show aef b < a. Byaed b < a
and (p,), we have p(a #4 b) < p(a). Note that p(a) = a for all a € E. Furthermore,
aefbh = p(aeth) < p( ) = a The proof of (wz) is similar. For (¢;), leta,b € E. It
suffices to show a ef b < (a eF b) oF b. By (p1), 2 b < p(a * b). By Proposition 2 (3),
(hah D) o0t plo A D) on b, By (on) pl(a ") #4) < plpla st b) #* b). By e’ b <
(a2 b) oA b and (py), p(ae < o((a e b) @4 b). Clearly p(a) = a for every a € E.
Furthermore, a ¢ b = p(a e < p((aeb)eb) < p(p(ae?b) et b) = (aefb)efh.
Hence E(B) isaRBA. O

of
b.
A p

B
Y
4 b)

Lemma 2. The partial algebra B is embeddable into E(B).

Proof. We show that the identity map f : B — E is an embedding. Obviously T£ = T8
and LF = 1B, Tt suffices to show that f preserves all operators. First, f preserves A and
V, since E is a sublattice of A generated by B. Note that B C E and a = p(a) = ¢(a) for all
a € E. Furthermore, a ¢f b = p(ae?b) =aedb=aePb,a =Fb=0c(a -2 b) =a =4
b=a—Bbanda«Fb=c@a+2b)=a+4b=a+Bb O

Theorem 5. The variety RBA of residuated basic algebras has the FEP.
Proof. It follows immediately from Lemmas 1 and 2. O
Corollary 2. The variety BCA of basic algebras has the FEP.

The FEP usually has consequences for the finite model property and decidability. Here
we outline the proof of the universal finite model property and decidability. Consider the
first-order language of algebras in K. Atomic formulas are inequalities of the form s < ¢
where s, t are terms. Notice that these terms are RBL-formulas in our case. A first-order
formula is quantifier-free if no quantifiers occur in it. A universal sentence is a sentence of
the form Vx¢, where ¢ is quantifier-free and X is the sequence of variables occurring in ¢.
A Horn sentence is a universal sentence VX (@1 A ... ¢y — @,+1) where n > 0 and each ¢;
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(1 <i<n+1)isatomic. The universal theory of K is the set of all universal sentences that
are valid in K. The Horn theory of K is the set of all Horn sentences that are valid in K.
Now we show that the FEP implies the universal finite model property. Namely,
every universal sentence refuted by a member of K can be refuted by a finite member of K.
Assume that K has the FEP and K [~ Vx; ... x,,¢. Furthermore, there exists an algebra A € K
such that A = Vx; ... x,¢. Thus, there existay, ..., a, € A such that A [~ ¢[ay ...a,]. Let
B = {¢[ay...an] | ¢(x1,...,x,) be a subterm of ¢}. Furthermore, B forms a finite partial
subalgebra B of A. By the FEP of K, there exists an embedding i : B — C for some
finite C € K. Since h is an embedding and B [~ ¢[ay,...,a,], the preservation of first-
order formulas under the embedding implies that C [~ ¢[h(ay),...,h(a,)]. Furthermore,
C - Vxq ... xn¢. This completes the proof of the universal finite model property of K. It
follows that the universal theory of K and hence the Horn theory of K are decidable.

4. Conservative Extension

Now we introduce the residuated basic logic RBL. The language of RBL is the extension
of Lppr, obtained by adding binary operators e and <. The set of all RBL-formulas is
defined inductively by the following rule:

Lrpr daz=p| L] T (a1 Aap) | (&1 Var) | (xear)| (a1 — a2) | (a1 < a2)

where p € Prop. A basic RBL-sequent is an expression of the form « = p where «
and  are RBL-formulas. A basic RBL-sequent « = f is valid in a residuated basic
algebra A = (A, A, V, e, —, <, T, 1), if for every assignment 6 : Prop — A, g(tx) < §(,B)
The notation RBA |= « = B means that « = B is valid in all residuated basic algebras.

In the following, we shall introduce a basic RBL-sequent system SRBL for residuated
basic algebras, and show that SRBL is a conservative extension of SBCA (cf. Theorem 7).

Definition 8. The sequent system SRBL for residuated basic algebras consists of the following
axioms and rules:

(1) Axioms:
(Id)a=a (L)L=a (Ma=T D)aAPBVYy) = (@AB)V(eAYy)

WHaep=a (W,)Bea=a (TC)aeBf= (rep)ep

(2) Rules:
ﬁa;ﬁ“i V’Y (R1) ﬁvc::/; ;77 (R2) m(m)
o g =1 TR ow
ajvyﬁ f::'r (VL) %(VR)UZLZ) “ﬁaﬁéﬁvév (Cut)

By SRBL I- & = B we denote that « = B is provable in SRBL. The prefix SRBL is omitted if no
confusion can arise.

Theorem 6. For every basic RBL-sequent « = B, SRBL - o = B if and only if RBA |= o = B.

Proof. The soundness is easily shown by induction on the proof of a sequent « = S in
SRBL. The completeness is obtained by the standard Lindenbaum-Tarski construction. [

Lemma 3. IfSRBLF- o = B, then SRBLF-nx ey = feyand SRBLI- yea = yep.
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Proof. Assume I~ & = B. We have the following derivations:

pey=pey yep=yep
x=p ﬁ;‘ﬁW%v(Rm =P B=vr—>vep (XD
(Cut) (Cut)
“=pey <7 a=77—>7ep
(R4) (R2)
ney=peoy yen=7yep

This completes the proof. [

Remark 2. The axioms (W), (W,) and (TC) in SRBL are equivalent to the following sequents
respectively: (W1) p = o — a; (Wo)a = B — aand (Tr) (x = B)A(B— ) = a — 7.
By (R1) and (R2), (W) and (W) are derivable from each other, and (W, ) and (W) are derivable
from each other. Assume (TC) holds. We have the following derivations:

= B=>a—p
oco(a—>,3):>ﬁ(R2) ,8—>7:>[3—>7(R2)

@olas e = pep oy ) PelEmM =0

By (Cut), - (xe (a — B)) @ (B — ) = . Clearly () - (« = B)AN(B—7) = a — B
and (i) (« = B)AN(B— 7v) = B — 7. By (i) and Lemma 3, w e ((« — B) AN (B — 7)) =
we(w — B)andsot (ae((a = B)A(B— 7)) e((a = B)A (%7)) (o (a —
B))e((a = B)A(B — 7)) By (ii) and Lemma 3, - (xe (a — B)) o ((a — B) A (B —
7)) = (ve(a = B))e (B — 7). B]/(TC)/DH((Dé—H%)A(ﬁ—VY))=>(04°((D¢—>
B)AN(B—7)))e((x— B)A(B— 7)) By (Cut) ae((a = B)A(B— 7)) = 7 By (R,
(o« = B) A (B — v) = a — . Conversely, assume (Tr) holds. Clearly - p = a — a o B and
FB=aepf — (xepf)ep. By (AR),Fp= (0« > aepB)A(xep — (xep)ep). By (Tr),
Fla—aep)A (aoﬁ—)((xo) B)=a— (xep)epB. By (Cut), -p=a— (xep)ep.
By (R2),-aep = (nef)ep.

Now we show that SRBL is a conservative extension of SBCA. For this purpose, we
give interpretation of the language Lrpr, in BPL-models.

Definition 9. The satisfaction relation M, w |= « between a BPL-model M = (W, R, V) with
a state w € W and an RBL-formula « is defined inductively. Besides the semantic clauses for
BPL-formulas, we give the following additional semantic clauses:

(1) MwE=aeBiff Mw = aand M, v = B for some v € W with Rvw.

(2) M, w = a < B iff the following conditions hold:

(C1) forallu € W, if Ruw and MM, u |= B, then M, w |= ;
(C2) forall u',v € W, if Rwu', Rou' and M, v |= B, then M, u’ |= .

A basic RBL-sequent o« = B is true at w in M (notation: M, w = « = B) if for all u, if wR°u
and M, u = a, then M, u |= . Let M |= « = P mean M, w |= a = P forallw € W. A sequent

rule
] = ﬁl ce Ky = ﬁn

R
% = Fo (R)
is admissible in a BPL-model M if M |= a; = B, forall 1 < i < nimply M = apg = Po.

Lemma 4 (Persistency). For every RBL-formula a, BPL-model M = (W,R, V), and w,u € W,
if M, w = « and Rwu, then M, u |= o

Proof. This follows by induction on the complexity of a. The BPL-cases are simple. We
show the following two cases:

(1) a = pe7y. Assume M, w |= B  y and Rwu. Furthermore, there exists v € W such that
Row, M, w |= B and M, v |= . By induction hypothesis, M, u = B. By the transitivity
of R, we have Rou. Hence 9, u |= B e 1.
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(2) a=p <« v. Assume M, w |= B < v and Rwu. We show M, u = B < 7. Assume Rou
and M, v |= . By M, w |= B < v, we have M, u = B. Now assume Ruu’, Rou’ and
v = 7. By the transitivity of R, we have Rwu’. By M, w |= B « 1y, we have M, u’ |= B.
Thus, M, u = B+ 7.
O

Lemma 5. For every BPL-model 0, if SRBL - o = B, then M |= o = B.

Proof. The proof proceeds by induction on the proof of &« = in SRBL. Let M = (W, R, V)
be a BPL-model. The axioms (Id), (L), (T), (D), and (W) are clearly true in 9. The re-
maining axioms are shown to be true in 9 as follows:

(W,) Assume w'R°w and M, w |= B e a. Furthermore, there exists v € W such that
Row, M, v = « and M, w = B. By Row and Lemma 4, M, w |= .

(TC) Assume w'R°w and M, w |= « e B. Furthermore, there exists v € W such that
Row, M, w |= a and M, v |= B. Furthermore, M, w |= (x o B) o B.

The admissibility of rules (AL), (AR), (VL), (VR), and (cut) can easily be shown.
The admissibility of the residuation rules is shown as follows:

(R1) Assume 9 |= « ® B = 7. Suppose W' R°w and M, w |= B but M, w [~ a — 7y for
some w € W. Furthermore, there exists v € W such that Rwov, 9, v |= a and 9, v [~ 7.
Furthermore, M1, v |= « @ B. By the assumption, 9, v |= v which yields a contradiction.

(R2) Assume 9 = B = a — 7. Suppose w'R°w and M, w |= a e B but M, w [~ +y for
some w € W. Furthermore, there exists v € W such that Row, M, w = a and M, v |= B. By
the assumption, M, v |= & — . Hence M, w =  which yields a contradiction.

(R3) Assume 9 |= @ B = 7. Suppose w' R°w and M, w |= a but M, w = v < B for
some w € W. There are two cases:

Case 1. There exists v € W such that Row, 9, v = B but M, w = . Furthermore,
M, w = a e B. By the assumption, M, w |= v which yields a contradiction.

Case 2. There exist v, u € W such that Rwv, Ruv, and 9, u |= g but M, v [~ . Since
M, w = « and Rww, it follows from Lemma 4 that M, v |= a. Hence 9, v |= a o B. By the
assumption, we have 9, v |=  which yields a contradiction.

(R4) Assume 9 |= o = v < B. Suppose w'R°w, M, w = x @ Bbut M, w [~ 7 for some
w € W. Furthermore, there exists v € W such that Rvw, 9, w |= « and 9, v = B. By the
assumption, M, w |= ¢ < B. Furthermore, M, w |= v, which yields a contradiction. [

Theorem 7 (Conservativity). For every basic BPL-sequent &« = B, SBCA & a = B if and only if
SRBLFa = B.

Proof. Assume SBCA F a = B. It is easy to show SRBL - a = B. Conversely, assume
SBCA I/ « = B. By Corollary 1, there exists a BPL-model 9 = (W, R, V) such that
M = « = B. By Lemma 5, we have SRBL I/ o = . [

Since SBCA is equivalent to the basic propositional calculus BPC, we obtain that SRBL
is a conservative extension of BPC.

5. A Gentzen-Style Sequent Calculus for RBL

The system SRBL is equivalent to the bounded distributive full Lambek calculus
DFNL ([18,22]) with weakening axioms (W;) and (W,) and the strong contraction axiom
(TC). We shall introduce a Gentzen-style sequent calculus GRBL for RBL, and show that
GRBL admits mix-elimination. For general details on sequent calculi for substructural
logics, see e.g., [20].

5.1. The Sequent Calculus GRBL

Definition 10. Let ® and ® be structural operators for the product e and N respectively. The set
of all RBL-structures is defined inductively as follows:
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IFu=wa| ([ O)| (T ®T), wherea € Lrpy.

Weuse I', A, A, etc. for RBL-structures. Each RBL-structure T is associated with a formula
u(T') which is defined inductively as follows:

u(a) = o, where « € Lgpy.
uT o) =ul)eu(d).
uIoA)=pT)Aud).

A RBL-sequent is an expression I' = « where I is an RBL-structure and « € Lrpr. An RBL-
sequent I' = a is valid in a residuated basic algebra A (notation: A =T = ) if A = u(T) = w.

A context is an RBL-structure I'[—] with a single position — for an RBL-structure.
For any context I'|—] and RBL-structure A, I'[A] is the RBL-structure obtained from I'[—] by

substituting A for the position —.

Definition 11. The sequent calculus GRBL consists of the following axiom and rules:

(1) Axiom:
(Id)a =«
(2) Logical rules:
IT]=« A= 1
—(T) )
A=« ) TAl=«
A= r r
IAG (a = B)] =« I'=a—p
r A r
o] = v = P (+L) Top=u («+R)
I[(ax < B)©A] =« I'=a+p
Fa©pl =7 I'=sa A=B
L R
Thefl=q 7 Toasaep N
Fa®p] = I'=a A=B
L R
TlaAB] =7 ("D ITIpA=aNp (AR
Ta]=v T[B]=7 I'= w; ,
L VR)(i=1,2
TlaVp] = Vb 1":>0¢1\/062( 0 )

The RBL-structure I in (—R) and (<—R) is required to be nonempty. The formula with a
connective in a logical rule is called principal.
(3)  Structural rules:

TFADA] =« ®C) T(AGA)OA = u ©C)
A=a 0 TAGA =«
TA®A] = a T[A] = a

fhoa oo Y Taeag o WEElooNi=12)

T[(AOAY) B A3 =« Ny A=a F[oz]=>,3(
Y EY T[A] = B

The RBL-structure A in (©C) is nonempty. The double line in the rule (As) indicates that
the premiss and the conclusion can be derived from each other.

Cut)

A derivation in GRBL is a finite tree of sequents in which each node is either an instance of
(Id) or obtained from a child node(s) by a rule. The height of a derivation is the greatest number of
successive applications of rules. An instance of (1d) has height 0. We use GRBL - T’ = « for that
the sequent I = a is derivable in GRBL.
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Remark 3. By the definition of GRBL, if GRBL - T’ = «, then I must be nonempty. Hence = T
is not derivable. However T = T is an instance of (Id) in GRBL. Moreover, the following sequent
rule is admissible in GRBL:

I“[(Al @Az) O] A3] =K
T[[A1 O (M ONA;)] = w

(©A1)

This rule is half of the associativity.
Theorem 8. For every RBL-sequent I' = «, SRBL = u(I') = « ifand only if GRBL - T = a.

Proof. We give an outline of the proof. For the ‘only if” part, assume SRBL - pu(T) =
«. It is easy to show that every basic sequent provable in SRBL is derivable in GRBL.
Furthermore, GRBL I~ j(T') = «. By the definition of y, GRBL - T = a. For the ‘if’ part,
assume SRBL I# u(T') = a. By the completeness of SRBL, there exists an RBA A such that
A [~ u(T) = wa. Furthermore,, A = T = a. Clearly GRBL is sound with respect to RBA.
Hence GRBL /T = «. O

5.2. Mix Elimination, Subformula Property and Decidability

We introduce the sequent calculus Ggjg, which is obtained from GRBL by replacing
the (Cut) rule with the following mix rule:

A=a Tla]...[a] =B

(Mix)
T[A]...[A] =B
where I'[a] ... [x] denotes the formula structure containing at least one occurrence of «,
and I'[A] ... [A] denotes the formula structure obtained by replacing at least one occurrence
of xinT'[a] ... [¢] by the formula structure A. The formula « in the rule (Mix) is called the

mixed formula. Note that (Cut) in GRBL is a special case of (Mix), and (Mix) is the finitely
many times of application of (Cut). Hence GRBL is equivalent to GRj, .

Theorem 9 (Mix-elimination). Every RBL-sequent that is derivable in GRg| admits a derivation
without using (Mix).

Proof. Let an application of (Mix) in a derivation of a sequent in Ggj5, be

A=a Tla]...[a] =8B
T[A]...[A] =B

(Mix)

where derivations of both premisses do not use (Mix). We prove the mix-elimination by
simultaneous induction on (I) the complexity of the mixed formula a, (II) the height of
a derivation of I'[a] ... [¢] = B, and (III) the height of a derivation of A = «a. Let A = «
be obtained by (R;) and T'[a]...[a] = B by (Rz). If (Ry) is (Id), then A = « and the
conclusion I'[A] ... [A] = B is obtained by the right premiss of (Mix). If (R;) is (Id), then
« = Band T[A]...[A] = Bis A = B, which is the left premiss of (Mix). Assume (R;)
is a structural rule, then we apply (Mix) to the premiss(es) and then apply the rule (R;).
The case that (R;) is a structural rule is quite similar. Now, assume that neither (R;) nor
(Ry) is an instance of (Id) or a structural rule. We have the following cases:
Case 1. The mixed formula « is not principal in (R;). We have the following cases:

(1.1) (Rqy)is (T). The derivation
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is transformed into
A[T]=a Tla]...[a] =B

TIA[T]]- - [A[T]] = B
T[A[A]]...[A[A]] = B

(Mix)
()

where (T*) denotes finitely many applications of the rule (T).
(1.2) (Ry) is a left logical rule. Apply (Mix) to I'[«] ... [a] = B and the premiss(es) of (Ry),
and then apply (R;). For example, (R1) = (—L). The derivation

M =g NS =a (L)
MMO(y—=d)]=a Tla]...[a] = B
T[Ax[A1© (y = O] - [B2[Dd1 O (v = 9)]] = B

(Mix)

is transformed into
N[0 = Tla]...[a] = B (Mix)
M=y TSP GEI=F
A Mo (y = 0)]]... [MdMo(y—0)]]=B

where (—L*) denotes finitely many applications of the rule (—L).

Case 2. The mixed formula « is principal only in (R;1). Furthermore, we have the
following cases according to (Rp):

(2.1) (Ry) is a right logical rule. Apply (Mix) to A = « and the premiss(es) of Ry, and then
apply (Ry). For example, (Ry) = (eR). The derivation

Fl[tx] [0{] = B FZ[OC] [0(] = [Bz
(eR)
A=a I[a]... 0] OT2a]...[a] = B1eB2 . .
(Mix)
T1[A] ... [A] O T2[A] ... [A] = B1 e B2

is transformed into

A=w Tqfa]...[a] = B (Mix) A=a Trla]...[a] = B

T1[A]...[A] = B [2[A]... [A] = B2
I[a]...[a] ©T2[a]...[a] = B1 e B2

(Mix)

(eR)

(2.2) (Ry) is a left logical rule. Since « is not principal in (R;), we apply (Mix) to A =
« and the premiss(es) of (Ry) and then apply (Ry). For example, (Ry) = (—L).
The derivation

Nia]...[a] =y T'[0][a]...[a] = B
A=u '[A[a]...[a] © (y = 6)][a] ... [a] = B
'[A[A]...[A]© (v = 8)][A] ... [A] = B

(=L)
(Mix)

is transformed into

A=a Na]...[a] = A=a T'[6)a]...[a] =B

N[A]...[A] =« '[8][A]...[A] = B
'[AN[A]...[A] © (y = 8)][A]...[A] = B

(Mix)

(Mix)
(—=L)

Case 3. The mixed formula « is principal both in (R1) and (R;). We have the following
cases according to the complexity of a:
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(3.1) & = aq ® y. Let the derivation end with

AM=uar A= (oR) Tla; ©ao]fa] ... [a] = B
AMON =a0a) F[ocloocz][a]...[zx]éﬁ

(oL)
(Mix)

By the induction hypothesis, we have the following derivation:

A OA = aj0nr r[ﬁc1®062][06]...[06] :>,3
[lay © ] [A1 O Mg ... [A1 O No] = B

(Mix)

By induction hypothesis on « and ay, we have the following derivation:

A =a T Oap][AOA)]...[ALOA] =B
Ay = ay F[A1®062HA1@A2]...[A1®A2]:>,3 (
F[A1®A2]...[A1®A2} :>,B

(Mix)

Mix)

(3.2) &« = a7 — ap or & = &1 < ap. These two cases are similar. Here we show only the
case & = a1 — . Let the derivation end with

4 OA = ap Aa]...[a] = &y T'ap][a]...[a] = B

Aomon N T Mo @ = w4 = B
DAl [A] © Al[A]... [A] = B

By induction hypothesis, we have the following derivations:

A=y —ay ANa]...[a] =
N[A]...[A] =

(Mix)
and
A=wy—ay Uag]la]...[a] =B
[[ag][A]...[A] = B

By induction hypothesis on a1, we have

(Mix)

A’[A]...[A]:>1x1 a0 ON=
NA]. A oA =

(Mix)

By induction hypothesis on «p, we have

N[A]...[A]O A= T'[a][A]...[A] = B
T'[A'[A]... [A] @ AJ[A]...[A] = B

(Mix)

(3.3) @ = a1 A g or & = &7 V ap. These two cases are similar. Here we show only the case
& = a1 A ap. Let the derivation end with

A=a, A=uw Tlag ®agl[a] ... [a] = B
A::zx] At : (AR) Tag Aap)[a] ... [a] = B (.L_)
(Mix)
T[A]...[A] =B

By induction hypothesis, we have the following derivation:

A=agNay Tlag Oaolla]...[a] = B
Tlay ® ar][A]... [A] = B

(Mix)
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By the induction hypothesis on a7 and ap, we have

A=a Tl 0ml[A]...[A] = B

(Mix)
A= TA®ay][A]...[A] =B (Mix)
T[A®A]A]...[A] = B (©C)
T[A]...[A] = B

This completes the proof. [

Corollary 3 (Subformula Property). If GRBL - T' = «, then there exists a derivation of I = a
in GRBL in which every formula is a subformula of formulas in T U {a, T, L} .

Theorem 10 (Disjunction Property). For all RBL-formulas a and B, if GRBL = T = a V ,
then GRBLF T = aor GRBLF T = B.

Proof. Assume GRBL - T = a V B. Furthermore, Ggg, = T = aV B. By Theorem 9,
the last rule of a mix-free derivation of T = a V B can be only (VR) or (®C). Assume
the last application of (VR)is T ®...® T = a V . Furthermore, the premiss of (VR) is
TO..0T=>aorTO...0 T = B.By(®C),GRBLFT = aorGRBLFT = . O

If rules for e and <« are dropped from GRBL, we get the sequent calculus GBPL with
two structure operators ® and ©. Thus, GBPL can be taken as a sequent calculus for basic
propositional logic. We have the following result:

Theorem 11. For every basic BPL-sequent « = B, SBCA - « = Bif and only if GBPL - « = B.

Proof. Let « = B be a basic BPL-sequent. By Theorem 7, SBCA - « = f if and only if
SRBL - & = B. Clearly SRBL - « = g if and only if GRBL - a« = B. By the subformula
property of GRBL, GRBL - « = Bifand only if GBPLFa = 5. O

Finally, we consider the consequence relations of sequent calculi GRBL and GBPL.
A sequent I' = « is called a consequence of a finite set of sequents ® in GRBL (notation:
® FgreL I' = «) if there exists a derivation of I' = & in GRBL from sequents in .
The consequence relation of GBPL is defined similarly. We have shown that RBA has the
FEP (Theorem 5). This property implies the universal finite model property (cf. Section 3),
which yields the SEMP (cf. e.g., ([19], Chapter 6). It follows that GRBL has the strong finite
model property (SEMP). That is, for every finite set of sequents &, if ® /grgL I = «, then
there exists a finite RBA model Ml = (A, j) such that all sequents in ® are true but I’ = «a is
not true in M. This result follows immediately from the finite embeddability property of
RBA.

Theorem 12. The consequence relations of GRBL and GBPL are decidable.

Proof. By the FEP of RBA, we get the SFMP of GRBL and so the SFMP of GBPL. Thus,
consequence relations of GRBL and GBPL are decidable. [

6. Concluding Remarks

The present paper makes several contributions to the study of subintuitionistic logics.
First, we introduce residuated basic algebras and show the finite embeddability property.
Second, the residuated basic logic is shown to be a conservative extension of basic propo-
sitional logic. Third, we introduce a cut-free sequent calculus GBPL for residuated basic
algebras. Finally, the consequence relation of GRBL is decidable.

Residuation often appears in algebraic structures, and residuated logics have been
developed. Lambek calculi are typical systems for some residuated algebras. The residuated
basic logic given in the present paper is obtained by introducing the binary operator
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such that the implication in basic propositional logic is one of the right residuals. There
are some relevant results in the literature. For example, a logic for residuated paritially
ordered sets with a top was developed in e.g., [28]. In the setting of fuzzy logic (cf. e.g., [29]),
residuated fuzzy logics arising from continuous t-norms without non-trivial zero divisors
and extended with an involutive negation are developed in [30]. H&jeck’s basic logic is
quite different from Visser’s basic propositional logic since the latter was developed from
the study of formal provability. The workings of residuated basic logic in the study of
provability need further exploration.

There are some interesting problems for future work. It is already known that intu-
itionistic logic is embedded into basic propositional logic by a bounded translation [31].
Using the sequent calculus G4ip for intuitionistic logic (cf. [32]) and GRBL for residuated
basic logic, we could give a purely proof-theoretic proof of this result. Embedding results
of this kind could be explored in an extended setting. For example, the embedding of
propositional logics into modal logics could be explored by proof-theoretic methods. We
can also consider extending the approach given in this paper to more extensions of basic
propositional logic. The general question is to determine subintuitionistic propositional
logics, which can be formalized as analytic Gentzen-style sequent calculi. Using such
sequent calculi, we may obtain the logical properties of these logics.
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