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Abstract

:

This study investigates the statistical inference of the parameters, reliability function, and hazard function of the generalized Rayleigh distribution under progressive first-failure censoring samples, considering factors such as long product lifetime and challenging experimental conditions. Firstly, the progressive first-failure model is introduced, and the maximum likelihood estimation for the parameters, reliability function, and hazard function under this model are discussed. For interval estimation, confidence intervals have been constructed for the parameters, reliability function, and hazard function using the bootstrap method. Next, in Bayesian estimation, considering informative priors and non-information priors, the Bayesian estimation of the parameters, reliability function, and hazard function under symmetric and asymmetric loss functions is obtained using the MCMC method. Finally, Monte Carlo simulation is conducted to compare mean square errors, evaluating the superiority of the maximum likelihood estimation and Bayesian estimation under different loss functions. The performance of the estimation methods used in the study is illustrated through illustrative examples. The results indicate that Bayesian estimation outperforms maximum likelihood estimation.
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1. Introduction


1.1. Progressive First-Failure Censoring (PFFC) Model


With the improvement of people’s living standards, consumers’ demands for product quality are increasing day by day. In this context, conducting an in-depth analysis of product lifespan is particularly important. However, a complete sample-based lifespan analysis may face uncontrollable factors such as excessively long experimental time, high experimental costs, and significant loss costs. To effectively address these issues, the censoring sample method has been widely applied in assessing product life reliability. Among numerous censoring testing methods, Type I (fixed-time) censoring and Type II (fixed-number) censoring are two traditional and commonly used approaches. Type I censoring refers to the censoring of observation data that occurs when it is terminated or censored at a fixed time point. Although this censoring method can greatly reduce experimental time and cost, it may lead to bias in product life estimation due to the failure to include invalid data. In contrast, Type II censoring occurs when observation data is terminated or censored under specific conditions. This censoring method includes failure data, providing more comprehensive and accurate reliability analysis. However, for products with longer lifespans, the censoring test may require extended experimental time and higher costs. To optimize the configuration of experimental time cost, researchers are committed to finding more suitable censoring schemes, and one such scheme is progressive censoring [1,2,3]. This type of scheme aims to balance experimental accuracy and cost in order to achieve optimal utilization of experimental resources while ensuring the accuracy of product quality assessment.



In the context of considering factors such as a long product life cycle and complex experimental conditions, Balasooriya [4] proposed the concept of first-failure censoring in 1995. This strategy can effectively analyze the reliability of products based on the specific characteristics of experiments. Dykstra [5] first proposed the method of first-failure censoring experiment in 1964, which refers to dividing k × n test products into n groups, each group containing k products, and then running all test units simultaneously. When the first product fails, record its failure time    T 1    and remove all products in the group that contain it; when the second product fails, record its failure time    T 2    and remove all products in the corresponding group. Repeat this process until the n-th product fails; record its failure time    T n    and remove the only remaining group. At this point, the experiment is complete. The first failure censoring experiment can effectively save experimental time and cost. However, this method is not suitable for situations where it is necessary to remove a product before it fails. Therefore, Wu and Kus [6] proposed the concept of PFFC in 2001 based on the idea of first censoring. It involves assuming n independent groups, each with k products. All test units are simultaneously operated, and when the first-failure occurs at time    T  1 : m : n : k    , the group containing the failed product is removed along with    Q 1    groups randomly selected from the remaining groups. When the second failure occurs at time    T  2 : m : n : k    , the group containing the failed product is removed along with    Q 2    groups randomly selected from the remaining groups, and so on. When the m-th failure occurs at time    T  m : m : n : k    , the group containing the failed product is removed along with    Q m    groups randomly selected from the remaining groups, indicating the completion of the experiment, where    Q m  = n − m −  Q 1  −  Q 2  − ⋯ −  Q  m − 1    .



Note that if k = 1, then the PFFC sample is a progressive Type-II censoring sample. If k = 1 and    Q 1  =  Q 2  = ⋯ =  Q  m − 1   = 0  , then the PFFC sample is a Type-II censoring sample. If    Q 1  =  Q 2  = ⋯ =  Q m  = 0  , the PFFC sample is a first-failure censoring sample. If k = 1 and    Q 1  =  Q 2  = ⋯ =  Q m  = 0  , then the PFFC sample is a complete sample. In summary, we can say that the PFFC sample is an extension of these different types of samples.



The PFFC method has recently gained widespread attention in research. Shi and Shi [7] explored classical and Bayesian estimation (BE) of stress strength reliability (SSR) for two independent PFFC samples. They obtained the maximum likelihood (ML) estimation and asymptotic confidence interval (CI) of SSR through detailed analysis, as well as constructed the highest a posteriori density CI of SSR using simulation technology. Additionally, they verified the performance of different point estimates and interval estimates. Abu-Moussa et al. [8] studied a method for statistical inference of parameters, reliability functions (RFs), and hazard functions (HFs) under PFFC samples based on an extended Rayleigh distribution. They analyzed Bayesian estimates of parameters, RFs, and HFs obtained using information priors and non-information priors under different loss functions. Elshahhat et al. [9] analyzed a generalized extreme life model based on PFFC samples and obtained parameter estimates for the model using ML estimation and BE. They obtained the highest posterior density interval through the Metropolis–Hastings (MHs) and Gibbs mixed sampling method and verified the feasibility of the censoring method using Monte Carlo simulation. Eliwa and Ahmed [10] analyzed point and interval estimation methods for the Lomax distribution under PFFC samples. They used the general expectation maximization algorithm to obtain point estimates of unknown parameters, as well as Bayesian estimates and highest posterior density CIs of parameters under different loss functions through simulation.




1.2. Generalized Rayleigh Distribution (GRD) Model


Surles and Padgett [11] proposed the GRD as an extension of the Rayleigh distribution, which allows for a broader description of various random phenomena and finds important applications in fields such as communication engineering, wireless transmission, and radar signal processing. The study of the GRD has also attracted the interest of many researchers. Shen et al. [12] introduced a new GRD and applied it to Reddit advertising and breast cancer datasets, comparing it with other GRDs based on its heavy-tailed properties. Rabie et al. [13] analyzed BE and E-BE of the GRD based on progressive Type-II censoring samples and examined the feasibility of the proposed censoring scheme through simulation. Ren and Gui [14] analyzed statistical inference methods for the competing risks model based on progressive censoring GRD.



Let T be a random variable following the GRD with parameters  σ  and  β . The probability density function (PDF), cumulative distribution function (CDF), RF and HF of the distribution are as follows:


  f ( t | σ , β ) = 2 σ  β 2  t exp ( −  β 2   t 2  )   ( 1 − exp ( −  β 2   t 2  ) )   σ − 1   ,   t > 0 ,   σ ,   β > 0 ,  



(1)






  F ( t | σ , β ) =   ( 1 − exp ( −  β 2   t 2  ) )  σ  ,   t > 0 ,   σ ,   β > 0 ,  



(2)






  r ( t | σ , β ) = 1 −   ( 1 − exp ( −  β 2   t 2  ) )  σ  ,   t > 0 ,   σ ,   β > 0 ,  



(3)






  h ( t | σ , β ) =    2 σ  β 2  t exp ( −  β 2   t 2  )   ( 1 − exp ( −  β 2   t 2  ) )   σ − 1     1 −   ( 1 − exp ( −  β 2   t 2  ) )  σ     ,   t > 0 ,   σ ,   β > 0 ,  



(4)




here,  σ  and  β  are the shape and scale parameters of the GRD, respectively. When  σ  and  β  take different values, the PDF, RF and HF exhibit different shapes (see Figure 1).



This article aims to explore the GRD model in depth, enriching the diversity of probability distribution models, improving the accuracy and flexibility of data modeling and analysis, and deepening our understanding of different statistical characteristics of data. Additionally, we apply the GRD model to PFFC experiments for statistical inference on parameters of GRD, RFs, and HFs under PFFC sample conditions. Through this study, we can verify the applicability and effectiveness of PFFC testing in the field of reliability analysis while laying a solid foundation for future theoretical research and practical applications. The rest of this article is as follows. In Section 2, the ML estimates of parameters, RF, and HF in the GRD model were derived, and the existence and uniqueness of the ML estimation solutions were verified. On this basis, this study used the Newton Raphson (NR) method and expectation maximization (EM) algorithm to obtain ML estimates. In Section 3, we discuss the construction of CIs for the parameters, RF and HF using the bootstrap algorithm. Section 4 analyzes the BE under symmetric and asymmetric loss functions, and numerical calculations of these estimates are performed using the Markov Chain Monte Carlo (MCMC) algorithm. In Section 5, the performance of the proposed estimation methods is compared using Monte Carlo simulation. In Section 6, the superiority of the proposed estimation method is verified by analyzing two sets of real data. Finally, in Section 7, conclusions of the study are presented.





2. ML Estimation


ML estimation is a commonly used parameter estimation method that finds wide application in the fields of statistics and machine learning. It involves analyzing the estimation of parameters in a probability distribution model and maximizing the likelihood function (LF) of the observed data to determine the optimal parameter values that maximize the “likelihood” between the model and the observed data [15,16,17]. Let   (  T  1 : m : n : k   ,  T  2 : m : n : k   , ⋯ ,  T  m : m : n : k   )   represent m PFFC samples observed from a total of n detection samples. Here,    t  i : m : n : k     represents the observed value of sample    T  i : m : n : k    . For convenience, we use   (  t 1  ,  t 2  , ⋯ ,  t m  )   to denote   (  t  1 : m : n : k   ,  t  2 : m : n : k   , ⋯ ,  t  m : m : n : k   )  . Suppose that the PFFC sample originates from a continuous population with a PDF of   f ( t )   and a CDF of   F ( t )  .It is known from Cai and Gui [18] that the joint probability density of    T  1 : m : n : k   ,  T  2 : m : n : k   , ⋯ ,  T  m : m : n : k     is given by:


   L   T  1 : m : n : k   , ⋯ ,  T  m : m : n : k     (  t 1  ,  t 2  , ⋯ ,  t m  ) = ρ  k m    ∏  i = 1  m   f (  t i  )   [ 1 − F (  t i  ) ]   k (  Q i  + 1 ) − 1     ,  



(5)




where   ρ = n ( n −  Q 1  − 1 ) ( n −  Q 1  −  Q 2  − 2 ) ⋯ ( n −  Q 1  −  Q 2  − ⋯ −  Q  m − 1   − m + 1 )  .



By combining Equations (1) and (2) and substituting it into Equation (5), we can obtain the LF:


  L ( σ ,  β   t ∗  ) = ρ  k m    ( 2 σ  β 2  )  m  exp ( −  β 2    ∑  i = 1  m    t i 2    )   ∏  i = 1  m    t i   u i  σ − 1     ( 1 −  u i σ  )   k (  Q i  + 1 ) − 1     ,  








where    t ∗  = (  t 1  ,  t 2  , ⋯ ,  t m  )  ,    u i  ( β ,  t i  ) = 1 − exp ( −  β 2   t i 2  )  . Obviously, the corresponding logarithmic LF is:


    l ( σ , β ) =   ln L ( σ ,  β   t ∗  ) = ln ( ρ  k m  ) + m ln ( 2 σ  β 2  ) −  β 2    ∑  i = 1  m    t i 2    +   ∑  i = 1  m   ln  t i         + ( σ − 1 )   ∑  i = 1  m   ln  u i    +   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] ln ( 1 −  u i σ  )   .    



(6)







Taking the partial derivative of Equation (6) with respect to parameters  σ  and  β , and setting the resulting equations to zero, we obtain the following expressions:


     ∂ l ( σ , β )   ∂ σ    =   m σ   +   ∑  i = 1  m   ln  u i    −   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    u i σ  ln  u i    1 −  u i σ      = 0 ,  



(7)






     ∂ l ( σ , β )   ∂ β    =    2 m  β   − 2 β   ∑  i = 1  m    t i 2    + 2 β ( σ − 1 )   ∑  i = 1  m      t i 2  ( 1 −  u i  )    u i      − 2 β σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 2   u i  σ − 1   ( 1 −  u i  )   1 −  u i σ      = 0 .  



(8)







The roots of nonlinear Equations (7) and (8) are the ML estimates of parameters  σ  and  β , but we cannot obtain explicit expressions. To improve the accuracy and reliability of the estimation method, we need to prove the existence and uniqueness of the ML estimation solutions.



2.1. Existence and Uniqueness of ML Estimation Solutions


Below we present two theorems:



Theorem 1. 

Let the left side of Equation (7) be


   g 1  ( σ ) =   m σ   +   ∑  i = 1  m   ln  u i    −   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    u i σ  ln  u i    1 −  u i σ      ,  








then the solution obtained for    g 1  ( σ ) = 0   exists and is unique on   ( 0 , + ∞ )  .





Proof. 

(1) Existence:



When   σ →  0 +   , we obviously have     lim   σ →  0 +      m σ   = + ∞  , and now we analyze:


    lim   σ →  0 +      ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    u i σ  ln  u i    1 −  u i σ      =   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] ln  u i    lim   σ →  0 +    (    u i σ    1 −  u i σ      ) .  








Since     lim   σ →  0 +    (     u i σ    1 −  u i σ     )   is of the form     0 0    , we apply L ‘Hospital’s rule to this part:


    lim   σ →  0 +    (     u i σ    1 −  u i σ     ) =   lim   σ →  0 +       (  u i σ   ) ′    ( 1 −  u i σ   ) ′     = − 1 .  








Then


    ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] ln  u i    lim   σ →  0 +    (    u i σ    1 −  u i σ      ) = −   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] ln  u i    .  








Thus there is     lim   σ →  0 +     g 1  ( σ ) = + ∞  .



When   σ → + ∞  , since   0 < 1 −  e  −  β 2   x 2    < 1  , thus     lim   σ → + ∞     m σ   = 0  ,     lim   σ → + ∞   (     u i σ    1 −  u i σ     ) = 0  , then


    lim   σ → + ∞    g 1  ( σ ) =   ∑  i = 1  m   ln  u i    .  








And     ∑  i = 1  m   ln  u i    < 0  , so     lim   σ → + ∞    g 1  ( σ ) < 0  . Since    g 1  ( σ )   is continuous on   ( 0 , + ∞ )  , it can be seen from the intermediate value theorem that    g 1  ( σ )   has at least one solution   σ ^   such that    g 1  (  σ ^  ) = 0  , and therefore existence is proved.



(2) Uniqueness:



Derivation of    g 1  ( σ )   gives the following formula:


   g 1 ′  ( σ ) = −   m   σ 2     −   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    u i σ    ( ln  u i  )  2      ( 1 −  u i σ  )  2      .  








Since   0 < 1 −  e  −  β 2   x 2    < 1  ,     ( 1 −  e  −  β 2   x 2    )  σ  > 0  , i.e.,    u i σ  > 0  . Therefore,    g 1 ′  ( σ ) < 0  , so we can see that    g 1  ( σ )   is a monotone decreasing function, and the uniqueness is proved. □





Theorem 2. 

Let the left side of Equation (8) be


   g 2  ( β ) =    2 m  β   − 2 β   ∑  i = 1  m    t i 2    + 2 β ( σ − 1 )   ∑  i = 1  m      t i 2  ( 1 −  u i  )    u i      − 2 β σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 2   u i  σ − 1   ( 1 −  u i  )   1 −  u i σ      ,  








then the solution obtained for    g 2  ( β ) = 0   exists.





Proof. 

 



When   β →  0 +   , we obviously have     lim   β →  0 +       2 m  β   = + ∞  ,     lim   β →  0 +    2 β   ∑  i = 1  m    t i 2    = 0  . Because of


  2 β ( σ − 1 )   ∑  i = 1  m      t i 2  ( 1 −  u i  )    u i      = 2 β ( σ − 1 )   ∑  i = 1  m      t i 2   e  −  β 2   t i 2      1 −  e  −  β 2   t i 2        .  








We will simplify    e  −  β 2   t i 2      by Taylor expansion, and since   β →  0 +   , we will only consider expanding its first two terms, so    e  −  β 2   t i 2    ≈ 1 −  β 2   t i 2   , then


  2 β ( σ − 1 )   ∑  i = 1  m      t i 2   e  −  β 2   t i 2      1 −  e  −  β 2   t i 2        ≈   ∑  i = 1  m  2  β ( σ − 1 )     t i 2  ( 1 −  β 2   t i 2  )    β 2   t i 2     =   ∑  i = 1  m     2 ( σ − 1 ) ( 1 −  β 2   t i 2  )  β    .  








Therefore


    lim   β →  0 +    2 β ( σ − 1 )   ∑  i = 1  m      t i 2  ( 1 −  u i  )    u i      =   lim   β →  0 +      ∑  i = 1  m     2 ( σ − 1 ) ( 1 −  β 2   t i 2  )  β    = + ∞ .  








In a similar way,


  2 β σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 2   u i  σ − 1   ( 1 −  u i  )   1 −  u i σ      ≈   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]   2 β σ  t i 2    (  β 2   t i 2  )   σ − 1   ( 1 −  β 2   t i 2  )   1 −   (  β 2   t i 2  )  σ      .  








Then


    lim   β →  0 +      ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]   2 β σ  t i 2    (  β 2   t i 2  )   σ − 1   ( 1 −  β 2   t i 2  )   1 −   (  β 2   t i 2  )  σ      = 0 .  








Thus there is     lim   β →  0 +     g 2  ( β ) = + ∞  .



When   β → + ∞  , there is


     lim   β → + ∞      2 m  β   = 0 ,     lim   β → + ∞   ( −   ∑  i = 1  m   2 β  t i 2    ) = − ∞ ,      lim   β → + ∞     ∑  i = 1  m   2 β ( σ − 1 )    t i 2  ( 1 −  u i  )    u i      = 0 ,      lim   β → + ∞   2 β σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 2   u i  σ − 1   ( 1 −  u i  )   1 −  u i σ      = 0 .   








Thus there is     lim   β → + ∞    g 2  ( β ) = − ∞  . Since    g 2  ( β )   is continuous on   ( 0 , + ∞ )  , it can be seen from the intermediate value theorem that    g 2  ( β )   has at least one solution   β ^   such that    g 2  (  β ^  ) = 0  , and therefore existence is proved. □





Remark 1. 

To illustrate the uniqueness of   β ^  . Derivation of    g 2  ( β )   gives the following formula:


      g ′  2  ( β ) =   −    2 m    β 2     − 2   ∑  i = 1  m    t i 2    + 2 ( σ − 1 )   ∑  i = 1  m      t i 2  ( 1 −  u i  )    u i           − 4  β 2  ( σ − 1 )   ∑  i = 1  m      t i 4  ( 1 −  u i  )    u i 2      − 2 σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 2   u i  σ − 1   ( 1 −  u i  )   1 −  u i σ           − 4  β 2  σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 4   u i  σ − 2   ( 1 −  u i  ) [ σ ( 1 −  u i  ) − ( 1 −  u i σ  ) ]     ( 1 −  u i σ  )  2      .    



(9)




We want to prove the uniqueness of the ML estimates   β ^  , so we need to judge the monotonicity of    g 2  ( β )  , because of the complex form of Equation (9), we can not directly judge the monotonicity of    g 2  ( β )  , so we draw the profile logarithmic LF curve of  β  to prove the existence and uniqueness of   β ^  . We set the initial parameter values    σ  ( 0 )   = 0.8  ,    β  ( 0 )   = 1  , the number of samples n = 30, m = 20, k = 2, and censoring scheme    Q 1  =  Q 2  = ⋯ =  Q  m − 1   = 0  ,    Q m  = n − m   to generate PFFC samples, as shown in Figure 2. Among them, the blue dot represents the highest point of the logarithmic LF curve.





Observing Figure 2, it is found that the curve peaks and then rapidly declines, which proves the uniqueness of   β ^  .




2.2. EM Algorithm


By proving that we know the existence and uniqueness of solutions to Equations (7) and (8), we use the NR method and EM algorithm to obtain ML estimates of the parameters in order to obtain exact solutions. Due to the sensitivity of the NR method to the selection of initial values, we also consider using the EM algorithm to solve the ML estimates of parameters. EM algorithm is an efficient iterative optimization method, usually suitable for ML estimation of probability models with incomplete data or hidden variables. In addition, the EM algorithm has relatively simple iterative steps, ensuring that the algorithm can converge to a local optimal solution by alternately executing the expectation step (E step) and the maximization step (M step). This alternating process not only simplifies the complexity of computation, but also improves the stability and practicality of the algorithm.



The PFFC data used in this article is considered incomplete data, and we use   T = (  T  1 : m : n   ,  T  2 : m : n   , ⋯ ,  T  m : m : n   )   and   Z = (  Z  11   ,  Z  12   , ⋯ ,  Z  1 ( k (  Q 1  + 1 ) − 1 )   ,  Z  m 1   , ⋯ ,  Z  m ( k (  Q m  + 1 ) − 1 )   )   to represent the observed data and censoring data, respectively. Therefore,   W = ( T , Z )   forms the complete data. Ignoring the parameter free term, we provide the logarithmic LF for the complete data:


     l c  =   n k ln ( 2 σ  β 2  ) −  β 2    ∑  i = 1  m    t i 2    −  β 2    ∑  i = 1  m     ∑  j = 1   k (  Q i  + 1 ) − 1     Z  i j  2           + ( σ − 1 )   ∑  i = 1  m   ln ( 1 −  e  −  β 2   t i 2    )   + ( σ − 1 )   ∑  i = 1  m     ∑  j = 1   k (  Q i  + 1 ) − 1    ln ( 1 −  e  −  β 2   Z  i j  2    )     .    



(10)







In E step we can get the pseudo logarithmic LF from the logarithmic LF under the complete data, we replace    Z  i j     in the Equation (10) with   E [   g (  Z  i j   )    Z  i j   >  t i  ]  , where   i = 1 , 2 , ⋯ , m  ,   j = 1 , 2 , ⋯ , k (  Q i  + 1 ) − 1  . Thus


     l s  ( σ , β ) =   n k ln ( 2 σ  β 2  ) −  β 2    ∑  i = 1  m    t i 2    −  β 2    ∑  i = 1  m     ∑  j = 1   k (  Q i  + 1 ) − 1    E [    Z  i j  2         Z  i j   >  t i  ]      + ( σ − 1 )   ∑  i = 1  m   ln ( 1 −  e  −  β 2   t i 2    )   + ( σ − 1 )   ∑  i = 1  m     ∑  j = 1   k (  Q i  + 1 ) − 1    E [   ln ( 1 −  e  −  β 2   Z  i j  2    )        Z  i j   >  t i  ] .    



(11)




When given    t i   , the conditional distribution of    Z  i j     has a left truncated distribution at    t i   , which can be derived as [19]:


  f (    Z  i j      t i  , σ , β ) =    f (  Z  i j   ; σ , β )   1 − F (  t i  ; σ , β )    ,  Z  i j   >  t i  , i = 1 , 2 , ⋯ , m , j = 1 , 2 , ⋯ , k (  Q i  + 1 ) − 1 .  








From the Equation (11), the expectation is as follows:


     A (  t i  ; σ , β ) = E [    Z  i j  2     Z  i j   >  t i  ]   =   1  1 − F (  t i  ; σ , β )       ∫   t i   ∞    Z  i j  2     f (  Z  i j   ; σ , β ) d  Z  i j        =   σ   β 2  [ 1 − F (  t i  ; σ , β ) ]       ∫ 1  1 −  e  −  β 2   t i 2        u  σ − 1   ln ( 1 − u ) d u    ,        B (  t i  ; σ , β ) = E [   ln ( 1 −  e  −  β 2   Z  i j  2    )    Z  i j   >  t i  ]   =   1  1 − F (  t i  ; σ , β )       ∫   t i   ∞     ln ( 1 −  e  −  β 2   Z  i j  2    )      f (  Z  i j   ; σ , β ) d  Z  i j        =      ( 1 −  e  −  β 2   t i 2    )  σ  [  1 σ  − ln ( 1 −  e  −  β 2   t i 2    ) ] −  1 σ    1 −   ( 1 −  e  −  β 2   t i 2    )  σ     .     











In M step our goal is to maximize the function    l s  ( σ , β )  . Assuming that the estimates of  σ  and  β  at stage q are   (  σ  ( q )   ,  β  ( q )   )  , then the estimates of  σ  and  β  at stage q + 1   (  σ  ( q + 1 )   ,  β  ( q + 1 )   )   can be obtained by maximizing the following equation:


   l s ∗  ( σ , β ) = n k ln ( 2 σ  β 2  ) −  β 2    ∑  i = 1  m    t i 2    + ( σ − 1 )   ∑  i = 1  m   ln ( 1 −  e  −  β 2   t i 2    )   −  β 2   A ∗  + ( σ − 1 )  B ∗  .  



(12)




where


    A ∗  =   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] A (  t i  ;  σ  ( q )   ,  β  ( q )   )     ,    B ∗  =   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] B (  t i  ;  σ  ( q )   ,  β  ( q )   )    .  








The value of    σ  ( q + 1 )     is first obtained by solving the following equation:


   σ  ( q + 1 )   =    − n k     ∑  i = 1  m   ln ( 1 −  e  −   (  β  ( q )   )  2   t i 2    ) +   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] B (  t i  ;  σ  ( q )   ,  β  ( q )   )        .  








After obtaining    σ  ( q + 1 )    ,    β  ( q + 1 )     can be solved by the following equation:


   β  ( q + 1 )   =   ( n k )     1 2       [   ∑  i = 1  m    t i 2  − (  σ  ( q + 1 )   − 1 )   ∑  i = 1  m      t i 2   e  −   (  β  ( q )   )  2   t i 2      1 −  e  −   (  β  ( q )   )  2   t i 2        +   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ] A (  t i  ;  σ  ( q + 1 )   ,  β  ( q )   )     ]   −   1 2      











During the iteration process, the obtained    σ  ( q + 1 )     and    β  ( q + 1 )     are adopted as the updated values of   ( σ , β )  . Starting from the given initial parameter values   (  σ  ( 0 )   ,  β  ( 0 )   )  , repeat E step and M step continuously until the algorithm converges, in order to obtain the ML estimates of the parameters,     σ ^   E M     and     β ^   E M    .





3. Bootstrap CI


The CI is a statistical method used to estimate the range of true values for a parameter. In data analysis, we often rely on samples to infer properties of the population. However, due to the randomness of sampling, sample statistics can vary from one sample to another. A CI provides an interval estimate that indicates the possible range of the true parameter value, quantifying the uncertainty associated with the parameter and providing an assessment of the reliability of the results. There are various methods for constructing CIs, and different models may require different estimation techniques. In the case of small sample sizes, the bootstrap method can be chosen, which is a highly effective approach that simplifies estimation by handling complex data. There has been extensive research on the bootstrap method. Cho and Kirch [20] proposed a method for generating bootstrap CIs and demonstrated the good performance of the bootstrap process through simulation experiments. Saegusa et al. [21] analyzed parameter bootstrap CIs in the multivariate Fay-Herriot model and found that the bootstrap method outperformed analytical methods based on data analysis. Sroka [22] compared the usefulness and limitations of the bootstrap method and the jackknife method in econometrics. Through simulation experiments, it was concluded that the bootstrap method performed better overall than the jackknife method.



There are various methods of bootstrap, and here we use the bootstrap-t (Boot-t) method to obtain CIs for parameters, RF and HF, as presented in [23]. Below, we provide the algorithm for the Boot-t method (refer to Table 1):



For a given t, the following definition is provided:


    σ ^  ( t ) =  σ ^  +  B  − 1 / 2     V a r (  σ ^  )    H  − 1   ( t ) ,    β ^  ( t ) =  β ^  +  B  − 1 / 2     V a r (  β ^  )    W  − 1   ( t ) .   








Therefore, we obtain the Boot-t CI. for parameters  σ  and  β  at   100 ( 1 − α ) %   confidence level as   (  σ ^  ( α / 2 ) ,  σ ^  ( 1 − α / 2 ) )   and   (  β ^  ( α / 2 ) ,  β ^  ( 1 − α / 2 ) )   respectively. Similarly, the Boot-t CI for the RF and HF at   100 ( 1 − α ) %   confidence level are   (  r ^  ( α / 2 ) ,  r ^  ( 1 − α / 2 ) )  ,   (  h ^  ( α / 2 ) ,  h ^  ( 1 − α / 2 ) )   respectively. The variance of the parameters, RF and HF can be obtained using the Fisher Information matrix. The calculation process is as follows:



Construct the Fisher Information matrix


  I (  σ ^  ,  β ^  ) =         −     ∂ 2  l ( σ , β )   ∂  σ 2         −     ∂ 2  l ( σ , β )   ∂ σ ∂ β          −     ∂ 2  l ( σ , β )   ∂ β ∂ σ        −     ∂ 2  l ( σ , β )   ∂  β 2             σ =  σ ^  , β =  β ^    ,  








where


       ∂ 2  l ( σ , β )   ∂  σ 2     = −   m   σ 2     −   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    u i σ    ( ln  u i  )  2      ( 1 −  u i σ  )  2      ,          ∂ 2  l ( σ , β )   ∂  β 2     = −    2 m    β 2     − 2   ∑  i = 1  m    t i 2    + 2 ( σ − 1 )   ∑  i = 1  m      t i 2  ( 1 −  u i  )    u i      − 4  β 2  ( σ − 1 )   ∑  i = 1  m      t i 4  ( 1 −  u i  )    u i 2          − 2 σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 2   u i  σ − 1   ( 1 −  u i  )   1 −  u i σ      − 4  β 2  σ   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 4   u i  σ − 2   ( 1 −  u i  ) [ σ ( 1 −  u i  ) − ( 1 −  u i σ  ) ]     ( 1 −  u i σ  )  2      ,         ∂ l ( σ , β )   ∂ σ ∂ β    = 2 β   ∑  i = 1  m      t i 2  ( 1 −  u i  )    u i      − 2 β   ∑  i = 1  m   [ k (  Q i  + 1 ) − 1 ]    t i 2   u i  σ − 1   ( 1 −  u i  ) ( σ ln  u i  −  u i σ  + 1 )     ( 1 −  u i σ  )  2      =    ∂ l ( σ , β )   ∂ β ∂ σ    .   








The Fisher inverse matrix    I  − 1   ( σ , β )   can be obtained from the Fisher Information matrix   I ( σ , β )  :


   I  − 1   (  σ ^  ,  β ^  ) =         V a r ( σ )     C o v ( σ , β )       C o v ( β , σ )     V a r ( β )         σ =  σ ^  , β =  β ^    .  








The variance of the parameters can be obtained as a result.



Let


   D r  =      ∂ r ( t )   ∂ σ    ,    ∂ r ( t )   ∂ β      ,  D h  =      ∂ h ( t )   ∂ σ    ,    ∂ h ( t )   ∂ β      .  








From Equations (3) and (4), it can be seen that


      ∂ r ( t )   ∂ σ    = −  u σ  ln u ,       ∂ r ( t )   ∂ β    = − 2 σ β  t 2   u  σ − 1   ( 1 − u ) ,       ∂ h ( t )   ∂ σ    =    2  β 2  t ( 1 − u )  u  σ − 1   ( 1 −  u σ  + σ ln u )     ( 1 −  u σ  )  2     ,       ∂ h ( t )   ∂ β    =    4 σ β t ( 1 − u )  u  σ − 1   [ ( 1 −  u σ  ) −  β 2   t 2   u  − 1   ( σ u − σ + 1 −  u σ  ) ]     ( 1 −  u σ  )  2     .   








Thus


   V a r (  r ^  ( t ) ) =      D r   I  − 1   ( σ , β )   D ′  r      σ =  σ ^  , β =  β ^    ,    V a r (  h ^  ( t ) ) =      D h   I  − 1   ( σ , β )   D ′  h      σ =  σ ^  , β =  β ^    ,   








where D′ represents the transpose of D.




4. BE under Different Loss Functions


BE is a statistical inference method used for estimating or predicting parameters. It is based on Bayes’ theorem, which combines prior knowledge with observed data to obtain the posterior distribution of the parameters, serving as the foundation for parameter estimation. BE originated in the 18th century and has matured over the years, finding wide applications in various fields of research and practice [24,25,26,27]. In this section, we propose the posterior density function of the GRD based on PFFC samples and utilize Bayesian inference methods to obtain Bayesian estimates of parameters, RF and HF under symmetric and asymmetric loss functions.



4.1. Information Prior and Non-Information Prior


In BE, we first need to observe the influence of the prior on the BE. In this section, we consider both information priors and non-information priors. Gamma distribution, as a commonly used prior distribution, is widely used in BE due to its flexible shape, analytical properties, and wide applicability, including reliability analysis and survival analysis. Choosing gamma distribution as the prior distribution can provide preliminary information on the scale and shape of parameters, simplify the calculation process of BE, and improve the accuracy and reliability of estimation results. Therefore, we assume that  σ  and  β  are independent random variables that follow   Γ (  a 1  ,  b 1  )   and   Γ (  a 2  ,  b 2  )  , respectively. The joint prior distribution of  σ  and  β  is given by:


   π 1  ( σ , β ) =       b 1     a 1       b 2     a 2      Γ (  a 1  ) Γ (  a 2  )     σ   a 1  − 1    β   a 2  − 1   exp ( −  b 1  σ −  b 2  β )    (   a 1  ,  b 1  ,  a 2  ,  b 2  > 0 ) .  








As a result, the joint posterior density of  σ  and  β  is:


   π 1  ( σ , β |  t ∗  ) =    L ( σ , β |  t ∗  )  π 1  ( σ , β )      ∫ 0 ∞      ∫ 0 ∞   L ( σ , β |  t ∗  )  π 1  ( σ , β ) d σ d β          .  








Namely


     π 1  ( σ , β |  t ∗  ) ∝  σ   a 1  + m − 1    β   a 2  + 2 m − 1   exp ( −  b 1  σ −  b 2  β )   ∏  i = 1  m    t i  exp ( −  β 2   t i 2  )       ×   ( 1 − exp ( −  β 2   t i 2  ) )   σ − 1     [ 1 −   ( 1 − exp ( −  β 2   t i 2  ) )  σ  ]   k (  Q i  + 1 ) − 1   .    



(13)







When the prior distributions of  σ  and  β  are non-information priors, the joint prior distribution of  σ  and  β  is:


   π 2  ( σ , β ) =   1  σ β    .  








As a result, the joint posterior density of  σ  and  β  is:


   π 2  ( σ , β |  t ∗  ) =    L ( σ , β |  t ∗  )  π 2  ( σ , β )      ∫ 0 ∞      ∫ 0 ∞   L ( σ , β |  t ∗  )  π 2  ( σ , β ) d σ d β          .  








Namely


     π 2  ( σ , β |  t ∗  ) ∝  σ  m − 1    β  2 m − 1     ∏  i = 1  m    t i  exp ( −  β 2   t i 2  ) ( 1 −   exp ( −  β 2   t i 2  )  )  σ − 1       ×   [ 1 −   ( 1 − exp ( −  β 2   t i 2  ) )  σ  ]   k (  Q i  + 1 ) − 1   .    



(14)







In BE, we commonly use a loss function to measure and compare the performance of different estimation methods in order to minimize expected loss. The choice of loss function is crucial, as different loss functions can lead to different estimation results. Symmetric loss functions refer to the symmetry of the loss function with respect to the difference between the estimated value and the true value, and are applicable when underestimation and overestimation have equal importance. However, in certain reliability estimations, the impact of overestimation may be more severe than underestimation, so relying solely on symmetric loss functions has limitations. In order to obtain more comprehensive Bayesian inference results, in this section, we consider the use of both symmetric and asymmetric loss functions [28]. The squared error loss function (SELF) is a common symmetric loss function, introduced by Sadoun et al. [29], which explicitly quantifies the difference between the estimated value and the true value. The generalized entropy loss function (GELF) is an asymmetric loss function proposed by Malgorzata [30], which uses ratios to represent the error between the estimated value and the true value. The weighted squared error loss function (WSELF) is an asymmetric loss function that is similar to SELF in terms of computation, but differs in that WSELF multiplies a weight factor on the SELF sample error, which can be set based on the actual situation to adjust the contribution of different samples to the loss. Wasan [31] proposed the K-loss function (KLF) to assess the model’s performance in terms of confidence in the prediction results. The modified (quadratic) squared error loss function (M/Q SELF) is an asymmetric loss function that balances the prediction error of SELF by introducing a correction factor. The preventive loss function (PLF) is an asymmetric loss function introduced by Norstrom [32]. At present, research on these loss functions is relatively mature, as detailed in [33,34,35]. The Bayesian estimators under various loss functions are presented below [36,37] (see Table 2).



Where  Θ  represents a function related to  σ  and  β . Therefore, under the aforementioned loss functions, the Bayesian estimators is given by:




	(i)

	
SELF:


   Θ ^    ( σ , β )   B S   = E (  Θ   t ∗  ) =    ∫ 0 ∞      ∫ 0 ∞   Θ ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β .  












	(ii)

	
GELF:


   Θ ^    ( σ , β )   B G   =   [ E (    Θ  − c      t ∗  ) ]   − 1 / c   = [    ∫ 0 ∞      ∫ 0 ∞    Θ  − c   ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β  ]  − 1 / c   .  












	(iii)

	
WSELF:


   Θ ^    ( σ , β )   B W   =   [ E (    Θ  − 1      t ∗  ) ]   − 1   = [    ∫ 0 ∞      ∫ 0 ∞    Θ  − 1   ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β  ]  − 1   .  












	(iv)

	
KLF:


   Θ ^    ( σ , β )   B K   =      E (  Θ   t ∗  )   E (    Θ  − 1      t ∗  )      =         ∫ 0 ∞      ∫ 0 ∞   Θ ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β      ∫ 0 ∞      ∫ 0 ∞    Θ  − 1   ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β      .  












	(v)

	
M/Q SELF:


   Θ ^    ( σ , β )   B M   =    E (    Θ  − 1      t ∗  )   E (    Θ  − 2      t ∗  )    =       ∫ 0 ∞      ∫ 0 ∞    Θ  − 1   ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β      ∫ 0 ∞      ∫ 0 ∞    Θ  − 2   ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β    .  












	(vi)

	
PLF:


   Θ ^    ( σ , β )   B P   =   E (    Θ 2     t ∗  )   =      ∫ 0 ∞      ∫ 0 ∞    Θ 2  ( σ , β ) π ( σ ,  β         t ∗  ) d σ d β   .  

















Due to the non-explicit form of Bayesian estimators under the aforementioned loss functions, computations can be complex. Therefore, we choose to use the method of MCMC sampling to obtain Bayesian estimates under the loss functions.




4.2. MCMC Method with Hybrid Gibbs Sampling


MCMC sampling is a commonly used sampling method in statistics to generate samples from complex probability distributions. It is based on the Monte Carlo method using Markov chains. By constructing a Markov chain, the chain’s stationary distribution can be made equal to the desired sampling distribution. Subsequently, samples from the posterior distribution can be obtained from this Markov chain, and various statistical inferences can be made based on these samples [38]. MCMC, as a random sampling method, has attracted the interest of many researchers and has been widely applied in the fields of statistics and machine learning [39,40,41,42].



We know that the core of the MCMC algorithm is to construct a Markov chain with a stationary distribution to obtain samples from the posterior distribution. However, different posterior distributions have different characteristics, which require us to use different MCMC algorithms in different situations. Gibbs sampling is an MCMC method used to draw samples from multidimensional probability distributions. It is suitable for high-dimensional or non-standard probability distributions. The idea is to sequentially sample values from each dimension and update using conditional probabilities. By iteratively sampling in this way, samples that conform to the joint distribution can be obtained. For low-dimensional probability distributions, we consider using the MH algorithm. The MH algorithm is a more generalized MCMC method that incorporates the acceptance-rejection principle. By selecting appropriate proposal distributions and acceptance probabilities, it ensures that the Markov chain converges to the target distribution and generates effective samples. In this section, we consider using the MH-Gibbs hybrid sampling method to generate samples of the parameters. For high-dimensional sampling, we use the Gibbs algorithm, and for low-dimensional sampling, we use the MH algorithm. By effectively combining the strengths of these two methods, the difficulty of sampling is reduced.



The posterior distributions of parameters  σ  and  β  under the information prior, as inferred from Equation (13), are given by:


     π 1  ( σ |  t ∗  , β ) ∝  σ   a 1  + m − 1   exp ( −  b 1  σ )   ∏  i = 1  m   ( 1 −   exp ( −  β 2   t i 2  )  )  σ − 1       ×   [ 1 −   ( 1 − exp ( −  β 2   t i 2  ) )  σ  ]   k (  Q i  + 1 ) − 1   ,    



(15)






     π 1  ( β |  t ∗  , σ ) ∝  β   a 2  + 2 m − 1   exp ( −  b 2  β )   ∏  i = 1  m   exp ( −  β 2   t i 2  )     ( 1 − exp ( −  β 2   t i 2  ) )   σ − 1       ×   [ 1 −   ( 1 − exp ( −  β 2   t i 2  ) )  σ  ]   k (  Q i  + 1 ) − 1   .    



(16)







The posterior distributions of parameters  σ  and  β  under the non-information prior, as inferred from Equation (14), are given by:


   π 2  ( σ |  t ∗  , β ) ∝  σ  m − 1     ∏  i = 1  m   ( 1 −   exp ( −  β 2   t i 2  )  )  σ − 1     [ 1 −   ( 1 − exp ( −  β 2   t i 2  ) )  σ  ]   k (  Q i  + 1 ) − 1   ,  



(17)






     π 2  ( β |  t ∗  , σ ) ∝  β  2 m − 1     ∏  i = 1  m   exp ( −  β 2   t i 2  ) ( 1 −   exp ( −  β 2   t i 2  )  )  σ − 1       ×   [ 1 −   ( 1 − exp ( −  β 2   t i 2  ) )  σ  ]   k (  Q i  + 1 ) − 1   .    



(18)







From Equations (15)–(18), it can be observed that the posterior distribution is non-explicit, making direct sampling extremely challenging. Therefore, we employ the MH-Gibbs hybrid sampling method for sampling. Below, we outline the steps for MH-Gibbs hybrid sampling:



Step 1: Set the initial values of the parameters:   σ =  σ  ( 0 )    ,   β =  β  ( 0 )    .



Step 2: Assuming the parameter estimates for the (i + 1) −th iteration are    σ  ( i )   ,  β  ( i )    , the (i + 1) −th iteration process is as follows:



Sample    σ  ( i + 1 )     from   π (  σ   t ∗  ,  β  ( i )   )   using the Metropolis algorithm (using a normal distribution   N (  σ j  ,  ψ σ  )   as the proposal distribution for  σ , where    σ j    represents the current state of  σ  and    ψ σ    represents the standard deviation of  σ ).



	(i)

	
Select a candidate point   σ ′   from   N (  σ j  ,  ψ σ  )  . If    σ ′  ≤ 0  , resample until a valid candidate is obtained. Calculate the acceptance probability based on the candidate point:





     p (  σ j  ,  σ ′  )   = min   1 ,     π 1  (   σ ′    t ∗  ,  β   i    )    π 1  (    σ j     t ∗  ,  β   i    )            = min    1 ,      (  σ ′  )   m − 1     ∏  i = 1  m     ( 1 − exp ( −   (  β   i    )  2   t i 2  ) )    σ ′  − 1     [ 1 −   ( 1 − exp ( −   (  β   i    )  2   t i 2  ) )   σ ′   ]   k (  Q i  + 1 ) − 1        σ j  m − 1     ∏  i = 1  m     ( 1 − exp ( −   (  β   i    )  2   t i 2  ) )    σ j  − 1     [ 1 −   ( 1 − exp ( −   (  β   i    )  2   t i 2  ) )    σ j    ]   k (  Q i  + 1 ) − 1          .     












	(ii)

	
Generate a random number  ϕ  from a uniform distribution U (0, 1). Use the following formula to make the extraction:





    σ  j + 1   =        σ ′  , ϕ ≤ p (  σ j  ,  σ ′  )        σ j  , ϕ > p (  σ j  ,  σ ′  )       .   












	(iii)

	
Set j = j + 1 and return to step (i) to continue repeating the above steps.







Obtaining a Markov chain, any sample from the Markov chain after it reaches the equilibrium state can be used as    σ  ( i + 1 )    .



Step 3: Sample    β  ( i + 1 )     from   π (  β   t ∗  ,  σ  ( i + 1 )   )   using the Metropolis algorithm (utilizing a normal distribution   N (  β j  ,  γ β  )   as the proposal distribution for  β , where    β j    represents the current state of  β  and    γ β    represents the standard deviation of  β ).



	(i)

	
Select a candidate point   β ′   from   N (  β j  ,  γ β  )  . If    β ′  ≤ 0  , resample until a valid candidate is obtained. Calculate the acceptance probability based on the candidate point:





     p (  β j  ,  β ′  ) = min   1 ,     π 1  (   β ′    t ∗  ,  σ    i + 1     )    π 1  (    β j     t ∗  ,  σ    i + 1     )           = min    1 ,      (  β ′  )   2 m − 1   exp ( −     β ′    2    ∑  i = 1  m    t i 2    )   ∏  i = 1  m     ( 1 − exp ( −     β ′    2   t i 2  ) )    σ  ( i + 1 )   − 1     [ 1 −   ( 1 − exp ( −     β ′    2   t i 2  ) )    σ  ( i + 1 )     ]   k (  Q i  + 1 ) − 1        β j  2 m − 1   exp ( −  β j 2    ∑  i = 1  m    t i 2    )   ∏  i = 1  m       1 − exp ( −  β j 2   t i 2  )      σ  ( i + 1 )   − 1     [ 1 −   ( 1 − exp ( −  β j 2   t i 2  ) )    σ  ( i + 1 )     ]   k (  Q i  + 1 ) − 1          .     












	(ii)

	
Generate a random number  ς  from a uniform distribution U (0, 1). Use the following equation to draw the sample:





    β  j + 1   =        β ′  , ς ≤ p (  β j  ,  β ′  )        β j  , ς > p (  β j  ,  β ′  )       .   












	(iii)

	
Set j = j + 1 and return to step (i) to continue repeating the above steps.







Obtaining a Markov chain, any sample from the Markov chain after it reaches the equilibrium state can be used as    β  ( i + 1 )    .The above scenario considers using informative priors for MH-Gibbs hybrid sampling. For non-information priors, it is only necessary to replace the posterior distribution under the informative prior with the posterior distribution under the non-information prior. By using the MCMC method, we obtain samples    σ  ( i )     and    β  ( i )     for  σ  and  β , respectively. Therefore, the Bayesian estimates under the loss function depend on the samples of  σ  and  β . The Bayesian estimator of parameters, RF and HF under each loss function are provided below (refer to Table 3).



In Markov chain algorithms, to mitigate the impact of initial values on sampling, a portion of iterations is discarded, which is referred to as the burn-in period, denoted as    M 0    [43]. To obtain Bayesian credible CIs (Cred.CIs), the   ( M −  M 0  )   parameter samples obtained from MH-Gibbs hybrid sampling are arranged in ascending order to obtain   (  σ   M 0  + 1   ,  σ   M 0  + 2   , ⋯ ,  σ M  )   and   (  β   M 0  + 1   ,  β   M 0  + 2   , ⋯ ,  β M  )  . Therefore, the   100 ( 1 − α ) %   credible interval is   (  σ   ζ 1    ,  σ   ζ 2    )   and   (  β   ζ 1    ,  β   ζ 2    )  , where    ζ 1    and    ζ 2    represent the largest integers for   ( M −  M 0  ) ( α / 2 )   and   ( M −  M 0  ) ( 1 − α / 2 )  , respectively.





5. Monte Carlo Simulation


In this section, Monte Carlo simulations are used to observe the performance the estimates in this study, as well as their corresponding mean square errors (MSEs). The performance of different methods is compared based on MSE, and the average width (AW) of CIs is also obtained. Firstly, we set the true values of parameters as   σ = 0.8  ,   β = 1  . According to the algorithm introduced by Balakrishnan and Sandhu [44] for progressive Type-II censoring samples, we can consider that a PFFC sample for a distribution function   F ( x )   is a progressive Type-II censoring sample for the distribution function   1 −   ( 1 − F ( x ) )  k   . We assume there are n × k products, divided into n groups with k items in each group. The censoring schemes is set as follows (Table 4).



Under the assumption of informative prior, the hyperparameters for the Gamma distribution are set as    a 1  =  b 1  =  a 2  =  b 2  = 1  , and the hyperparameter for the GELF is c = 0.5. The MCMC algorithm is repeated 5000 times with a burn-in period of 500 iterations. Table 5 shows the ML estimates and corresponding MSE (in parentheses) of  σ  and  β , r(t) and h(t) under different k values and censoring schemes. Based on information prior and non information prior, Table 6, Table 7, Table 8 and Table 9 shows the Bayesian estimates and corresponding MSE (in parentheses) of  σ  and  β , r(t) and h(t) under different k values and censoring schemes, respectively. Table 10 shows the Boot-t CIs and Bayesian Cred.CIs for  σ  and  β , r(t) and h(t). When constructing Bootstrap CIs, we use the ML value obtained by the NR method as the benchmark. Under different censoring schemes, we adopted sample sizes of    m 1  = 20 ,  m 2  = 30 ,  m 3  = 50  , and performed B = 5000 repeated samplings to ensure the accuracy and reliability of the obtained CIs. For simplicity, we will abbreviate BS, BG, BW, BK, BM, BP to represent Bayesian estimates under SELF, GELF, WSELF, KLF, M/Q SELF, PLF respectively, and Inf and Non-Inf to represent information prior and non-information prior.



Based on the above tables, the following conclusions can be drawn from these research findings:




	(1)

	
In ML estimation, the overall performance of the NR method is superior to that of the EM algorithm.




	(2)

	
With the increase in sample size, the accuracy of point estimation and interval estimation improves under various estimation methods.




	(3)

	
Based on parameters, RF, and HF under GRD, BE generally outperforms ML estimation.




	(4)

	
In BE, the performance of information prior based BE is superior to that of non-information prior based BE.




	(5)

	
In most cases, the MSE of estimated results obtained by the PFFC method with k = 2 and k = 3 is similar.




	(6)

	
Under the MCMC sampling method, Bayesian estimator performs better based on PLF compared to other loss functions. However, it performs worst when based on M/Q SELF.




	(7)

	
Generally speaking, censoring scheme c has superior performance and yields better results compared to the other two censoring schemes.




	(8)

	
As sample size increases, AW for different CIs shows a decreasing trend. The AW for Boot-t CI is greater than that for Bayesian Cred.CI. When k = 3, AW for all CIs performs best.




	(9)

	
Under conditions with informative prior available, AW for Bayesian Cred.CIs is smaller than that non-information prior available.










6. Analysis of Real Data


In this section, we use two sets of real data to verify the feasibility of the method used in this article and demonstrate its practical application in real life. Data 1 represents the survival time of guinea pigs injected with different doses of Mycobacterium tuberculosis [45]. The data are as follows: 12, 15, 22, 24, 24, 32, 32, 33, 34, 38, 38, 43, 44, 48, 52, 53, 54, 54, 55, 56, 57, 58, 58, 59, 60,60, 60, 60, 61, 62, 63, 65, 65, 67, 68, 70, 70, 72, 73, 75, 76, 76, 81, 83, 84, 85, 87, 91, 95, 96,98, 99, 109, 110, 121, 127, 129, 131, 143, 146, 146, 175, 175, 211, 233, 258, 258, 263, 297, 341,341, 376. Alshunnar and Raqab et al. [46] analyzed the data using the proportional TTT transform, and the results showed that the GRD model could fit the data reasonably. Data 2 represents daily confirmed cases of COVID-19 deaths [47], as follows: as follows: 1, 1, 2, 4, 5, 1, 1, 3, 6, 6, 4, 1, 5, 6, 6, 8, 5, 7, 7, 9, 9, 15, 17, 11, 13, 5, 14, 5, 13, 9, 19, 15, 11, 14, 12, 11, 7, 13, 10, 20, 22, 21, 12, 14, 9, 14, 7, 16, 17, 13, 21, 11, 11, 8, 11, 12, 15, 21, 20, 18, 15, 14, 21, 16, 11, 28, 29, 19, 14, 19, 29, 34, 34, 46, 46, 47, 36, 38, 40, 32, 39, 34, 35, 36, 35, 45, 62. To verify whether the GRD fits the data, we visualized the verification process in a more intuitive way, as shown in Figure 3 and Figure 4. From Figure 3 and Figure 4, it can be seen that GRD can effectively fit the Data 2.



Next, we will randomly decompose Data 1 into 24 groups, each with k = 3 items: {12, 15, 22}, {24, 24, 32}, {32, 33, 34}, {38, 38, 43}, {44, 48, 52}, {53, 54, 54}, {55, 56, 57}, {58, 58, 59}, {60, 60, 60}, {60, 61, 62}, {63, 65, 65}, {67, 68, 70}, {70, 72, 73}, {75, 76, 76}, {81, 83, 84}, {85, 87, 91}, {95, 96, 98}, {99, 109, 110}, {121, 127, 129}, {131, 143, 146}, {146, 175, 175}, {211, 233, 258}, {258, 263, 297}, {341, 341, 376}. Randomly decompose Data 2 into 29 groups, each with k = 3 items: {1, 1, 2}, {4, 5, 1}, {1, 3, 6}, {6, 4, 1}, {5, 6, 6}, {8, 5, 7}, {7, 9, 9}, {15, 17, 11}, {13, 5, 14}, {5, 13, 9}, {19, 15, 11}, {14, 12, 11}, {7, 13, 10}, {20, 22, 21}, {12, 14, 9}, {14, 7, 16}, {17, 13, 21}, {11, 11, 8}, {11, 12, 15}, {21, 20, 18}, {15, 14, 21}, {16, 11, 28}, {29, 19, 14}, {19, 29, 34}, {34, 46, 46}, {47, 36, 38}, {40, 32, 39}, {34, 35, 36}, {35, 45, 62}. In order to illustrate the proposed estimation method, we set up three PFFC schemes to take    m  D a t a 1   = 12   observations and    m  D a t a 2   = 15   observations from Data 1 and Data 2, respectively, to generate three random PFFC samples, as shown in Table 11 and Table 12. Before the real data analysis, it is necessary to verify the existence and uniqueness of the ML estimation solution of the GRD model under the PFFC sample. Since Equations (7) and (8) are nonlinear equations and cannot be solved directly, we choose to use image visualization method to verify the existence and uniqueness of ML estimates. Here, we take the censoring sample (ii) of Data 1 as an example. By drawing the log-LF curve, we can intuitively observe that there is a unique local maximum of the LF, thus proving the existence and uniqueness of the ML estimation solution (See Figure 5).



In the following analysis, we will delve into the parameters, RF, and HF of the GRD model based on these two sets of real data. Due to the fact that the convergence speed of the NR method is better than that of the EM algorithm in ML estimation, and the numerical accuracy obtained by the NR method is higher, we still use the NR method to obtain ML estimates in this section. Table 13 and Table 14 provide the ML estimates and Bayesian estimates of the parameters, RF, and HF of the model under these two sets of real data. For simplicity, we use MLE to represent the ML estimates. In addition, Table 15 and Table 16 show the upper and lower bounds of the Boot-t CIs and Bayesian Cred.CIs for the parameters, RF, and HF of the GRD model under these two sets of real data, respectively. The confidence level of the   100 ( 1 − α ) %   CIs is   α = 0.05  , and both Bootstrap sampling and MCMC algorithm were repeated 5000 times, with a combustion period of 500 times.



In order to verify that the Markov chain obtained in the MCMC sampling process reaches the equilibrium state, we show the parameter trajectory diagram, histogram and autocorrelation coefficient diagram of the censoring sample (i) in Data 1 in the MCMC sampling process through Figure 6. It can be seen that the posterior distribution presents obvious normal distribution characteristics. The applicability and effectiveness of GRD model in MCMC sampling are also illustrated.




7. Conclusions


Nowadays, in life testing, censoring testing is commonly used to reduce experimental time and cost. Different censoring testing methods can also yield different results. This study focuses on the PFFC test. Compared with traditional censoring tests, its advantage lies not only in significantly reducing the large sample testing time required for the first failure censoring test but also in meeting the needs of exploring the mechanisms of failed and non-failed products in successive censoring tests. This article combines the PFFC test with the GRD model to perform ML estimation and BE on the parameters, RF, and HF of the model. Additionally, we construct Boot-t CIs and Bayesian Cred.CIs for parameters, RFs, and HFs as well. Through simulation research and practical applications, we conduct an in-depth analysis and comparison of the performance of adopted methods under different cost and censoring schemes. The research results indicate that adopting the PFFC method is an effective strategy in statistical inference analysis of reliability studies. This method not only optimizes resource utilization but also provides more accurate and practical statistical tools for reliability analysis while improving efficiency, accuracy of research while ensuring product quality. In the future, we will strive to expand the combination of PFFC experiments and GRD models, explore their performance under different conditions, optimize sample size selection, and compare them with other statistical methods. In addition, the research will also focus on integrating practical applications with other disciplinary fields to further deepen the understanding of PFFC and expand its application scope.
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Figure 1. Curve plots of PDF, RF and HF under the GRD. 
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Figure 2. Logarithmic LF curve of  β  in simulated data. 
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Figure 3. Empirical distribution diagram and CDF diagram of GRD model under real Data 2. 
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Figure 4. P-P and Q-Q plots of real Data 2. 
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Figure 5. Partial derivative of logarithmic LF. 
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Figure 6. Trajectory plot, histogram and autocorrelation plot of parameters for sample (i) during MCMC sampling process. 
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Table 1. Algorithm for constructing Boot-t CIs.
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	Algorithm:
	Constructing Boot-t CI.





	Step 1:
	Setting the number of simulations B.



	Step 2:
	Obtaining the ML estimates   σ ^   and   β ^   for parameters  σ   β  using the original censoring sample data    t ∗  = (  t 1  ,  t 2  , ⋯ ,  t m  )  .



	Step 3:
	Using the same censoring scheme, substitute the   σ ^   and   β ^   obtained from step 2 into the CDF of the GRD to obtain a bootstrapped sample    t  ∗ ∗    , and then obtain the bootstrapped ML estimates     σ ^  ∗    and     β ^  ∗    and their variances   V a r (   σ ^  ∗  )   and   V a r (   β ^  ∗  )   through the bootstrapped sample    t  ∗ ∗    .



	Step 4:
	The statistical quantities   η =  B  (   σ ^  ∗  −  σ ^  ) /   V a r (   σ ^  ∗  )     and   τ =  B  (   β ^  ∗  −  β ^  ) /   V a r (   β ^  ∗  )    , as well as their CDFs   H ( t ) = P ( η ≤ t )   and   W ( t ) = P ( τ ≤ t )  , are calculated from the bootstrap ML estimates     σ ^  ∗    and     β ^  ∗   .



	Step 5:
	Repeated steps 3–4 for a total of B times, resulting in a series of Boot-t statistics   (  η 1  ,  η 2  , ⋯ ,  η   N  B − t     )   and   (  τ 1  ,  τ 2  , ⋯ ,  τ   N  B − t     )  .



	Step 6:
	The obtained series of Boot-t statistics are sorted in ascending order to obtain   (  η  ( 1 )   ,  η  ( 2 )   , ⋯ ,  η  (  N  B − t   )   )   and   (  τ  ( 1 )   ,  τ  ( 2 )   , ⋯ ,  τ  (  N  B − t   )   )  .










 





Table 2. Bayesian estimators under different loss functions.
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	Loss Function
	Bayes Estimator





	SELF:     (  Θ ^  − Θ )  2   
	   E (  Θ   t ∗  )   



	GELF:          Θ ^  Θ      c  − c ln      Θ ^  Θ     − 1  
	     [ E (    Θ  − c      t ∗  ) ]   −   1 c       



	WSELF:        (  Θ ^  − Θ )  2   Θ    
	     [ E (    Θ  − 1      t ∗  ) ]   − 1     



	KLF:            Θ ^  Θ     −     Θ  Θ ^         2   
	        E (  Θ   t ∗  )   E (    Θ  − 1      t ∗  )        



	M/Q SELF:       1 −    Θ ^  Θ      2   
	      E (    Θ  − 1      t ∗  )   E (    Θ  − 2      t ∗  )      



	PLF:        (  Θ ^  − Θ )  2    Θ ^     
	     E (    Θ 2     t ∗  )     










 





Table 3. Bayesian estimator of parameters, RF and HF under different loss functions.
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Loss Function

	
Bayesian Estimator




	
Parameters

	
RF

	
HF






	
SELF

	
    Θ ^    ( σ , β )   B S   =      ∑  i =  M 0  + 1  M   Θ (  σ  ( i )   ,  β  ( i )   )     M −  M 0       

	
    r ^    ( σ , β )   B S   =      ∑  i =  M 0  + 1  M   r (  σ  ( i )   ,  β  ( i )   )     M −  M 0       

	
    h ^    ( σ , β )   B S   =      ∑  i =  M 0  + 1  M   h (  σ  ( i )   ,  β  ( i )   )     M −  M 0       




	
GELF

	
    Θ ^    ( σ , β )   B G   =          ∑  i =  M 0  + 1  M    Θ  − c   (  σ  ( i )   ,  β  ( i )   )     M −  M 0         − 1 / c     

	
    r ^    ( σ , β )   B G   =          ∑  i =  M 0  + 1  M    r  − c   (  σ  ( i )   ,  β  ( i )   )     M −  M 0         − 1 / c     

	
    h ^    ( σ , β )   B G   =          ∑  i =  M 0  + 1  M    h  − c   (  σ  ( i )   ,  β  ( i )   )     M −  M 0         − 1 / c     




	
WSELF

	
    Θ ^    ( σ , β )   B W   =          ∑  i =  M 0  + 1  M    Θ  − 1   (  σ  ( i )   ,  β  ( i )   )     M −  M 0         − 1     

	
    r ^    ( σ , β )   B W   =          ∑  i =  M 0  + 1  M    r  − 1   (  σ  ( i )   ,  β  ( i )   )     M −  M 0         − 1     

	
    h ^    ( σ , β )   B W   =          ∑  i =  M 0  + 1  M    h  − 1   (  σ  ( i )   ,  β  ( i )   )     M −  M 0         − 1     




	
KLF

	
    Θ ^    ( σ , β )   B K   =          ∑  i =  M 0  + 1  M   Θ (  σ  ( i )   ,  β  ( i )   )       ∑  i =  M 0  + 1  M    Θ  − 1   (  σ  ( i )   ,  β  ( i )   )          1 / 2     

	
    r ^    ( σ , β )   B K   =          ∑  i =  M 0  + 1  M   r (  σ  ( i )   ,  β  ( i )   )       ∑  i =  M 0  + 1  M    r  − 1   (  σ  ( i )   ,  β  ( i )   )          1 / 2     

	
    h ^    ( σ , β )   B K   =          ∑  i =  M 0  + 1  M   h (  σ  ( i )   ,  β  ( i )   )       ∑  i =  M 0  + 1  M    h  − 1   (  σ  ( i )   ,  β  ( i )   )          1 / 2     




	
M/Q SELF

	
    Θ ^    ( σ , β )   B M   =      ∑  i =  M 0  + 1  M    Θ  − 1   (  σ  ( i )   ,  β  ( i )   )       ∑  i =  M 0  + 1  M    Θ  − 2   (  σ  ( i )   ,  β  ( i )   )        

	
    r ^    ( σ , β )   B M   =      ∑  i =  M 0  + 1  M    r  − 1   (  σ  ( i )   ,  β  ( i )   )       ∑  i =  M 0  + 1  M    r  − 2   (  σ  ( i )   ,  β  ( i )   )        

	
    h ^    ( σ , β )   B M   =      ∑  i =  M 0  + 1  M    h  − 1   (  σ  ( i )   ,  β  ( i )   )       ∑  i =  M 0  + 1  M    h  − 2   (  σ  ( i )   ,  β  ( i )   )        




	
PLF

	
    Θ ^    ( σ , β )   B P   =          ∑  i =  M 0  + 1  M    Θ 2  (  σ  ( i )   ,  β  ( i )   )     M −  M 0         1 / 2     

	
    r ^    ( σ , β )   B P   =          ∑  i =  M 0  + 1  M    r 2  (  σ  ( i )   ,  β  ( i )   )     M −  M 0         1 / 2     

	
    h ^    ( σ , β )   B P   =          ∑  i =  M 0  + 1  M    h 2  (  σ  ( i )   ,  β  ( i )   )     M −  M 0         1 / 2     











 





Table 4. Censoring scheme.
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	Scheme
	





	a
	    Q 1  =  Q 2  = ⋯ =  Q  m − 1   = ,  Q m  = n − m   



	b
	    Q 1  =  Q 2  = ⋯ =  Q m  = 0   



	c
	    Q 1  = n − m ,  Q 2  =  Q 3  ⋯ =  Q m  = 0   










 





Table 5. ML estimates and corresponding MSE (in parentheses) of  σ  and  β , r(t) and h(t) under different k values and censoring schemes based on GRD.
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k

	
(n, m)

	
Q

	
NR

	
EM

	

	
k

	
(n, m)

	
Q

	
NR

	
EM






	
  σ  

	
2

	
(30, 20)

	
a

	
0.8842

	
(0.0651)

	
0.9722

	
(0.0313)

	
r(t = 0.8)

	
2

	
(30, 20)

	
a

	
0.4252

	
(0.0107)

	
0.3691

	
(0.0164)




	
b

	
0.8928

	
(0.0586)

	
1.6036

	
(0.6622)

	
b

	
0.4216

	
(0.0102)

	
0.5000

	
(0.0205)




	
c

	
0.8663

	
(0.0447)

	
0.9553

	
(0.0274)

	
c

	
0.4308

	
(0.0083)

	
0.3780

	
(0.0167)




	
(50, 30)

	
a

	
0.8579

	
(0.0382)

	
0.9730

	
(0.0308)

	
(50, 30)

	
a

	
0.4334

	
(0.0064)

	
0.3596

	
(0.0155)




	
b

	
0.8527

	
(0.0294)

	
1.8086

	
(1.0321)

	
b

	
0.4308

	
(0.0069)

	
0.5422

	
(0.0229)




	
c

	
0.8487

	
(0.0309)

	
0.9583

	
(0.0270)

	
c

	
0.4385

	
(0.0050)

	
0.3768

	
(0.0141)




	
(80, 50)

	
a

	
0.8423

	
(0.0205)

	
0.9710

	
(0.0298)

	
(80, 50)

	
a

	
0.4233

	
(0.0037)

	
0.3681

	
(0.0112)




	
b

	
0.8262

	
(0.0128)

	
1.7139

	
(0.8430)

	
b

	
0.4398

	
(0.0038)

	
0.5304

	
(0.0145)




	
c

	
0.8291

	
(0.0154)

	
0.9543

	
(0.0251)

	
c

	
0.4412

	
(0.0030)

	
0.3791

	
(0.0105)




	
3

	
(30, 20)

	
a

	
0.9032

	
(0.0630)

	
0.9838

	
(0.0344)

	
3

	
(30, 20)

	
a

	
0.4102

	
(0.0139)

	
0.3451

	
(0.0215)




	
b

	
0.8763

	
(0.0531)

	
1.5236

	
(0.5272)

	
b

	
0.4144

	
(0.0135)

	
0.5511

	
(0.0258)




	
c

	
0.8607

	
(0.0444)

	
0.9715

	
(0.0307)

	
c

	
0.4264

	
(0.0088)

	
0.3554

	
(0.0211)




	
(50, 30)

	
a

	
0.8586

	
(0.0327)

	
0.9847

	
(0.0344)

	
(50, 30)

	
a

	
0.4208

	
(0.0103)

	
0.3351

	
(0.0199)




	
b

	
0.8432

	
(0.0237)

	
1.6931

	
(0.8001)

	
b

	
0.4258

	
(0.0081)

	
0.6029

	
(0.0338)




	
c

	
0.8450

	
(0.0246)

	
0.9722

	
(0.0303)

	
c

	
0.4340

	
(0.0060)

	
0.3530

	
(0.0172)




	
(80, 50)

	
a

	
0.8343

	
(0.0158)

	
0.9829

	
(0.0336)

	
(80, 50)

	
a

	
0.4320

	
(0.0058)

	
0.3394

	
(0.0166)




	
b

	
0.8830

	
(0.0142)

	
1.6227

	
(0.6784)

	
b

	
0.4348

	
(0.0052)

	
0.5918

	
(0.0261)




	
c

	
0.8273

	
(0.0134)

	
0.9703

	
(0.0295)

	
c

	
0.4380

	
(0.0048)

	
0.3529

	
(0.0147)




	
  β  

	
2

	
(30, 20)

	
a

	
1.0964

	
(0.0808)

	
1.2473

	
(0.0909)

	
h(t = 0.8)

	
2

	
(30, 20)

	
a

	
2.1290

	
(1.0525)

	
2.5528

	
(1.1951)




	
b

	
1.0965

	
(0.0717)

	
1.2863

	
(0.1169)

	
b

	
2.1370

	
(0.9762)

	
2.3645

	
(1.1512)




	
c

	
1.0634

	
(0.0451)

	
1.2245

	
(0.0823)

	
c

	
1.9231

	
(0.4184)

	
2.4764

	
(1.1039)




	
(50, 30)

	
a

	
1.0595

	
(0.0496)

	
1.2605

	
(0.0897)

	
(50, 30)

	
a

	
1.9924

	
(0.5380)

	
2.5931

	
(1.1116)




	
b

	
1.0701

	
(0.0408)

	
1.2821

	
(0.1043)

	
b

	
1.9558

	
(0.4125)

	
2.2209

	
(0.7645)




	
c

	
1.0472

	
(0.0265)

	
1.2248

	
(0.0745)

	
c

	
1.8726

	
(0.2336)

	
2.4634

	
(0.9240)




	
(80, 50)

	
a

	
1.0347

	
(0.0264)

	
1.2405

	
(0.0702)

	
(80, 50)

	
a

	
1.8656

	
(0.2287)

	
2.4997

	
(0.7864)




	
b

	
1.0242

	
(0.0202)

	
1.2710

	
(0.0868)

	
b

	
1.8681

	
(0.2692)

	
2.2012

	
(0.4902)




	
c

	
1.0209

	
(0.0142)

	
1.2142

	
(0.0600)

	
c

	
1.8050

	
(0.1167)

	
2.4096

	
(0.6838)




	
3

	
(30, 20)

	
a

	
1.1031

	
(0.0941)

	
1.2982

	
(0.1245)

	
3

	
(30, 20)

	
a

	
2.2133

	
(1.3141)

	
2.7623

	
(1.7360)




	
b

	
1.1070

	
(0.0926)

	
1.1858

	
(0.0659)

	
b

	
2.1488

	
(1.1277)

	
1.9918

	
(0.6252)




	
c

	
1.0673

	
(0.0472)

	
1.2762

	
(0.1162)

	
c

	
1.9823

	
(0.5537)

	
2.6855

	
(1.6634)




	
(50, 30)

	
a

	
1.0775

	
(0.0598)

	
1.3101

	
(0.1181)

	
(50, 30)

	
a

	
2.0362

	
(0.7900)

	
2.7898

	
(1.5223)




	
b

	
1.0662

	
(0.0518)

	
1.1632

	
(0.0463)

	
b

	
1.9644

	
(0.5173)

	
1.7905

	
(0.3320)




	
c

	
1.0530

	
(0.0329)

	
1.2729

	
(0.0979)

	
c

	
1.9191

	
(0.3502)

	
2.6459

	
(1.2474)




	
(80, 50)

	
a

	
1.0459

	
(0.0349)

	
1.2973

	
(0.1018)

	
(80, 50)

	
a

	
1.9041

	
(0.3268)

	
2.7242

	
(1.2120)




	
b

	
1.0404

	
(0.0262)

	
1.1571

	
(0.0358)

	
b

	
1.8764

	
(0.2589)

	
1.7889

	
(0.1754)




	
c

	
1.0285

	
(0.0169)

	
1.2680

	
(0.0868)

	
c

	
1.8497

	
(0.1807)

	
2.6141

	
(1.0279)











 





Table 6. Bayesian estimates and corresponding MSE (in parentheses) of  σ  under different k values and censoring schemes based on GRD.






Table 6. Bayesian estimates and corresponding MSE (in parentheses) of  σ  under different k values and censoring schemes based on GRD.





	
k

	
(n, m)

	
Q

	
Inf

	
Non-Inf




	
BS

	
BG

	
BW

	
BK

	
BM

	
BP

	
BS

	
BG

	
BW

	
BK

	
BM

	
BP






	
2

	
(30, 20)

	
a

	
0.6933 (0.0114)

	
0.6635 (0.0186)

	
0.6540 (0.0213)

	
0.6733 (0.0160)

	
0.6179 (0.0331)

	
0.7140 (0.0074)

	
0.6435 (0.0245)

	
0.6219 (0.0317)

	
0.6144 (0.0344)

	
0.6288 (0.0293)

	
0.5847 (0.0464)

	
0.6572 (0.0204)




	
b

	
0.6435 (0.0245)

	
0.6307 (0.0287)

	
0.6265 (0.0301)

	
0.6349 (0.0272)

	
0.6097 (0.0362)

	
0.6522 (0.0218)

	
0.6344 (0.0274)

	
0.6157 (0.0340)

	
0.6095 (0.0363)

	
0.6218 (0.0317)

	
0.5853 (0.0461)

	
0.6470 (0.0234)




	
c

	
0.6672

(0.0176)

	
0.6420

(0.0250)

	
0.6340

(0.0276)

	
0.6504

(0.0224)

	
0.6032

(0.0387)

	
0.6848

(0.0133)

	
0.6390 (0.0259)

	
0.6182 (0.0331)

	
0.6114 (0.0356)

	
0.6251 (0.0306)

	
0.5849 (0.0463)

	
0.6532 (0.0215)




	
(50, 30)

	
a

	
0.7184

(0.0067)

	
0.6977

(0.0105)

	
0.6911

(0.0118)

	
0.7074

(0.0091)

	
0.6660

(0.0180)

	
0.7328

(0.0045)

	
0.6476 (0.0232)

	
0.6282 (0.0295)

	
0.6215 (0.0319)

	
0.6344 (0.0274)

	
0.5944 (0.0423)

	
0.6599 (0.0196)




	
b

	
0.6816

(0.0140)

	
0.6704

(0.0168)

	
0.6668

(0.0178)

	
0.6741

(0.0158)

	
0.6526

(0.0217)

	
0.6893

(0.0123)

	
0.6793 (0.0146)

	
0.6643 (0.0184)

	
0.6590 (0.0199)

	
0.6691 (0.0171)

	
0.6370 (0.0266)

	
0.6888 (0.0124)




	
c

	
0.7472

(0.0028)

	
0.7288

(0.0051)

	
0.7225

(0.0060)

	
0.7347

(0.0043)

	
0.6970

(0.0106)

	
0.7593

(0.0017)

	
0.7158 (0.0071)

	
0.6952 (0.0110)

	
0.6885 (0.0124)

	
0.7020 (0.0096)

	
0.6622 (0.0190)

	
0.7298 (0.0049)




	
(80, 50)

	
a

	
0.7445

(0.0031)

	
0.7306

(0.0048)

	
0.7260

(0.0055)

	
0.7352

(0.0042)

	
0.7078

(0.0085)

	
0.7538

(0.0021)

	
0.7215 (0.0062)

	
0.7102 (0.0081)

	
0.7064 (0.0088)

	
0.7139 (0.0074)

	
0.6914 (0.0118)

	
0.7290 (0.0050)




	
b

	
0.7206

(0.0063)

	
0.7113

(0.0079)

	
0.7083

(0.0084)

	
0.7144

(0.0073)

	
0.6964

(0.0107)

	
0.7269

(0.0053)

	
0.6972 (0.0106)

	
0.6884 (0.0125)

	
0.6855 (0.0131)

	
0.6914 (0.0118)

	
0.6744 (0.0158)

	
0.7033 (0.0093)




	
c

	
0.7583

(0.0017)

	
0.7440

(0.0031)

	
0.7393

(0.0037)

	
0.7487

(0.0026)

	
0.7205

(0.0063)

	
0.7680

(0.0010)

	
0.7361 (0.0041)

	
0.7261 (0.0055)

	
0.7227 (0.0060)

	
0.7294 (0.0050)

	
0.7092 (0.0082)

	
0.7427 (0.0033)




	
3

	
(30, 20)

	
a

	
0.6917

(0.0117)

	
0.6626

(0.0189)

	
0.6530

(0.0216)

	
0.6721

(0.0164)

	
0.6155

(0.0341)

	
0.7113

(0.0079)

	
0.6709 (0.0167)

	
0.6468 (0.0235)

	
0.6392 (0.0258)

	
0.6549 (0.0211)

	
0.6106 (0.0359)

	
0.6883 (0.0125)




	
b

	
0.6586

(0.0200)

	
0.6437

(0.0244)

	
0.6389

(0.0260)

	
0.6487

(0.0229)

	
0.6200

(0.0324)

	
0.6688

(0.0172)

	
0.6167 (0.0336)

	
0.5976 (0.0410)

	
0.5914 (0.0435)

	
0.6039 (0.0384)

	
0.5673 (0.0541)

	
0.6297 (0.0290)




	
c

	
0.6713

(0.0166)

	
0.6526

(0.0217)

	
0.6461

(0.0237)

	
0.6585

(0.0200)

	
0.6189

(0.0328

	
0.6830

(0.0137)

	
0.6359 (0.0269)

	
0.6169 (0.0335)

	
0.6105 (0.0359)

	
0.6231 (0.0313)

	
0.5845 (0.0464)

	
0.6484 (0.0230




	
(50, 30)

	
a

	
0.7162

(0.0070)

	
0.6998

(0.0100)

	
0.6943

(0.0112)

	
0.7052

(0.0090)

	
0.6730

(0.0161)

	
0.7274

(0.0053)

	
0.6567 (0.0206)

	
0.6354 (0.0271)

	
0.6281 (0.0296)

	
0.6422 (0.0249)

	
0.5986 (0.0406)

	
0.6700 (0.0169)




	
b

	
0.6942

(0.0112)

	
0.6819

(0.0139)

	
0.6778

(0.0149)

	
0.6860

(0.0130)

	
0.6618

(0.0191)

	
0.7024

(0.0095)

	
0.6892 (0.0123)

	
0.6744 (0.0158)

	
0.6695 (0.0170)

	
0.6793 (0.0146)

	
0.6500 (0.0225)

	
0.6991 (0.0102)




	
c

	
0.7397

(0.0036)

	
0.7236

(0.0058)

	
0.7182

(0.0067)

	
0.7288

(0.0051)

	
0.6964

(0.0107)

	
0.7503

(0.0025)

	
0.7280 (0.0052)

	
0.7115 (0.0078)

	
0.7059 (0.0088)

	
0.7169 (0.0069)

	
0.6839 (0.0135)

	
0.7389 (0.0037)




	
(80, 50)

	
a

	
0.7388

(0.0037)

	
0.7273

(0.0053)

	
0.7235

(0.0059)

	
0.7311

(0.0048)

	
0.7082

(0.0084)

	
0.7465

(0.0029)

	
0.7197 (0.0065)

	
0.7094 (0.0082)

	
0.7059 (0.0089)

	
0.7127 (0.0076)

	
0.6911 (0.0119)

	
0.7261 (0.0055)




	
b

	
0.7107

(0.0080)

	
0.7046

(0.0091)

	
0.7026

(0.0095)

	
0.7066

(0.0087)

	
0.6942

(0.0112)

	
0.7146

(0.0073)

	
0.6857 (0.0131)

	
0.6788 (0.0147)

	
0.6765 (0.0152)

	
0.6811 (0.0141)

	
0.6674 (0.0176)

	
0.6903 (0.0120)




	
c

	
0.7586

(0.0017)

	
0.7490

(0.0026)

	
0.7460

(0.0029)

	
0.7523

(0.0023)

	
0.7341

(0.0043)

	
0.7653

(0.0012)

	
0.7366 (0.0040)

	
0.7275 (0.0053)

	
0.7244 (0.0057)

	
0.7305 (0.0048)

	
0.7120 (0.0077)

	
0.7426 (0.0033)











 





Table 7. Bayesian estimates and corresponding MSE (in parentheses) of  β  under different k values and censoring schemes based on GRD.






Table 7. Bayesian estimates and corresponding MSE (in parentheses) of  β  under different k values and censoring schemes based on GRD.





	
k

	
(n, m)

	
Q

	
Inf

	
Non-Inf




	
BS

	
BG

	
BW

	
BK

	
BM

	
BP

	
BS

	
BG

	
BW

	
BK

	
BM

	
BP






	
2

	
(30, 20)

	
a

	
0.8360

(0.0269)

	
0.8049 (0.0381)

	
0.7936 (0.0426)

	
0.8145 (0.0344)

	
0.7456 (0.0647)

	
0.8547 (0.0211)

	
0.7498 (0.0626)

	
0.7019 (0.0889)

	
0.6860 (0.0986)

	
0.7172 (0.0800)

	
0.6251 (0.1406)

	
0.7813 (0.0478)




	
b

	
0.8910 (0.0119)

	
0.8718 (0.0164)

	
0.8651 (0.0182)

	
0.8779 (0.0149)

	
0.8370 (0.0266)

	
0.9029 (0.0094)

	
0.8739 (0.0159)

	
0.8467 (0.0235)

	
0.8376 (0.0264)

	
0.8556 (0.0209)

	
0.8014 (0.0395)

	
0.8919 (0.0117)




	
c

	
0.8976 (0.0105)

	
0.8714 (0.0165)

	
0.8622 (0.0190)

	
0.8797 (0.0145)

	
0.8242 (0.0309)

	
0.9138 (0.0074)

	
0.8707 (0.0167)

	
0.8494 (0.0227)

	
0.8419 (0.0250)

	
0.8562 (0.0201)

	
0.8112 (0.0357)

	
0.8841 (0.0134)




	
(50, 30)

	
a

	
0.8946 (0.0111)

	
0.8665 (0.0178)

	
0.8565 (0.0206)

	
0.8753 (0.0155)

	
0.8147 (0.0343)

	
0.9118 (0.0078)

	
0.8647 (0.0183)

	
0.8459 (0.0238)

	
0.8394 (0.0258)

	
0.8520 (0.0219)

	
0.8130 (0.0350)

	
0.8767 (0.0152)




	
b

	
0.9215 (0.0062)

	
0.8981 (0.0104)

	
0.8898 (0.0121)

	
0.9056 (0.0089)

	
0.8556 (0.0209)

	
0.9361 (0.0041)

	
0.9197 (0.0064)

	
0.8957 (0.0109)

	
0.8875 (0.0127)

	
0.9034 (0.0093)

	
0.8542 (0.0213)

	
0.9351 (0.0042)




	
c

	
0.9401 (0.0036)

	
0.9247 (0.0057)

	
0.9194 (0.0065)

	
0.9297 (0.0049)

	
0.8977 (0.0105)

	
0.9499 (0.0025)

	
0.9150 (0.0072)

	
0.9001 (0.0100)

	
0.8952 (0.0110)

	
0.9050 (0.0090)

	
0.8756 (0.0155)

	
0.9248 (0.0057)




	
(80, 50)

	
a

	
0.9239 (0.0058)

	
0.9086 (0.0083)

	
0.9033 (0.0093)

	
0.9136 (0.0075)

	
0.8817 (0.0140)

	
0.9336 (0.0044)

	
0.9044 (0.0091)

	
0.8885 (0.0124)

	
0.8827 (0.0138)

	
0.8935 (0.0113)

	
0.8581 (0.0201)

	
0.9142 (0.0074)




	
b

	
0.9445 (0.0031)

	
0.9318 (0.0047)

	
0.9274 (0.0053)

	
0.9360 (0.0041)

	
0.9101 (0.0081)

	
0.9529 (0.0022)

	
0.9328 (0.0045)

	
0.9139 (0.0074)

	
0.9073 (0.0086)

	
0.9200 (0.0064)

	
0.8799 (0.0144)

	
0.9448 (0.0030)




	
c

	
0.9676 (0.0011)

	
0.9588 (0.0017)

	
0.9557 (0.0020)

	
0.9616 (0.0015)

	
0.9435 (0.0032)

	
0.9732 (0.0007)

	
0.9572 (0.0018)

	
0.9462 (0.0029)

	
0.9424 (0.0033)

	
0.9498 (0.0025)

	
0.9269 (0.0053)

	
0.9642 (0.0013)




	
3

	
(30, 20)

	
a

	
0.8748 (0.0157)

	
0.8371 (0.0265)

	
0.8235 (0.0311)

	
0.8488 (0.0229)

	
0.7673 (0.0541)

	
0.8973 (0.0105)

	
0.7962 (0.0415)

	
0.7328 (0.0714)

	
0.7092 (0.0846)

	
0.7515 (0.0618)

	
0.6130 (0.1498)

	
0.8322 (0.0282)




	
b

	
0.8870 (0.0128)

	
0.8544 (0.0212)

	
0.8427 (0.0248)

	
0.8645 (0.0184)

	
0.7938 (0.0425)

	
0.9066 (0.0087)

	
0.8829 (0.0137)

	
0.8378 (0.0263)

	
0.8202 (0.0323)

	
0.8510 (0.0222)

	
0.7409 (0.0671)

	
0.9084 (0.0084)




	
c

	
0.9227 (0.0060)

	
0.8987 (0.0103)

	
0.8904 (0.0120)

	
0.9064 (0.0088)

	
0.8565 (0.0206)

	
0.9380 (0.0038)

	
0.8914 (0.0118)

	
0.8593 (0.0198)

	
0.8473 (0.0233)

	
0.8691 (0.0171)

	
0.7950 (0.0420)

	
0.9103 (0.0080)




	
(50, 30)

	
a

	
0.8905 (0.0120)

	
0.8650 (0.0182)

	
0.8562 (0.0207)

	
0.8732 (0.0161)

	
0.8205 (0.0322)

	
0.9069 (0.0087)

	
0.8344 (0.0274)

	
0.8001 (0.0400)

	
0.7879 (0.0450)

	
0.8108 (0.0358)

	
0.7382 (0.0686)

	
0.8552 (0.0210)




	
b

	
0.9197 (0.0064)

	
0.8864 (0.0129)

	
0.8743 (0.0158)

	
0.8967 (0.0107)

	
0.8240 (0.0310)

	
0.9398 (0.0036)

	
0.8966 (0.0107)

	
0.8655 (0.0181)

	
0.8548 (0.0211)

	
0.8755 (0.0155)

	
0.8116 (0.0355)

	
0.9168 (0.0069)




	
c

	
0.9333 (0.0044)

	
0.9173 (0.0068)

	
0.9117 (0.0078)

	
0.9225 (0.0060)

	
0.8890 (0.0123)

	
0.9433 (0.0032)

	
0.9165 (0.0070)

	
0.8965 (0.0107)

	
0.8894 (0.0122)

	
0.9029 (0.0094)

	
0.8604 (0.0195)

	
0.9289 (0.0051)




	
(80, 50)

	
a

	
0.9084 (0.0084)

	
0.8928 (0.0115)

	
0.8874 (0.0127)

	
0.8979 (0.0104)

	
0.8659 (0.0180)

	
0.9185 (0.0066)

	
0.8856 (0.0131)

	
0.8633 (0.0187)

	
0.8553 (0.0209)

	
0.8703 (0.0168)

	
0.8221 (0.0317)

	
0.8992 (0.0102)




	
b

	
0.9623 (0.0014)

	
0.9461 (0.0029)

	
0.9405 (0.0035)

	
0.9513 (0.0024)

	
0.9176 (0.0068)

	
0.9728 (0.0007)

	
0.9489 (0.0026)

	
0.9253 (0.0056)

	
0.9170 (0.0069)

	
0.9328 (0.0045)

	
0.8834 (0.0136)

	
0.9639 (0.0013)




	
c

	
0.9642 (0.0013)

	
0.9530 (0.0022)

	
0.9494 (0.0026)

	
0.9567 (0.0019)

	
0.9349 (0.0042)

	
0.9716 (0.0008)

	
0.9358 (0.0041)

	
0.9261 (0.0055)

	
0.9228 (0.0060)

	
0.9293 (0.0050)

	
0.9099 (0.0081)

	
0.9423 (0.0033)











 





Table 8. Bayesian estimates and corresponding MSE (in parentheses) of r(t = 0.8) under different k values and censoring schemes based on GRD.






Table 8. Bayesian estimates and corresponding MSE (in parentheses) of r(t = 0.8) under different k values and censoring schemes based on GRD.





	
k

	
(n, m)

	
Q

	
Inf

	
Non-Inf




	
BS

	
BG

	
BW

	
BK

	
BM

	
BP

	
BS

	
BG

	
BW

	
BK

	
BM

	
BP






	
2

	
(30, 20)

	
a

	
0.3743 (0.0059)

	
0.3551 (0.0092)

	
0.3481 (0.0106)

	
0.3609 (0.0081)

	
0.3186 (0.0175)

	
0.3859 (0.0042)

	
0.3474 (0.0107)

	
0.3304 (0.0145)

	
0.3245 (0.0160)

	
0.3358 (0.0133)

	
0.3011 (0.0224)

	
0.3581 (0.0086)




	
b

	
0.3963 (0.0030)

	
0.3773 (0.0054)

	
0.3705 (0.065)

	
0.3831 (0.0046)

	
0.3423 (0.0118)

	
0.4078 (0.0019)

	
0.3709 (0.0064)

	
0.3501 (0.0102)

	
0.3425 (0.0117)

	
0.3564 (0.0089)

	
0.3111 (0.0195)

	
0.3833 (0.0046)




	
c

	
0.3939 (0.0033)

	
0.3815 (0.0048)

	
0.3772 (0.0054)

	
0.3854 (0.0043)

	
0.3595 (0.0083)

	
0.4017 (0.0024)

	
0.3721 (0.0053)

	
0.3599 (0.0083)

	
0.3557 (0.0091)

	
0.3638 (0.0076)

	
0.3388 (0.0126)

	
0.3862 (0.0051)




	
(50, 30)

	
a

	
0.4078 (0.0019)

	
0.3966 (0.0029)

	
0.3927 (0.0034)

	
0.4002 (0.0026)

	
0.3763 (0.0056)

	
0.4148 (0.0013)

	
0.3824 (0.0047)

	
0.3691 (0.0067)

	
0.3645 (0.0075)

	
0.3733 (0.0060)

	
0.3458 (0.0110)

	
0.3908 (0.0036)




	
b

	
0.4259 (0.0006)

	
0.4164 (0.0012)

	
0.4131 (0.0014)

	
0.4195 (0.0010)

	
0.3996 (0.0026)

	
0.4320 (0.0004)

	
0.3932 (0.0033)

	
0.3808 (0.0049)

	
0.3766 (0.0055)

	
0.3848 (0.0044)

	
0.3595 (0.0083)

	
0.4012 (0.0025)




	
c

	
0.3972 (0.0029)

	
0.3863 (0.0042)

	
0.3826 (0.0047)

	
0.3898 (0.0037)

	
0.3676 (0.0069)

	
0.4042 (0.0022)

	
0.3864 (0.0042)

	
0.3765 (0.0055)

	
0.3730 (0.0061)

	
0.3796 (0.0051)

	
0.3589 (0.0085)

	
0.3926 (0.0034)




	
(80, 50)

	
a

	
0.4233 (0.0008)

	
0.4169 (0.0012)

	
0.4147 (0.0013)

	
0.4190 (0.0010)

	
0.4057 (0.0020)

	
0.4274 (0.0006)

	
0.4127 (0.0015)

	
0.4051 (0.0021)

	
0.4025 (0.0023)

	
0.4076 (0.0019)

	
0.3918 (0.0035)

	
0.4176 (0.0011)




	
b

	
0.4288 (0.0005)

	
0.4228 (0.0008)

	
0.4208 (0.0010)

	
0.4248 (0.0007)

	
0.4126 (0.0015)

	
0.4326 (0.0003)

	
0.4177 (0.0011)

	
0.4101 (0.0017)

	
0.4075 (0.0019)

	
0.4126 (0.0015)

	
0.3970 (0.0029)

	
0.4226 (0.0008)




	
c

	
0.4274 (0.0006)

	
0.4227 (0.0008)

	
0.4211 (0.0009)

	
0.4243 (0.0007)

	
0.4149 (0.0013)

	
0.4305 (0.0004)

	
0.4258 (0.0006)

	
0.4214 (0.0009)

	
0.4199 (0.0010)

	
0.4228 (0.0008)

	
0.4141 (0.0013)

	
0.4287 (0.0005)




	
3

	
(30, 20)

	
a

	
0.3833 (0.0046)

	
0.3559 (0.0090)

	
0.3448 (0.0112)

	
0.3636 (0.0076)

	
0.2918 (0.0258)

	
0.3986 (0.0027)

	
0.3514 (0.0099)

	
0.3245 (0.0160)

	
0.3157 (0.0183)

	
0.3330 (0.0139)

	
0.2823 (0.0284)

	
0.3686 (0.0068)




	
b

	
0.3902 (0.0037)

	
0.3699 (0.0066)

	
0.3624 (0.0078)

	
0.3761 (0.0056)

	
0.3301 (0.0146)

	
0.4026 (0.0023)

	
0.3734 (0.0060)

	
0.3459 (0.0110)

	
0.3356 (0.0133)

	
0.3540 (0.0094)

	
0.2901 (0.0259)

	
0.3900 (0.0037)




	
c

	
0.4012 (0.0025)

	
0.3870 (0.0041)

	
0.3820 (0.0047)

	
0.3915 (0.0035)

	
0.3619 (0.0079)

	
0.4102 (0.0017)

	
0.3815 (0.0048)

	
0.3667 (0.0071)

	
0.3616 (0.0080)

	
0.3714 (0.0063)

	
0.3407 (0.0121)

	
0.3908 (0.0036)




	
(50, 30)

	
a

	
0.4098 (0.0017)

	
0.3976 (0.0028)

	
0.3930 (0.0033)

	
0.4013 (0.0025)

	
0.3734 (0.0060)

	
0.4172 (0.0011)

	
0.3691 (0.0067)

	
0.3430 (0.0116)

	
0.3323 (0.0141)

	
0.3502 (0.0101)

	
0.2843 (0.0278)

	
0.3829 (0.0046)




	
b

	
0.4182 (0.0011)

	
0.4033 (0.0023)

	
0.3983 (0.0028)

	
0.4081 (0.0018)

	
0.3783 (0.0053)

	
0.4277 (0.0005)

	
0.4174 (0.0011)

	
0.3993 (0.0027)

	
0.3924 (0.0034)

	
0.4047 (0.0021)

	
0.3624 (0.0078)

	
0.4281 (0.0005)




	
c

	
0.3954 (0.0031)

	
0.3861 (0.0042)

	
0.3830 (0.0046)

	
0.3891 (0.0038)

	
0.3702 (0.0065)

	
0.4041 (0.0024)

	
0.3933 (0.0033)

	
0.3840 (0.0045)

	
0.3808 (0.0049)

	
0.3870 (0.0041)

	
0.3681 (0.0068)

	
0.3993 (0.0027)




	
(80, 50)

	
a

	
0.4142 (0.0018)

	
0.4017 (0.0024)

	
0.3992 (0.0027)

	
0.4040 (0.0022)

	
0.3891 (0.0038)

	
0.4136 (0.0014)

	
0.3941 (0.0032)

	
0.3856 (0.0043)

	
0.3954 (0.0031)

	
0.3883 (0.0039)

	
0.3703 (0.0065)

	
0.3995 (0.0026)




	
b

	
0.4248 (0.0007)

	
0.4170 (0.0011)

	
0.4144 (0.0013)

	
0.4195 (0.0010)

	
0.4035 (0.0022)

	
0.4297 (0.0004)

	
0.4111 (0.0016)

	
0.4019 (0.0024)

	
0.3987 (0.0027)

	
0.4048 (0.0021)

	
0.3857 (0.0042)

	
0.4170 (0.0011)




	
c

	
0.4387 (0.0001)

	
0.4301 (0.0004)

	
0.4272 (0.0006)

	
0.4329 (0.0003)

	
0.4155 (0.0013)

	
0.4442 (0.0001)

	
0.4370 (0.0002)

	
0.4288 (0.0005)

	
0.4259 (0.0006)

	
0.4314 (0.0004)

	
0.4138 (0.0014)

	
0.4421 (0.0001)











 





Table 9. Bayesian estimates and corresponding MSE (in parentheses) of h(t = 0.8) under different k values and censoring schemes based on GRD.






Table 9. Bayesian estimates and corresponding MSE (in parentheses) of h(t = 0.8) under different k values and censoring schemes based on GRD.





	
k

	
(n, m)

	
Q

	
Inf

	
Non-Inf




	
BS

	
BG

	
BW

	
BK

	
BM

	
BP

	
BS

	
BG

	
BW

	
BK

	
BM

	
BP






	
2

	
(30, 20)

	
a

	
1.5697 (0.0287)

	
1.4251 (0.0985)

	
1.3735 (0.1335)

	
1.4683 (0.0732)

	
1.1667 (0.3274)

	
1.6569 (0.0067)

	
1.4900 (0.0620)

	
1.3755 (0.1321)

	
1.3344 (0.1637)

	
1.4100 (0.1082)

	
1.1644 (0.3302)

	
1.5605 (0.0318)




	
b

	
1.5267 (0.0450)

	
1.3825 (0.1271)

	
1.3335 (0.1644)

	
1.4268 (0.0974)

	
1.1460 (0.3516)

	
1.6181 (0.0146)

	
1.4169 (0.0599)

	
1.3715 (0.1350)

	
1.3292 (0.1679)

	
1.4086 (0.1091)

	
1.1618 (0.3332)

	
1.5684 (0.0291)




	
c

	
1.5784 (0.0258)

	
1.4882 (0.0629)

	
1.4578 (0.0791)

	
1.5169 (0.0493)

	
1.3384 (0.1605)

	
1.6377 (0.0103)

	
1.5427 (0.0385)

	
1.4402 (0.0893)

	
1.4060 (0.1109)

	
1.4728 (0.0709)

	
1.2725 (0.2176)

	
1.6105 (0.0165)




	
(50, 30)

	
a

	
1.6180 (0.0146)

	
1.5107 (0.0521)

	
1.4754 (0.0694)

	
1.5451 (0.0376)

	
1.3420 (0.1576)

	
1.6891 (0.0025)

	
1.5582 (0.0327)

	
1.4677 (0.0736)

	
1.4381 (0.0905)

	
1.4969 (0.0586)

	
1.3257 (0.1708)

	
1.6187 (0.0145)




	
b

	
1.6344 (0.0109)

	
1.5479 (0.0365)

	
1.5190 (0.0484)

	
1.5756 (0.0267)

	
1.4056 (0.1111)

	
1.6910 (0.0023)

	
1.5239 (0.0462)

	
1.4260 (0.0980)

	
1.3917 (0.1206)

	
1.4563 (0.0799)

	
1.2523 (0.2368)

	
1.5861 (0.0234)




	
c

	
1.6421 (0.0094)

	
1.5804 (0.0251)

	
1.5599 (0.0321)

	
1.6005 (0.0192)

	
1.4786 (0.0678)

	
1.6834 (0.0031)

	
1.5741 (0.0272)

	
1.5117 (0.0517)

	
1.4908 (0.0616)

	
1.5319 (0.0429)

	
1.4082 (0.1094)

	
1.6156 (0.0152)




	
(80, 50)

	
a

	
1.6718 (0.0045)

	
1.5995 (0.0194)

	
1.5764 (0.0264)

	
1.6234 (0.0134)

	
1.4894 (0.0623)

	
1.7214 (0.0003)

	
1.6345 (0.0109)

	
1.5730 (0.0275)

	
1.5532 (0.0345)

	
1.5933 (0.0212)

	
1.4769 (0.0687)

	
1.6770 (0.0038)




	
b

	
1.6671 (0.0052)

	
1.6145 (0.0155)

	
1.5969 (0.0202)

	
1.6317 (0.0115)

	
1.5275 (0.0447)

	
1.7018 (0.0014)

	
1.6584 (0.0065)

	
1.5973 (0.0201)

	
1.5771 (0.0262)

	
1.6172 (0.0148)

	
1.4976 (0.0583)

	
1.6991 (0.0016)




	
c

	
1.6581 (0.0065)

	
1.6143 (0.0155)

	
1.5997 (0.0194)

	
1.6286 (0.0122)

	
1.5418 (0.0389)

	
1.6872 (0.0027)

	
1.5950 (0.0207)

	
1.5535 (0.0344)

	
1.5393 (0.0399)

	
1.5669 (0.0296)

	
1.4812 (0.0665)

	
1.6216 (0.0138)




	
3

	
(30, 20)

	
a

	
1.5573 (0.0330)

	
1.3927 (0.1199)

	
1.3334 (0.1645)

	
1.4410 (0.0888)

	
1.0984 (0.4103)

	
1.6546 (0.0071)

	
1.3598 (0.1438)

	
1.1956 (0.2953)

	
1.1409 (0.3577)

	
1.2455 (0.2435)

	
0.9412 (0.6364)

	
1.4626 (0.0764)




	
b

	
1.5614 (0.0315)

	
1.4386 (0.0902)

	
1.3969 (0.1170)

	
1.4769 (0.0687)

	
1.2352 (0.2538)

	
1.6401 (0.0098)

	
1.3753 (0.1323)

	
1.2506 (0.2385)

	
1.2074 (0.2825)

	
1.2886 (0.2028)

	
1.0380 (0.4913)

	
1.4541 (0.0812)




	
c

	
1.5846 (0.0238)

	
1.4883 (0.0629)

	
1.4559 (0.0801)

	
1.5189 (0.0484)

	
1.3293 (0.1678)

	
1.6475 (0.0084)

	
1.5575 (0.0329)

	
1.4648 (0.0751)

	
1.4343 (0.0928)

	
1.4946 (0.0597)

	
1.3163 (0.1787)

	
1.6199 (0.0142)




	
(50, 30)

	
a

	
1.6116 (0.0162)

	
1.4895 (0.0622)

	
1.4500 (0.0835)

	
1.5287 (0.0442)

	
1.2999 (0.1927)

	
1.6954 (0.0019)

	
1.5799 (0.0253)

	
1.4518 (0.0825)

	
1.4098 (0.1084)

	
1.4924 (0.0608)

	
1.2511 (0.2381)

	
1.6639 (0.0056)




	
b

	
1.6188 (0.0144)

	
1.5323 (0.0427)

	
1.5030 (0.0557)

	
1.5598 (0.0321)

	
1.3861 (0.1245)

	
1.6755 (0.0040)

	
1.5347 (0.0417)

	
1.4357 (0.0920)

	
1.4029 (0.1129)

	
1.4673 (0.0738)

	
1.2766 (0.2138)

	
1.6005 (0.0192)




	
c

	
1.6196 (0.0143)

	
1.5422 (0.0387)

	
1.5168 (0.0494)

	
1.5673 (0.0295)

	
1.4183 (0.1028)

	
1.6719 (0.0045)

	
1.5809 (0.0250)

	
1.5011 (0.0566)

	
1.4750 (0.0697)

	
1.5270 (0.0449)

	
1.3737 (0.1334)

	
1.6347 (0.0109)




	
(80, 50)

	
a

	
1.6138 (0.0157)

	
1.5474 (0.0367)

	
1.5257 (0.0455)

	
1.5692 (0.0288)

	
1.4425 (0.0879)

	
1.6585 (0.0065)

	
1.5791 (0.0256)

	
1.4785 (0.0679)

	
1.4429 (0.0877)

	
1.5095 (0.0527)

	
1.3001 (0.1926)

	
1.6404 (0.0097)




	
b

	
1.6443 (0.0090)

	
1.5790 (0.0256)

	
1.5575 (0.0329)

	
1.6003 (0.0192)

	
1.4731 (0.0707)

	
1.6888 (0.0025)

	
1.5847 (0.0238)

	
1.5151 (0.0501)

	
1.4926 (0.0607)

	
1.5380 (0.0404)

	
1.4059 (0.1109)

	
1.6325 (0.0113)




	
c

	
1.6469 (0.0085)

	
1.5953 (0.0206)

	
1.5779 (0.0260)

	
1.6120 (0.0161)

	
1.5147 (0.0503)

	
1.6808 (0.0034)

	
1.6254 (0.0129)

	
1.5777 (0.0260)

	
1.5618 (0.0314)

	
1.5933 (0.0212)

	
1.4991 (0.0575)

	
1.6573 (0.0067)











 





Table 10. AW of CIs for  σ  and  β , RF and HF based on GRD.






Table 10. AW of CIs for  σ  and  β , RF and HF based on GRD.





	

	
k

	
(n, m)

	
Q

	
Boot-t CI

	
Inf

	
Non-Inf

	

	
k

	
(n, m)

	
Q

	
Boot-t CI

	
Inf

	
Non-Inf




	
Cred.CI

	
Cred.CI

	
Cres.CI

	
Cred.CI




	
AW

	
AW

	
AW

	
AW

	
AW

	
AW






	
  σ  

	
2

	
(30, 20)

	
a

	
1.4408

	
0.3043

	
0.3493

	
r(t = 0.8)

	
2

	
(30, 20)

	
a

	
0.3748

	
0.2299

	
0.2558




	
b

	
0.9306

	
0.2654

	
0.3087

	
b

	
0.3075

	
0.2473

	
0.2483




	
c

	
0.8049

	
0.3934

	
0.4093

	
c

	
0.6809

	
0.2190

	
0.2255




	
(50, 30)

	
a

	
0.8956

	
0.2961

	
0.3356

	
(50, 30)

	
a

	
0.3513

	
0.1792

	
0.1888




	
b

	
0.5480

	
0.2617

	
0.2878

	
b

	
0.2898

	
0.1970

	
0.1984




	
c

	
0.6534

	
0.3598

	
0.3906

	
c

	
0.5727

	
0.2027

	
0.2070




	
(80, 50)

	
a

	
0.5675

	
0.2831

	
0.3187

	
(80, 50)

	
a

	
0.2898

	
0.1604

	
0.1787




	
b

	
0.4079

	
0.2600

	
0.2784

	
b

	
0.2163

	
0.1405

	
0.1637




	
c

	
0.5974

	
0.2801

	
0.3004

	
c

	
0.4755

	
0.1350

	
0.1458




	
3

	
(30, 20)

	
a

	
1.3254

	
0.2947

	
0.3358

	
3

	
(30, 20)

	
a

	
0.2564

	
0.2040

	
0.2420




	
b

	
0.7471

	
0.2399

	
0.2849

	
b

	
0.3042

	
0.2383

	
0.2412




	
c

	
0.6702

	
0.3328

	
0.3849

	
c

	
0.5577

	
0.2029

	
0.2122




	
(50, 30)

	
a

	
0.5153

	
0.2805

	
0.3144

	
(50, 30)

	
a

	
0.2434

	
0.1662

	
0.1720




	
b

	
0.4607

	
0.2032

	
0.2214

	
b

	
0.2338

	
0.1792

	
0.1950




	
c

	
0.5053

	
0.3289

	
0.3793

	
c

	
0.5368

	
0.1610

	
0.1710




	
(80, 50)

	
a

	
0.5001

	
0.2579

	
0.2602

	
(80, 50)

	
a

	
0.1571

	
0.1475

	
0.1646




	
b

	
0.3713

	
0.1812

	
0.1842

	
b

	
0.1897

	
0.1284

	
0.1602




	
c

	
0.4971

	
0.2525

	
0.2832

	
c

	
0.4701

	
0.1329

	
0.1352




	
  β  

	
2

	
(30, 20)

	
a

	
1.5109

	
0.4861

	
0.5986

	
h(t = 0.8)

	
2

	
(30, 20)

	
a

	
2.4525

	
1.0215

	
1.0661




	
b

	
1.3316

	
0.5701

	
0.6062

	
b

	
2.2799

	
1.5842

	
1.6715




	
c

	
1.8853

	
0.5502

	
0.5745

	
c

	
4.9014

	
1.2195

	
1.3793




	
(50, 30)

	
a

	
1.2356

	
0.4518

	
0.4859

	
(50, 30)

	
a

	
2.3585

	
0.8768

	
0.8962




	
b

	
0.8538

	
0.4818

	
0.5276

	
b

	
1.8764

	
1.4697

	
1.6348




	
c

	
1.5827

	
0.3583

	
0.4638

	
c

	
4.5132

	
1.1207

	
1.2353




	
(80, 50)

	
a

	
1.0531

	
0.3619

	
0.4065

	
(80, 50)

	
a

	
2.2304

	
0.7948

	
0.8730




	
b

	
0.7125

	
0.3229

	
0.3867

	
b

	
1.2160

	
0.9789

	
1.0538




	
c

	
0.9611

	
0.3064

	
0.3269

	
c

	
3.9968

	
0.7289

	
0.9098




	
3

	
(30, 20)

	
a

	
1.4238

	
0.4458

	
0.5213

	
3

	
(30, 20)

	
a

	
2.3612

	
1.0046

	
1.0216




	
b

	
1.1445

	
0.5046

	
0.5901

	
b

	
2.2455

	
1.2139

	
1.3956




	
c

	
1.3713

	
0.4295

	
0.4746

	
c

	
4.2802

	
1.1100

	
1.3018




	
(50, 30)

	
a

	
1.1092

	
0.4240

	
0.4418

	
(50, 30)

	
a

	
2.3496

	
0.7881

	
0.8948




	
b

	
0.6524

	
0.4252

	
0.4875

	
b

	
1.3520

	
0.8980

	
0.9262




	
c

	
1.0988

	
0.3399

	
0.3842

	
c

	
3.6779

	
1.0479

	
1.1967




	
(80, 50)

	
a

	
1.0110

	
0.3196

	
0.3549

	
(80, 50)

	
a

	
1.3505

	
0.7117

	
0.8430




	
b

	
0.6452

	
0.2723

	
0.3116

	
b

	
1.1708

	
0.6929

	
0.7208




	
c

	
0.9273

	
0.3062

	
0.3374

	
c

	
2.6189

	
0.5405

	
0.5961











 





Table 11. The PFFC samples set with    m  D a t a 1   = 12   in Data 1.






Table 11. The PFFC samples set with    m  D a t a 1   = 12   in Data 1.





	Censoring
	    (  Q 1  ,  Q 2  , ⋯ ,  Q  12   )    
	Censoring Samples





	i
	(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 12)
	12, 24, 32, 38, 44, 53, 55, 58, 60, 60, 63, 67



	ii
	(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
	12, 32, 44, 55, 60, 63, 70, 81, 95, 121, 146, 258



	iii
	(12, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
	70, 75, 81, 85, 95, 99, 121, 131, 146, 211, 258, 341










 





Table 12. The PFFC samples set with    m  D a t a 2   = 15   in Data 2.






Table 12. The PFFC samples set with    m  D a t a 2   = 15   in Data 2.





	Censoring
	    (  Q 1  ,  Q 2  , ⋯ ,  Q  15   )    
	Censoring Samples





	i
	(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 14)
	1, 4, 1, 6, 5, 8, 7, 15, 13, 5, 19, 14, 7, 20, 12



	ii
	(1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
	1, 1, 5, 7, 13, 19, 7, 12, 17, 11, 15, 29, 34, 40, 35



	iii
	(14, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
	12, 14, 17, 11, 11, 21, 15, 16, 29, 19, 34, 47, 40, 34, 35










 





Table 13. ML estimates and Bayesian estimates under the PFFC schemes based on Data 1 (with hyperparameter c = 0.5).






Table 13. ML estimates and Bayesian estimates under the PFFC schemes based on Data 1 (with hyperparameter c = 0.5).





	
P

	
CS

	
MLE

	
Inf

	
Non-Inf




	
BS

	
BG

	
BM

	
BK

	
BW

	
BP

	
BS

	
BG

	
BM

	
BK

	
BW

	
BP






	
  σ  

	
i

	
1.3075

	
1.3083

	
1.2219

	
1.1938

	
1.2497

	
1.0861

	
1.3677

	
1.1953

	
1.1127

	
1.0855

	
1.1390

	
0.9830

	
1.2488




	
ii

	
0.7127

	
0.7423

	
0.7132

	
0.7034

	
0.7226

	
0.6645

	
0.7615

	
0.6646

	
0.6323

	
0.6220

	
0.6429

	
0.5822

	
0.6875




	
iii

	
1.2354

	
1.1986

	
1.1410

	
1.1225

	
1.1599

	
1.0519

	
1.2391

	
1.1769

	
1.1260

	
1.1090

	
1.1425

	
1.0428

	
1.2100




	
  β  

	
i

	
0.0087

	
0.0085

	
0.0080

	
0.0079

	
0.0082

	
0.0071

	
0.0088

	
0.0077

	
0.0071

	
0.0069

	
0.0073

	
0.0060

	
0.0080




	
ii

	
0.0028

	
0.0029

	
0.0027

	
0.0026

	
0.0028

	
0.0023

	
0.0030

	
0.0025

	
0.0022

	
0.0021

	
0.0023

	
0.0017

	
0.0026




	
iii

	
0.0038

	
0.0036

	
0.0035

	
0.0034

	
0.0035

	
0.0032

	
0.0037

	
0.0035

	
0.0034

	
0.0033

	
0.0034

	
0.0031

	
0.0036




	
r(t = 121)

	
i

	
0.4052

	
0.4095

	
0.3755

	
0.3627

	
0.3854

	
0.3110

	
0.4285

	
0.4097

	
0.3711

	
0.3568

	
0.3823

	
0.2994

	
0.4314




	
ii

	
0.7962

	
0.7950

	
0.7930

	
0.7923

	
0.7937

	
0.7896

	
0.7963

	
0.7943

	
0.7918

	
0.7909

	
0.7926

	
0.7875

	
0.7959




	
iii

	
0.8734

	
0.8728

	
0.8714

	
0.8710

	
0.8719

	
0.8692

	
0.8737

	
0.8718

	
0.8706

	
0.8702

	
0.8710

	
0.8685

	
0.8726




	
h(t = 121)

	
i

	
0.0173

	
0.0163

	
0.0136

	
0.0128

	
0.0145

	
0.0102

	
0.0183

	
0.0139

	
0.0118

	
0.0110

	
0.0124

	
0.0085

	
0.0152




	
ii

	
0.0028

	
0.0029

	
0.0027

	
0.0026

	
0.0028

	
0.0023

	
0.0031

	
0.0026

	
0.0023

	
0.0023

	
0.0024

	
0.0020

	
0.0027




	
iii

	
0.0027

	
0.0026

	
0.0025

	
0.0024

	
0.0025

	
0.0022

	
0.0027

	
0.0026

	
0.0024

	
0.0023

	
0.0024

	
0.0021

	
0.0027











 





Table 14. ML estimates and Bayesian estimates under the PFFC schemes based on Data 2 (with hyperparameter c = 0.5).






Table 14. ML estimates and Bayesian estimates under the PFFC schemes based on Data 2 (with hyperparameter c = 0.5).





	
P

	
CS

	
MLE

	
Inf

	
Non-Inf




	
BS

	
BG

	
BM

	
BK

	
BW

	
BP

	
BS

	
BG

	
BM

	
BK

	
BW

	
BP






	
  σ  

	
i

	
0.7701

	
0.7956

	
0.7614

	
0.7032

	
0.7723

	
0.7497

	
0.8177

	
0.7455

	
0.7101

	
0.6497

	
0.7214

	
0.6981

	
0.7687




	
ii

	
0.5877

	
0.5975

	
0.5788

	
0.5470

	
0.5849

	
0.5725

	
0.6097

	
0.5762

	
0.5541

	
0.5182

	
0.5613

	
0.5468

	
0.5910




	
iii

	
1.4616

	
1.4797

	
1.4271

	
1.3386

	
1.4441

	
1.4094

	
1.5142

	
1.4310

	
1.3696

	
1.2709

	
1.3896

	
1.3494

	
1.4728




	
  β  

	
i

	
0.0279

	
0.0287

	
0.0265

	
0.0217

	
0.0271

	
0.0256

	
0.0299

	
0.0260

	
0.0232

	
0.0130

	
0.0238

	
0.0218

	
0.0274




	
ii

	
0.0116

	
0.0121

	
0.0112

	
0.0094

	
0.0115

	
0.0109

	
0.0127

	
0.0107

	
0.0095

	
0.0067

	
0.0098

	
0.0090

	
0.0113




	
iii

	
0.0261

	
0.0261

	
0.0256

	
0.0246

	
0.0258

	
0.0254

	
0.0265

	
0.0252

	
0.0246

	
0.0233

	
0.0248

	
0.0243

	
0.0256




	
r(t = 34)

	
i

	
0.3303

	
0.3244

	
0.2817

	
0.2045

	
0.2937

	
0.2660

	
0.3490

	
0.3839

	
0.3350

	
0.2064

	
0.3469

	
0.3134

	
0.4093




	
ii

	
0.6801

	
0.6665

	
0.6609

	
0.6510

	
0.6627

	
0.6589

	
0.6702

	
0.6908

	
0.6866

	
0.6796

	
0.6880

	
0.6852

	
0.6934




	
iii

	
0.5871

	
0.5878

	
0.5797

	
0.5657

	
0.5823

	
0.5769

	
0.5930

	
0.5969

	
0.5893

	
0.5761

	
0.5918

	
0.5867

	
0.6018




	
h(t = 34)

	
i

	
0.0566

	
0.0644

	
0.0540

	
0.0382

	
0.0571

	
0.0506

	
0.0710

	
0.0526

	
0.0418

	
0.0273

	
0.0450

	
0.0384

	
0.0602




	
ii

	
0.0150

	
0.0170

	
0.0154

	
0.0130

	
0.0159

	
0.0149

	
0.0181

	
0.0143

	
0.0129

	
0.0107

	
0.0133

	
0.0124

	
0.0151




	
iii

	
0.0397

	
0.0388

	
0.0362

	
0.0319

	
0.0370

	
0.0353

	
0.0404

	
0.0369

	
0.0338

	
0.0288

	
0.0348

	
0.0327

	
0.0391











 





Table 15. Upper and lower bounds of the   100 ( 1 − α ) %   CIs for the PFFC schemes based on Data 1.






Table 15. Upper and lower bounds of the   100 ( 1 − α ) %   CIs for the PFFC schemes based on Data 1.





	
P

	
CS

	
Boot-t CI

	
Inf

	
Non-Inf




	
Cred.CI

	
Cred.CI




	
Lower

	
Upper

	
Lower

	
Upper

	
Lower

	
Upper






	
  σ  

	
i

	
0.3788

	
3.3711

	
0.6944

	
1.6543

	
0.5473

	
1.4111




	
ii

	
0.4404

	
0.9945

	
0.4903

	
0.7901

	
0.3438

	
0.7667




	
iii

	
0.4078

	
2.4879

	
0.7525

	
1.3509

	
0.5793

	
1.2401




	
  β  

	
i

	
0.0076

	
0.0241

	
0.0037

	
0.0103

	
0.0027

	
0.0088




	
ii

	
0.0013

	
0.0047

	
0.0011

	
0.0032

	
0.0006

	
0.0029




	
iii

	
0.0023

	
0.0078

	
0.0021

	
0.0040

	
0.0016

	
0.0036




	
r(t = 121)

	
i

	
0.1175

	
0.4102

	
0.1598

	
0.4893

	
0.1899

	
0.5018




	
ii

	
0.5054

	
0.9720

	
0.6755

	
0.8138

	
0.6825

	
0.8166




	
iii

	
0.7802

	
1.0456

	
0.7629

	
0.8825

	
0.7818

	
0.8875




	
h(t = 121)

	
i

	
0.0104

	
0.0540

	
0.0043

	
0.0210

	
0.0049

	
0.0187




	
ii

	
−0.0051

	
0.0152

	
0.0013

	
0.0035

	
0.0013

	
0.0034




	
iii

	
−0.0040

	
0.0063

	
0.0012

	
0.0032

	
0.0013

	
0.0030











 





Table 16. Upper and lower bounds of the   100 ( 1 − α ) %   CIs for the PFFC schemes based on Data 2.






Table 16. Upper and lower bounds of the   100 ( 1 − α ) %   CIs for the PFFC schemes based on Data 2.





	
P

	
CS

	
Boot-t CI

	
Inf

	
Non-Inf




	
Cred.CI

	
Cred.CI




	
Lower

	
Upper

	
Lower

	
Upper

	
Lower

	
Upper






	
  σ  

	
i

	
0.4042

	
1.2987

	
0.4673

	
0.9027

	
0.4050

	
0.8380




	
ii

	
0.3349

	
0.9499

	
0.3762

	
0.6768

	
0.3198

	
0.6236




	
iii

	
0.5861

	
2.2770

	
0.8628

	
1.6155

	
0.8207

	
1.6569




	
  β  

	
i

	
0.0067

	
0.0684

	
0.0129

	
0.0330

	
0.0085

	
0.0299




	
ii

	
0.0043

	
0.0223

	
0.0048

	
0.0141

	
0.0030

	
0.0124




	
iii

	
0.0092

	
0.0366

	
0.0163

	
0.0278

	
0.0154

	
0.0283




	
r(t = 34)

	
i

	
−0.0054

	
0.5323

	
0.0948

	
0.3932

	
0.1032

	
0.4527




	
ii

	
0.5217

	
0.8017

	
0.5070

	
0.7025

	
0.5263

	
0.7196




	
iii

	
0.3561

	
1.0039

	
0.4116

	
0.6261

	
0.4018

	
0.6360




	
h(t = 34)

	
i

	
−0.0168

	
0.2118

	
0.0173

	
0.0779

	
0.0106

	
0.0682




	
ii

	
−0.0006

	
0.0370

	
0.0067

	
0.0199

	
0.0054

	
0.0174




	
iii

	
−0.0090

	
0.0755

	
0.0183

	
0.0452

	
0.0159

	
0.0458
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