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Abstract

:

In this paper, we present the distributional solutions of the modified spherical Bessel differential equations    t 2   y  ″    ( t )  + 2 t  y ′   ( t )  −  [  t 2  + ν  ( ν + 1 )  ]  y  ( t )  = 0   and the linear differential equations of the forms    t 2   y  ″    ( t )  + 3 t  y ′   ( t )  −  (  t 2  +  ν 2  − 1 )  y  ( t )  = 0 ,   where   ν ∈ N ∪ { 0 }   and   t ∈ R  . We find that the distributional solutions, in the form of a finite series of the Dirac delta function and its derivatives, depend on the values of  ν . The results of several examples are also presented.
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1. Introduction


It is well known that the linear differential equation of the form


   ∑  n = 0  m   a n   ( t )   y  ( n )    ( t )  = 0 ,   a m   ( t )  ≠ 0 ,  



(1)




where    a n   ( t )    is an infinitely smooth coefficient for each n, and has no distributional solutions other than the classical ones. However, if the leading coefficient    a m   ( t )    has a zero, the classical solution of (1) may cease to exist in a neighborhood of that zero. In that case, (1) may have a distributional solution. It was not until 1982 that Wiener [1] proposed necessary and sufficient conditions for the existence of an Nth-order distributional solution to the differential equation (1). The Nth-order distributional solution that Wiener proposed is a finite sum of Dirac delta function and its derivatives:


  y  ( t )  =  ∑  n = 0  N   b n   δ  ( n )    ( t )  ,   b N  ≠ 0 .  



(2)







It can be easily verified by (10) that   δ ( t )   is a zero order distributional solution of the equation


  t  y  ″    ( t )  + 2  y ′   ( t )  + t y  ( t )  = 0 ;  








the Bessel equation


   t 2   y  ″    ( t )  + t  y ′   ( t )  +  (  t 2  − 1 )  y  ( t )  = 0 ;  








the confluent hypergeometric equation


  t  y  ″    ( t )  +  ( 2 − t )   y ′   ( t )  − y  ( t )  = 0 ;  








and the second order Cauchy–Euler equation


   t 2   y  ″    ( t )  + 3 t  y ′   ( t )  + y  ( t )  = 0 .  











The distributional solutions with higher order of Cauchy–Euler equations were studied by many researchers; see [2,3,4,5,6,7,8] for more details.



The infinite order distributional solution of the form


  y  ( t )  =  ∑  n = 0  ∞   b n   δ  ( n )    ( t )   



(3)




to various differential equations in a normal form with singular coefficients was studied by many researchers [9,10,11,12,13]. Furthermore, a brief introduction to these concepts is presented by Kanwal [14].



In 1984, Cooke and Wiener [15] presented the existence theorems for distributional and analytic solutions of functional differential equations. In 1987, Littlejohn and Kanwal [16] studied the distributional solutions of the hypergeometric differential equation, whose solutions are in the form of (3). In 1990, Wiener and Cooke [17] presented the necessary and sufficient conditions for the simultaneous existence of solutions to linear ordinary differential equations in the forms of rational functions and (2).



As mentioned in abstract, we propose the distributional solutions of the modified spherical Bessel differential equations


   t 2   y  ″    ( t )  + 2 t  y ′   ( t )  −  [  t 2  + ν  ( ν + 1 )  ]  y  ( t )  = 0  








and the linear differential equations of the forms


   t 2   y  ″    ( t )  + 3 t  y ′   ( t )  −  (  t 2  +  ν 2  − 1 )  y  ( t )  = 0 ,  








where   ν ∈ N ∪ { 0 }   and   t ∈ R  . The modified spherical Bessel differential equation is just the spherical Bessel equation with a negative separation constant. The spherical Bessel equation occurs when dealing with the Helmholtz equation in spherical coordinates of various problems in physics such as a scattering problem [18].



We use the simple method, consisting of Laplace transforms of right-sided distributions and power series solution, for searching the distributional solutions of these equations. We find that the solutions are in the forms of finite linear combinations of the Dirac delta function and its derivatives depending on the values of  ν .




2. Preliminaries


In this section, we introduce the basic knowledge and concepts, which are essential for this work.



Definition 1.

Let  D  be the space consisting of all real-valued functions   φ ( t )   with continuous derivatives of all orders and compact support. The support of   φ ( t )   is the closure of the set of all elements   t ∈ R   such that   φ ( t ) ≠ 0  . Then   φ ( t )   is called a test function.





Definition 2.

A distribution T is a continuous linear functional on the space  D . The space of all such distributions is denoted by   D ′  .





For every   T ∈  D ′    and   φ ( t ) ∈ D  , the value that T acts on   φ ( t )   is denoted by   T , φ ( t )  . Note that    T , φ ( t )  ∈ R  .



Example 1.






	(i) 

	
The locally integrable function   f ( t )   is a distribution generated by the locally integrable function   f ( t )  . Then we define    f ( t ) , φ ( t )  =  ∫ Ω  f  ( t )  φ  ( t )  d t  , where Ω is the support of   φ ( t )   and   φ ( t ) ∈ D  .




	(ii) 

	
The Dirac delta function is a distribution defined by    δ ( t ) , φ ( t )  = φ  ( 0 )    and the support of   δ ( t )   is   { 0 }  .











A distribution T generated by a locally integrable function is called a regular distribution; otherwise, it is called a singular distribution.



Definition 3.

The kth-order derivative of a distribution T, denoted by   T  ( k )   , is defined by     T  ( k )   , φ  ( t )   =   ( − 1 )  k   T ,  φ  ( k )    ( t )     for all   φ ( t ) ∈ D  .





Example 2.






	(i) 

	
    δ ′   ( t )  , φ  ( t )   = −  δ  ( t )  ,  φ ′   ( t )   = −  φ ′   ( 0 )   ;




	(ii) 

	
    δ  ( k )    ( t )  , φ  ( t )   =   ( − 1 )  k   δ  ( t )  ,  φ  ( k )    ( t )   =   ( − 1 )  k   φ  ( k )    ( 0 )   .











Definition 4.

Let   α ( t )   be an infinitely differentiable function. We define the product of   α ( t )   with any distribution T in   D ′   by    α ( t ) T , φ ( t )  =  T , α ( t ) φ ( t )    for all   φ ( t ) ∈ D  .





Definition 5.

If   y ( t )   is a singular distribution and satisfies the equation


    ∑  m = 0  n   a m   ( t )   y  ( n )    ( t )  = f  ( t )  ,   



(4)




where    a m   ( t )    is an infinitely differentiable function and   f ( t )   is an arbitrary known distribution, in the sense of distribution, and is called a distributional solution of (4).





Definition 6.

Let   M ∈ R   and   f ( t )   be a locally integrable function satisfying the following conditions:








	(i) 

	
  f ( t ) = 0   for all   t < M  ;




	(ii) 

	
There exists a real number c such that    e  − c t   f  ( t )    is absolutely integrable over  R .









The Laplace transform of   f ( t )   is defined by


   F  ( s )  = L  f ( t )  =  ∫  M  ∞  f  ( t )   e  − s t   d t ,   



(5)







where s is a complex variable.





It is well known that if   f ( t )   is continuous, then   F ( s )   is an analytic function on the half-plane   ℜ  ( s )  >  σ a   , where   σ a   is an abscissa of absolute convergence for   L  f ( t )   .



Recall that the Laplace transform   G ( s )   of a locally integrable function   g ( t )   satisfying the conditions of definition 6, that is,


   G  ( s )  = L  g ( t )  =  ∫  M  ∞  g  ( t )   e  − s t   d t ,   



(6)




where   ℜ  ( s )  >  σ a   , can be written in the form   G  ( s )  =  g  ( t )  ,  e  − s t     .



Definition 7.

Let S be the space of test functions of rapid decay containing the complex-valued functions   ϕ ( t )   having the following properties:








	(i) 

	
  ϕ ( t )   is infinitely differentiable—i.e.,   ϕ  ( t )  ∈   C  ∞   ( R )   ;




	(ii) 

	
  ϕ ( t )  , as well as its derivatives of all orders, vanish at infinity faster than the reciprocal of any polynomial which is expressed by the inequality


    |   t p   ϕ  ( k )     ( t )  | <   C  p k   ,   











where   C  p k    is a constant depending on   p , k  , and   ϕ ( t )  . Then   ϕ ( t )   is called a test function in the space S.











Definition 8.

A distribution of slow growth or tempered distribution T is a continuous linear functional over the space S of test function of rapid decay and contains the complex-valued functions—i.e., there is assigned a complex number   T , ϕ ( t )   with properties:








	(i) 

	
   T ,  c 1   ϕ 1   ( t )  +  c 2   ϕ 2   ( t )   =  c 1   T ,  ϕ 1   ( t )   +  c 2   T ,  ϕ 2   ( t )     for    ϕ 1   ( t )  ,  ϕ 2   ( t )  ∈ S  and  constants   c 1  ,  c 2   ;




	(ii) 

	
   lim  m → ∞    T ,  ϕ m   ( t )   = 0   for every null sequence   {  ϕ m   ( t )  } ∈ S  .



We shall let   S   ′    denote the set of all distributions of slow growth.











Definition 9.

Let   f ( t )   be a distribution satisfying the following properties:








	(i) 

	
  f ( t )   is a right-sided distribution, that is,   f  ( t )  ∈  D R ′   .




	(ii) 

	
There exists a real number c such that    e  − c t   f  ( t )    is a tempered distribution.









The Laplace transform of a right-sided distribution   f ( t )   satisfying (ii) is defined by


   F  ( s )  = L  f ( t )  =   e  − c t   f  ( t )  , X  ( t )   e  − ( s − c ) t    ,   



(7)







where   X ( t )   is an infinitely differentiable function with support bounded on the left, which equals 1 over a neighbourhood of the support of   f ( t )  .





For   ℜ ( s ) > c ,   the function   X  ( t )   e  − ( s − c ) t     is a testing function in the space S and    e  − c t   f  ( t )    is in the space   S ′  . Equation (7) can be reduced to


  F  ( s )  = L  f ( t )  =  f  ( t )  ,  e  − s t    .  



(8)







Now   F ( s )   is a function of s defined over the right half-plane   ℜ ( s ) > c  . Zemanian [19] proved that   F ( s )   is an analytic function in the region of convergence   ℜ  ( s )  >  σ 1   , where   σ 1   is the abscissa of convergence and    e  − c t   f  ( t )  ∈  S ′    for some real number   c >  σ 1   .



Example 3.

Let   δ ( t )   be the Dirac delta function,   H ( t )   be the Heaviside function, and   f ( t )   be a Laplace-transformable distribution in   D R ′  . If k is a positive integer, then the following holds:








	(i) 

	
  L  {  (  t  k − 1   H  ( t )  )  /  ( k − 1 )  ! }  = 1 /  s k   ,   ℜ ( s ) > 0  ;




	(ii) 

	
  L  δ ( t )  = 1  ,   − ∞ < ℜ ( s ) < ∞  ;




	(iii) 

	
  L   δ  ( k )    ( t )   =  s k   ,   − ∞ < ℜ ( s ) < ∞  ;




	(iv) 

	
  L   t k  f  ( t )   =   ( − 1 )  k   F  ( k )    ( s )   ,   ℜ  ( s )  >  σ 1   ;




	(v) 

	
  L   f  ( k )    ( t )   =  s k  F  ( s )   ,   ℜ  ( s )  >  σ 1   .











The proof of following lemma 1 is given in [14].



Lemma 1.

Let   ψ ( t )   be an infinitely differentiable function. Then


      ψ  ( t )   δ  ( m )    ( t )      =   ( − 1 )  m   ψ  ( m )    ( 0 )  δ  ( t )  +   ( − 1 )   m − 1   m  ψ  ( m − 1 )    ( 0 )   δ ′   ( t )              +   ( − 1 )   m − 2     m ( m − 1 )   2 !    ψ  ( m − 1 )    ( 0 )   δ  ″    ( t )  + ⋯ + ψ  ( 0 )   δ  ( m )    ( t )  .      



(9)









A useful formula that follows from (9), for any monomial   ψ  ( t )  =  t n   , is that


   t n   δ  ( m )    ( t )  =      0 ,     if   m < n  ;         ( − 1 )  n    m !   ( m − n ) !    δ  ( m − n )    ( t )  ,     if   m ≥ n  .       



(10)








3. Main Results


In this section, we will state our main results and give their proofs.



Theorem 1.

Consider the differential equation of the form


    t 2   y  ″    ( t )  + 2 t  y ′   ( t )  −  [  t 2  + ν  ( ν + 1 )  ]  y  ( t )  = 0 ,   



(11)







where   ν ∈ N ∪ { 0 }   and   t ∈ R  . The distributional solutions of (11) are given by


  y  ( t )  =  P ν   ( D )  δ  ( t )  ,  



(12)







where


    P ν   ( D )  =  1  2 ν    ∑  k = 0   ⌊ ν / 2 ⌋     ( − 1 )  k    ( 2 ν − 2 k ) !   k ! ( ν − k ) ! ( ν − 2 k ) !    D  ν − 2 k   ,   











is a Legendre polynomial of distributional derivative operator   D = d / d t  .





Proof. 

Applying the Laplace transform to both sides of (11) with   L { y ( t ) } = F ( s )  , and using Example 3(iv), (v), we obtain


      ( 1 −  s 2  )   F  ″    ( s )  − 2 s  F ′   ( s )  + ν  ( ν + 1 )  F  ( s )  = 0 .     



(13)







Suppose that a solution of (13) is of the form   F  ( s )  =  ∑  n = 0  ∞   a n   s n   . Differentiating term by term, we obtain


      F ′   ( s )      =  ∑  n = 1  ∞  n  a n   s  n − 1       








and


      F  ″    ( s )      =  ∑  n = 2  ∞  n  ( n − 1 )   a n   s  n − 2   .     











Substituting these terms into (13), we have


      2  a 2  + ν  ( ν + 1 )   a 0   +   ( 3 · 2 )   a 3   − ( 2 − ν  ( ν + 1 )    a 1   s       +  ∑  n = 2  ∞    ( n + 2 )   ( n + 1 )   a  n + 2   − n  ( n − 1 )   a n  − 2 n  a n  + ν  ( ν + 1 )   a n    s n  = 0 .     











Since    s n  ≠ 0  , it follows that


     2  a 2  + ν  ( ν + 1 )   a 0  = 0 ,   ( 3 · 2 )   a 3   − ( 2 − ν  ( ν + 1 )    a 1  = 0 ,        ( n + 2 )   ( n + 1 )   a  n + 2   − n  ( n − 1 )   a n  − 2 n  a n  + ν  ( ν + 1 )   a n  = 0 ,  n ≥ 2 ,     








which leads to a recurrence relation


   a  n + 2   = −   ( ν − n ) ( ν + n + 1 )   ( n + 1 ) ( n + 2 )    a n  .  



(14)







Thus, we obtain


     a 2     = −   ν ( ν + 1 )   2 !    a 0        a 4     =   ( − 1 )  2    ν ( ν − 2 ) ( ν + 1 ) ( ν + 3 )   4 !    a 0             ⋮       a  2 n      =   ( − 1 )  n    ν ( ν − 2 ) ⋯ ( ν − 2 n + 2 ) ( ν + 1 ) ( ν + 3 ) ⋯ ( ν + 2 n − 1 )   ( 2 n ) !    a 0  .     











Similarly,


     a 3     = −   ( ν − 1 ) ( ν + 2 )   2 · 3    a 1        a 5     =   ( − 1 )  2    ( ν − 1 ) ( ν − 3 ) ( ν + 2 ) ( ν + 4 )   5 !    a 1             ⋮       a  2 n + 1      =   ( − 1 )  n    ( ν − 1 ) ( ν − 3 ) ⋯ ( ν − 2 n + 1 ) ( ν + 2 ) ( ν + 4 ) ⋯ ( ν + 2 n )   ( 2 n + 1 ) !    a 1  .     











Letting    a 0  =  a 1  = 1  , we get the two solutions of (13) in the forms


      F e   ( s )      = 1 +  ∑  n = 1  ∞    ( − 1 )  n    ν ( ν − 2 ) ⋯ ( ν − 2 n + 2 ) ( ν + 1 ) ( ν + 3 ) ⋯ ( ν + 2 n − 1 )   ( 2 n ) !    s  2 n       








and


      F o   ( s )      = s +  ∑  n = 1  ∞    ( − 1 )  n    ( ν − 1 ) ( ν − 3 ) ⋯ ( ν − 2 n + 1 ) ( ν + 2 ) ( ν + 4 ) ⋯ ( ν + 2 n )   ( 2 n + 1 ) !    s  2 n + 1   .     











If  ν  is even, letting   ν = 2 m , m ∈ N ∪ { 0 }  , we note that


  ν  ( ν − 2 )  ⋯  ( ν − 2 n + 2 )  = 2 m  ( 2 m − 2 )  ⋯  ( 2 m − 2 n + 2 )  =      0 ,     m = 0 ;           2 n  m !   ( m − n ) !   ,      m > 0 ,  n ≤ m ;       0 ,     n > m > 0 ,       








and


   ( ν + 1 )   ( ν + 3 )  ⋯  ( ν + 2 n − 1 )  =  ( 2 m + 1 )   ( 2 m + 3 )  ⋯  ( 2 m + 2 n − 1 )  =   ( 2 m + 2 n ) ! m !    2 n   ( 2 m )  !  ( m + n )  !   .  











Then, in this case,    F e   ( s )    only becomes the finite series of the form


   F e   ( s )  =    ( m ! )  2   ( 2 m ) !    ∑  k = 0  m    ( − 1 )  k     ( 2 m + 2 k )  !  s  2 k     ( m − k ) ! ( m + k ) ! ( 2 k ) !   .  



(15)







If  ν  is odd, letting   ν = 2 m + 1 , m ∈ N ∪ { 0 }  , we note that


   ( ν − 1 )   ( ν − 3 )  ⋯  ( ν − 2 n + 1 )  = 2 m  ( 2 m − 2 )  ⋯  ( 2 m − 2 n + 2 )  =      0 ,     m = 0 ;           2 n  m !   ( m − n ) !   ,      m > 0 ,  n ≤ m ;       0 ,     n > m > 0 ,       








and


   ( ν + 2 )   ( ν + 4 )  ⋯  ( ν + 2 n )  =  ( 2 m + 3 )   ( 2 m + 5 )  ⋯  ( 2 m + 2 n + 1 )  =   ( 2 m + 2 n + 1 ) ! m !    2 n   ( 2 m + 1 )  !  ( m + n )  !   .  











Then, in this case,    F o   ( s )    only becomes the finite series of the form


   F o   ( s )  =    ( m ! )  2   ( 2 m + 1 ) !    ∑  k = 0  m    ( − 1 )  k     ( 2 m + 2 k + 1 )  !  s  2 k + 1     ( m − k ) ! ( m + k ) ! ( 2 k + 1 ) !   .  



(16)







For   ν = 0 , 1 , 2 , …  , we have    F ν   ( s )   , as follows:


      F 0   ( s )      = 1 =  P 0   ( s )  ,        F 1   ( s )      = s =  P 1   ( s )  ,        F 2   ( s )      = 1 − 3  s 2  = − 2  P 2   ( s )  ,        F 3   ( s )      = s −  ( 5 / 3 )   s 3  = −  ( 2 / 3 )   P 3   ( s )  ,        F 4   ( s )      = 1 − 10  s 2  +  ( 35 / 3 )   s 4  =  ( 8 / 3 )   P 4   ( s )  ,        F 5   ( s )      = s −  ( 14 / 3 )   s 3  +  ( 21 / 5 )   s 5  =  ( 8 / 15 )   P 5   ( s )  ,        F 6   ( s )      = 1 − 21  s 2  + 63  s 4  −  ( 231 / 5 )   s 6  = −  ( 16 / 5 )   P 6   ( s )  ,        F 7   ( s )      = s − 9  s 3  +  ( 99 / 5 )   s 5  −  ( 429 / 35 )   s 7  = −  ( 16 / 35 )   P 7   ( s )  ,     








and so on, where    P n   ( s )    is the Legendre polynomial of s for   n = 0 , 1 , 2 , …  . Since (13) is linear,   P ν   is also its solution for all non-negative integer  ν . Taking the inverse Laplace transform to    P ν   ( s )   , and using Example 3(ii),(iii), we obtain the solutions of (11),


     y ( t )     =  1  2 ν    ∑  k = 0   ⌊ ν / 2 ⌋     ( − 1 )  k    ( 2 ν − 2 k ) !   k ! ( ν − k ) ! ( ν − 2 k ) !    D  ν − 2 k   δ  ( t )  ,   ( D ≡  d  d t    distribution  derivative )           =  P ν   ( D )  δ  ( t )  ,     



(17)




which are the distributional solutions of the form (12). □





Example 4.

Letting   ν = 1  , (11) becomes


    t 2   y  ″    ( t )  + 2 t  y ′   ( t )  −  (  t 2  + 2 )  y  ( t )  = 0 .   



(18)







From Theorem 1, (18) has a solution


   y  ( t )  =  δ ′   ( t )  .   



(19)







Letting   ν = 4  , (11) becomes


    t 2   y  ″    ( t )  + 2 t  y ′   ( t )  −  (  t 2  + 20 )  y  ( t )  = 0 .   



(20)







From Theorem 1, (20) has a solution


   y  ( t )  =  35 8   δ  ( 4 )    ( t )  −  15 4   δ  ″    ( t )  +  3 8  δ  ( t )  .   



(21)







By applying (10), it is not difficult to verify that (19) and (21) satisfy (18) and (20), respectively.





Theorem 2.

Consider the equation of the form


    t 2   y  ″    ( t )  + 3 t  y ′   ( t )  −  (  t 2  +  ν 2  − 1 )  y  ( t )  = 0 ,   



(22)







where   ν ∈ N ∪ { 0 }   and   t ∈ R  . The distributional solutions of (22) are given by


      y ( t )     =  T ν   ( D )  δ  ( t )  ,      



(23)







where


    T ν   ( D )  =  ν 2   ∑  k = 0   ⌊ ν / 2 ⌋     ( − 1 )  k     2  ν − 2 k    ( n − k − 1 )  !   k ! ( ν − 2 k ) !    D  ν − 2 k   ,   











is a Chebyshev polynomial of the first kind of distributional derivative operator   D = d / d t  .





Proof. 

Applying the Laplace transform   L { y ( t ) } = F ( s )   to (22) and using Example 3(iv), (v), we obtain


      ( 1 −  s 2  )   F  ″    ( s )  − s  F ′   ( s )  +  ν 2  F  ( s )  = 0 .     



(24)







Suppose that a solution of (24) is of the form   F  ( s )  =  ∑  n = 0  ∞   a n   s n   . Differentiating   F ( s )   term by term, we obtain


      F ′   ( s )      =  ∑  n = 1  ∞  n  a n   s  n − 1       








and


      F  ″    ( s )      =  ∑  n = 2  ∞  n  ( n − 1 )   a n   s  n − 2   .     











Substituting these terms into (24), we get


        2  a 2  +  ν 2   a 0  +  6  a 3  −  a 1  +  ν 2   a 1   s +  ∑  n = 2  ∞    ( n + 2 )   ( n + 1 )   a  n + 2   −  [ n  ( n − 1 )  + n −  ν 2  ]   a n    s n  = 0 .     











Since    s n  ≠ 0  , it follows that


     2  a 2  +  ν 2   a 0      = 0 ,       6  a 3  −  a 1  +  ν 2   a 1      = 0 ,     








and for   n = 2 , 3 , …  ,


      ( n + 2 )   ( n + 1 )   a  n + 2   −  (  n 2  −  ν 2  )   a n      = 0 .     











Hence,


     a 2     = −   ν 2  2   a 0  ,       a 3     =   1 −  ν 2    3 !    a 1  ,     








and for   n = 2 , 3 , …  ,


   a  n + 2   =    n 2  −  ν 2    ( n + 2 ) ( n + 1 )    a n  .  



(25)







Thus, we obtain


     a 2     = −   ν 2  2   a 0  ,       a 4     =    (  2 2  −  ν 2  )   ( −  ν 2  )    4 !    a 0  ,     








and so on. Similarly,


     a 3     =   1 −  ν 2    3 !    a 1  ,       a 5     =    (  3 2  −  ν 2  )   ( 1 −  ν 2  )    5 !    a 1  ,     








and so on. A pattern clearly emerges:


     a  2 n      =    [   ( 2 n − 2 )  2  −  ν 2  ]   [   ( 2 n − 4 )  2  −  ν 2  ]  ⋯  (  2 2  −  ν 2  )   ( −  ν 2  )    ( 2 n ) !    a 0      








and


     a  2 n + 1      =    [   ( 2 n − 1 )  2  −  ν 2  ]   [   ( 2 n − 3 )  2  −  ν 2  ]  ⋯  (  3 2  −  ν 2  )   ( 1 −  ν 2  )    ( 2 n + 1 ) !    a 1  .     











Hence, we get two solutions of (24) in the forms


      F e   ( s )      =  a 0  +  ∑  n = 1  ∞     [   ( 2 n − 2 )  2  −  ν 2  ]   [   ( 2 n − 4 )  2  −  ν 2  ]  ⋯  (  2 2  −  ν 2  )   ( −  ν 2  )    ( 2 n ) !    a 0   s  2 n       








and


      F o   ( s )      =  a 1  s +  ∑  n = 1  ∞     [   ( 2 n − 1 )  2  −  ν 2  ]   [   ( 2 n − 3 )  2  −  ν 2  ]  ⋯  (  3 2  −  ν 2  )   ( 1 −  ν 2  )    ( 2 n + 1 ) !    a 1   s  2 n + 1   .     











If  ν  is even, letting   ν = 2 m  ,   m ∈ N ∪ { 0 }  , then    a  2 m + 2   = 0  , so that    a  2 n + 2   = 0   for   n ≥ m  . Hence,


   F e   ( s )  = 1 +  ∑  n = 1  m     [   ( 2 n − 2 )  2  −   ( 2 m )  2  ]   [   ( 2 n − 4 )  2  −   ( 2 m )  2  ]  ⋯  [  2 2  −   ( 2 m )  2  ]   [ −   ( 2 m )  2  ]    ( 2 n ) !    s  2 n   ,  








equivalently to


   F e   ( s )  = 1 +  ∑  n = 1  m     ∏  k = 1  n  4  ( n − k + m )   ( n − k − m )    ( 2 n ) !    s  2 n   .  











If  ν  is odd, letting   ν = 2 m + 1  ,   m ∈ N ∪ { 0 }  , then    a  2 m + 3   = 0  , so that    a  2 n + 3   = 0   for   n ≥ m  . Hence,


   F o   ( s )  = s +  ∑  n = 1  m     [   ( 2 n − 1 )  2  −   ( 2 m + 1 )  2  ]   [   ( 2 n − 3 )  2  −   ( 2 m + 1 )  2  ]  ⋯  [  3 2  −   ( 2 m + 1 )  2  )   ]   [ 1 −   ( 2 m + 1 )  2  ]    ( 2 n + 1 ) !    s  2 n + 1   ,  








equivalently to


   F o   ( s )  = s +  ∑  n = 1  m     ∏  k = 1  n  4  ( n − k + m + 1 )   ( n − k − m )    ( 2 n + 1 ) !    s  2 n + 1   .  











For   ν = 0 , 1 , 2 , …  , we have    F ν   ( s )   , as follows:


      F 0   ( s )      = 1 =  T 0   ( s )  ,        F 1   ( s )      = s =  T 1   ( s )  ,        F 2   ( s )      = 1 − 2  s 2  = −  T 2   ( s )  ,        F 3   ( s )      = s −  ( 4 / 3 )   s 3  = −  ( 1 / 3 )   T 3   ( s )  ,        F 4   ( s )      = 1 − 8  s 2  + 8  s 4  =  T 4   ( s )  ,        F 5   ( s )      = s − 4  s 3  +  ( 16 / 5 )   s 5  =  ( 1 / 5 )   T 5   ( s )  ,        F 6   ( s )      = 1 − 18  s 2  + 48  s 4  − 32  s 6  = −  T 6   ( s )  ,        F 7   ( s )      = s − 8  s 3  + 16  s 5  −  ( 64 / 7 )   s 7  = −  ( 1 / 7 )   T 7   ( s )  ,     








and so on, where    T n   ( s )    is the Chebyshev polynomial of the first kind of s for   n = 0 , 1 , 2 , …  . Since (24) is linear,    T n   ( s )    is also its solution. Taking the inverse Laplace transform to    T n   ( s )   , and using Example 3(ii),(iii), we obtain the solutions of (22),


      y n   ( t )      =  ν 2   ∑  k = 0   ⌊ ν / 2 ⌋     ( − 1 )  k     2  ν − 2 k    ( n − k − 1 )  !   k ! ( ν − 2 k ) !    D  ν − 2 k   δ  ( t )  ,          =  T n   ( D )  δ  ( t )  ,     



(26)




which are the distributional solutions of the forms (23). □





Example 5.

Letting   ν = 1  , (22) becomes


    t 2   y  ″    ( t )  + 3 t  y ′   ( t )  −  t 2  y  ( t )  = 0 .   



(27)







From Theorem 2, (27) has a solution


   y  ( t )  =  δ ′   ( t )  .   



(28)







Letting   ν = 4  , (22) becomes


    t 2   y  ″    ( t )  + 2 t  y ′   ( t )  −  (  t 2  + 15 )  y  ( t )  = 0 .   



(29)







From Theorem 2, (29) has a solution


   y  ( t )  = 8  δ  ( 4 )    ( t )  − 8  δ  ″    ( t )  + δ  ( t )  .   



(30)







By applying (10), it is not difficult to verify that (28) and (30) satisfy (27) and (29), respectively.






4. Conclusions


In this paper, we seek the distributional solutions of the modified spherical Bessel differential Equation (11) and the linear differential equation of the form (22) by using the Laplace transforms of right-sided distributions and the power series solutions. The obtained solutions in the forms of the finite linear combinations of the Dirac delta function and its derivatives depend on the value of  ν , to which their coefficients regard the coefficients of Legendre and Chebyshev polynomials (see [20] for more details). However, for solutions of (11) and (22) in the usual sense, not mentioned here, they can be seen in many standard and technical textbooks (see, for example, Ross [21]) but, even more, may appear in models related to equilibrium of membrane structures, steady states of evolutive equations or nonlinear science (see studies [22,23,24,25]).
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