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Abstract

:

More than 60 years has passed since the installation of the first robot in an industrial context. Since then, industrial robotics has seen great advancements and, today, robots can collaborate with humans in executing a wide range of working activities. Nevertheless, the impact of robots on human operators has not been deeply investigated. To address this problem, we conducted an empirical study to measure the errors performed by two groups of people performing a working task through a virtual reality (VR) device. A sample of 78 engineering students participated in the experiments. The first group worked with a robot, sharing the same workplace, while the second group worked without the presence of a robot. The number of errors made by the participants was collected and analyzed. Although statistical results show that there are no significant differences between the two groups, qualitative analysis proves that the presence of the robot led to people paying more attention during the execution of the task, but to have a worse learning experience.
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1. Introduction


The first application of industrial robotics was in 1961, when General Motors introduced the UNIMATE robot in its factory to perform repetitive and dangerous tasks for human operators [1]. Since then, the lower prices due to technological developments and the need for replacing human workers with machines paved the way for the adoption of robots in many sectors. The introduction of robots into the industry was one of the main innovations during the third industrial revolution, and, today, half of the global manufacturing companies have at least one robot in their factories [2]. One of the main differences between the robots adopted in industrial systems during the third industrial revolution and the ones developed within the fourth industrial revolution is the degree of collaboration with human workers. In the past, human workers could not interact with robots, which were confined in delimited zones for carrying out the programmed tasks, often dangerous for humans because of the execution speed needed for the series of productions. In recent years, the rise of new technologies increased the safety of machines, including robots. Thus, the concept of human–robot interaction (HRI) has arisen and seems to be very promising for improving the performance of industrial systems, while also considering the social aspects related to human jobs, which may become less repetitive and exhausting. The HRI discipline brings together scholars and practitioners from various domains (engineers, psychologists, designers, etc.) to study the best solutions for integrating robots that can interact with humans and the social impacts of such an interaction [3]. The common opinion in the scientific community is that human behavior and, consequently, the performance of humans in industrial environments, is strongly affected by the feelings of trust and safety toward robots [4].



Safety is a crucial aspect of HRI because the closeness to the robots can cause injuries to humans due to excessive energy/power transferred to the robots [5]. Zachakari et al. [6] and Sharkawy and Koustoumpardis [7] claimed that the safety problem in HRI needs to be addressed from different perspectives, in relation to the design of the robots, the standards, and human psychology. The design of robots in HRI concerns the implementation of control methods to tune the speed and the force elapsed by robots according to their proximity to a human worker. In Caterino et al.’s work [8], the authors presented an industrial application in which algorithms were introduced as control methods for the speed of the robot according to the proximity to the worker. The method is based on the standard ISO/TS 15066 [9], which provides the guidelines for safety in HRI by defining four different degrees of collaboration: (i) safety-rated monitored stop, when a robot ceases its motion because a worker is entering in the collaborative workspace; (ii) hand guiding, when workers use hand-operated devices to transmit motion command to the robot; (iii) speed and separation monitoring, when robot systems and workers may move concurrently in the shared workspace (co-existence); and (iv) power and force limiting, when physical contacts between the workers and the robots can occur either intentionally or unintentionally.



It is clear that, according to the degree of HRI, the psychological aspect alongside the trust of the human worker in the robot system plays a significant role. Trust is “the attitude that an agent will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability” [10]. In HRI contexts, trust is important because it affects human decisions and behavior. Social studies have demonstrated that the trust in robots by individuals is linked to their personal previous experiences, attitudes, and the risks connected to the execution of the tasks [11,12]. In industrial contexts, trust has been assessed by Charalambous et al. [13], who observed that it mainly depends on the robot’s motion and speed and on the safety level perceived by the human during collaboration.



According to the level of trust, safety, and the design of robots, human performance can be affected while executing a task in collaborative workplaces and can lead to making errors, which can, at times, result in serious injuries, but, of course, is always an indicator of the human performance within industrial environments, especially in HRI cases [14].



This paper aims to investigate such an aspect related to human performance in an industrial environment, i.e., the number of errors made during the working activity. To achieve this scope, the errors made by two groups of workers, one working in a shared environment with robots and one working without, have been assessed. The assessments have been performed through the use of VR, and statistical analyses have been carried out to evaluate if significant differences in the errors made by the two groups of workers were verified. Differences would lead to conclude that the presence of robots may affect human performance.



The use of VR tools falls within the scope of promoting or testing efficient and safe industrial systems and improving the worker’s well-being [15,16] through digital tools developed during the era of the fourth industrial revolution. In HRI context, the use of digital tools represents a strategic way to enable dynamic and safe analyses. Among several tools, VR reproduces the working environment, simulates the production system, and allows for the quick, safe, and economical interaction between humans and robots [17]. For years, the use of VR has been validated as an effective tool to simulate industrial HRI systems [18], and it has demonstrated that it can provide performance assessments of HRI systems [19], including errors [14].



The remainder of the paper is presented as follows. Section 2 analyzes the literature related to the scope of this paper. In Section 3, the experimental phase is explained, while in Section 4, the results are reported and discussed. Finally, Section 5 reports the main conclusions.




2. Literature Review


Human errors in working environments can occur. The consequences of such errors can range from wasted time to more serious problems, affecting the safety of the workers themselves, especially in high-risk fields such as nuclear plants or aerospace [20]. In all cases, human errors represent financial losses for the companies. For such a reason, the study of human errors has become increasingly important, and today, it is a well-defined discipline called the human reliability analysis (HRA).



HRA is the discipline that aims to assess the reliability of a complex system, in which humans and machines work together. To elaborate, HRA evaluates the worker’s contribution to the reliability of the system, trying to predict human error rates and understanding the impact caused by human errors in such systems [21]. Although each method attempting to evaluate the human error probability (HEP) falls under the umbrella of HRA, it is commonly recognized by scientists that HRA has three main functions [22]: (i) the identification of human errors, (ii) the prediction of the likelihood of occurrence; and (iii) the reduction in the probability of the occurrence of errors. The focus of this paper is on (i) and (ii).



HRA can be conducted by utilizing several methods [23] and its domain of application is very wide. In the assembly and manufacturing fields, HRA methods have been used for different applications and may have different purposes. Kern and Rafflinghaus developed an HRA for manual assembly operations in the automotive sector, demonstrating its usefulness in developing time-optimized and quality-optimized assembly operations [24]. The same authors also demonstrated that implementing systematic HRA methods provides companies with a reliable tool for error risk prediction [25]. Caputo et al. [26] defined an HRA model that, besides mapping error types and analyzing the logic conditions in which the errors occurred, was also able to identify the errors causing the highest economic impact and to provide a quantitative assessment of the economic impact of the errors. Di Pasquale et al. used an HRA method to simulate the optimal breaks during a work shift in a manual assembly line [27]. Concerning the causes of errors, Torres et al. highlighted that, during the execution of manual assembly tasks, some operations are the most likely to cause errors because the level of difficulty is very high [28]. In other cases, the main reason for the errors can be related to the poor skills of the operators or the adverse psychology, often due to the scarce confidence in the working environment or the lack of safety awareness [29]. The psychological factors which ledd to human errors have been widely debated in the literature, beginning from 1990, when the study of HRA started combining different areas of scientific studies, such as behavioral science and psychology [30]. The need to also study the psychological aspect of HRA arose when it became evident that human behavior was impacted by many aspects that do not impact a machine. The working environment, the mental and physiological factors, and many others have been widely recognized as possible causes of human errors [31]. In this context, it is not possible to neglect these factors.



When robots are introduced in shared working spaces in industrial contexts with humans, they represent agents affecting the behavior of human operators. In the case of HRI systems, robots are often seen as “co-workers” by operators, generating social interactions [32]. Additionally, the introduction of cooperative or collaborative robotics leads to many benefits for operators, mainly related to the reduction in efforts due to repetitive and heavy tasks [33]. In other cases, robots may create feelings of fear, anxiety, and surprise, especially when they have dangerous end effectors or move in an unpredictable trajectory [34]. According to Lu et al. [34], the factors generating these feelings are mainly related to two aspects. (i) The characteristics of the robots, such as the dimensions or the speed, which have a connection with the safety awareness. In fact, robots’ speed and dimensions lead operators to emphasize their perception, comprehension, and projection of the safety-related events during the daily task to understand the potential hazard of the working environment surrounding them [35]. (ii) Robots’ trajectories, which are often felt as unpredictable, confuse the human operator. In fact, in manufacturing contexts, robots are often programmed for minimizing the execution times of a task, thus resulting in unpredictable movement trajectories for the operator working with or near the robots [36]. The presence of the safety awareness issue was also confirmed by a study by Di Pasquale et al. [37], who found that, besides safety, the presence of a robot in a shared working environment also influences ergonomics and productivity.



From the previous literature, it is evident that the human operators’ performance can be impacted by HRI. The evaluation of such impacts is carried out by means of different methods, both direct (such as questionnaire [38,39]) and indirect (cardiac response, facial expression, electromyogram, etc. [34]). Some empirical studies used direct and indirect methods together to evaluate the impact of robots on human actions in HRI. The findings are often conflicting. Huber et al. [40] demonstrated that robots influence the behavior of humans in simple tasks as well, such as the ones implying hand movements. Similar results were found by Zhang et al. [41], whose empirical study demonstrated that robots affect humans in some actions, influencing the completion times and trajectories followed. The same results are confirmed by Chen et al. [42], who observed that people changed behavior according to their anticipation of a potential collision with robots during pedestrian motion. On the other hand, the practical findings of the study proposed by Xie et al. [43] highlighted that there is no difference in the behavior of humans when comparing human–human and human–robot activities, even if the participants declare a higher trust in human–human than human–robot activities. Vassallo et al. [44] also observed similar results for pedestrian activity.



Among the indirect methods, operators’ error evaluation during the working tasks can be used as an approach to evaluate HRA in HRI [45,46]. Errors directly influence the productivity of the company because they generate defective items. Morioka and Sakakibara demonstrated that HRI reduces the number of defective items thanks to the precision and repeatability of the robots [47]. As opposed to this, the feelings of anxiety generated by the presence of robots may lead to errors by the operators [48]. Thus, there is, again, a conflicting perspective on the impacts of robots on human behavior and performance. To address this problem, this paper aims to provide insights from an experimental study by comparing the errors made by operators working with and without robots in a cooperative industrial environment.



To the best of the authors’ knowledge, there are no experimental studies aiming to assess the impact of HRI on the number of errors made by the operators. To cover this research gap, an experimental campaign has been developed and conducted through VR systems to reach the objective of the paper.




3. Materials and Methods


An experimental campaign has been conducted for assessing the impact of robots’ presence on human performance by evaluating the number of errors made by the operators in an HRI environment. The experimental campaign has been conducted in a laboratory environment by virtually reproducing a real task of a company working in the aerospace sector.



3.1. Task and Virtual Environment


VR has been used for reproducing the working environment and simulating the task. The task reproduced is an aircraft fuselage panel assembly task and it consists of the application of sealant on a stringer. The task includes several operations to be completed, which involve the use of different tools. For privacy reasons, it is not possible to describe the operations in detail, but a general overview is given in Figure 1, where the main operations of the entire task are represented in the VR environment, and in Table A1 in Appendix A, where the errors made during the task are listed. It is worth noting that the task simulated is the reproduction of a real industrial task and it was not properly created for pursuing the objectives of this paper.



For realizing the virtual simulation, the HTC Vive Pro® system was used, while the software used to build the interactions among objects and human players was Unity®. Figure 2 shows the simulated and real environments.



To guide the participants through the execution of the required task, a panel was created in the simulated working environment to present instructions on the specific activities to perform.



Two different scenarios have been simulated: scenario#1, in which people perform the task in a shared environment while the robot performs another operation, and scenario#2, in which people perform the task without the presence of the robot. The task that the operator has to perform is identical in both the scenarios. Co-existence has been tested in scenario#1, by considering speed and separation monitoring according to the ISO-TS 15066. Co-existence is a type of HRI where humans and robots share the same workspace, but they cannot have physical contact. When the robot approaches the operator, its speed is reduced until stopping when the distance is under a safety threshold. Figure 3 shows a point of view shot of the operator while completing one of his/her tasks. The presence of the robot was noted at different distances from the operator. The robot used for the experiments is the digital reproduction of the one used in the real industrial environment. The model is a Fanuc M20iA.




3.2. Participants


Students from the department of engineering (mainly industrial, aerospace, or mechanical engineering) were recruited for the experiment. Overall, 78 students (33 females, 45 males) volunteered for the experimentation (age, mean = 24.8 years, standard deviation = 3.49 years). The number of students participating in the experiment was high in order to limit some undesired effects, such as the effect of external factors, for example, stress, which may influence the efficiency of the single participant [49].



Participants reported to have no previous experience with robots and have no or very little experience with experiments in virtual environments. However, most participants reported slight familiarity with joystick devices, which were utilized to control the virtual scene. Additionally, no one reported previous experience or knowledge of the task to be performed. None declared to have mobility, sight, or hearing problems.




3.3. Procedure and Experimental Design


The experimental campaign was conducted in a laboratory environment and it was carried out following the rules of the Declaration of Helsinki of 1975 (https://www.wma.net/what-we-do/medical-ethics/declaration-of-helsinki/, (accessed on 10 May 2023)), revised in 2013.



Upon arrival at the laboratory, the context and the setting of the experimental test were introduced, and participants were asked to watch a short video, which trained them on how to interact with VR and how to perform the task (tools that he/she must use and objects of the virtual scene). After that, they were given a copy of the information sheet and they were asked to sign the consent form before starting the experiment. To prevent any potential bias, the purpose of the experiment was not revealed to them during the introduction, and participants were simply told that they would be enrolled in a research study involving VR.



Then, each participant was prepared to interact with VR and assigned to one group (HRI_coex and No_HRI); assignation was random and groups were only balanced by sex. Participants were not informed on which group they belonged; thus, they were not aware of the presence of the robot.



A between-group experiment was conducted so that each person was only exposed to a single condition: group#1 (called “HRI_coex”) performed the assembly task with the presence of the robot (scenario#1), and group#2 (called “No_HRI”) performed the assembly task without the presence of the robot (scenario#2).



Both groups consisted of 39 participants, which were more than sufficient for reaching statistical significance [50,51]. The characteristics of the groups are reported in Table 1.



Experimental conditions were the same across participants. Each participant repeated the task four times without breaks between repetitions. Overall, the test lasted 20 min on average.



After completing the experiment, participants were asked to indicate their opinion on the complexity of the task and their perception on the impact of co-existence on their performance. They were asked to respond to seven questions: six were related to the complexity of the task focused on the specific operations performed during the task, and one was on the perception of the participant about errors made due to the presence of the robot. This last command was only posed to the HRI_coex group. For all the commands, the respondents were asked to indicate their opinion using a 10-point bipolar scale [52], where 1 = “not complex” or “strongly disagree” and 10 = “highly complex” or “strongly agree”. The detailed questions can be found in Table 6.




3.4. Error Assessment and Data Collection


The purpose of this paper is to investigate if the number of errors made during the working tasks is affected by the presence of a robot in a co-existing working task. The errors were then classified into different categories according to the difficulty in performing the task and their consequences on the product quality and lead time. Task difficulty was considered since the most difficult operations were those that could generate errors and compromise the final quality of the product, thus generating economic damage as well. Moreover, each error impacts the lead times of the entire task, thereby also producing negative economic consequences. Errors leading to the highest economic consequences are also the ones generating the highest increment in the lead times. Based on these aspects, a panel of experts working in the aerospace field was involved in a roundtable discussion to identify the kind of errors to investigate. Three categories have been proposed and are listed below:




	
Low-severity errors: Errors considered in this category cause a small increase in the lead times of the entire task, but do not cause any problem to the final quality of the product.



	
Medium-severity errors: Errors considered in this category cause a medium increase in the lead times of the entire task with very limited consequences on the quality of the final product.



	
High-severity errors: Errors considered in this category cause an increase in the lead times of the entire task as well as quality damage that compromise the final quality of the products. Products subject to this type of error should be reworked to make their quality conform to the quality standards.








Twelve types of errors have been identified during the experimental study, including the possibility of not performing any error. Each error is briefly described in Table A1 reported in Appendix A, where errors are coded.



According to this classification, data were collected through real-time direct observations and validated through the videos of the simulated environment recorded during the experiments. The errors were manually assessed by expert analysts (researchers in the operations management field).




3.5. Statistical Analysis


The application of the experimental procedure allowed us to obtain independent observations (data) about the number of errors made by each participant. Such data were primarily used to provide an overview of the results, using descriptive statistics in the form of frequencies. Statistical analyses were then used, whenever appropriate, to check the statistical differences between groups. The first assessment was to verify if data had a normal distribution, which is a requirement for the choice of the test to perform. For such reasons, a Shapiro–Wilk test was carried out. The next analysis focused on assessing the statistical differences between the two groups, considering the number of errors made in the single experiments, with a focus on potential differences between males and females. Finally, the differences between the groups considering only the first and last experiments were statistically evaluated to determine if there is a reduction in the number of errors due to the repetition of the experiments. For such assessments, two-tailed Wilcoxon rank sum tests were carried out based on the results of the Shapiro–Wilk test. All the statistical analyses were conducted using R studio® 2023.





4. Results and Discussion


4.1. Descriptive Statistics


As mentioned previously, the participants were divided into two groups, namely the group performing the task in scenario#1 with the robot (group #1, “HRI_coex”) and the group in scenario#2, without HRI (group #2, “no_HRI”).



Firstly, a qualitative analysis of the errors was performed to highlight the frequency of errors on the total number of operations performed. Figure 4 shows the total frequencies of the errors for the two groups, i.e., the errors made by the two groups in all the experiments.



From this first analysis, the reader can observe that the difference on the number of errors committed is only 0.1% between the two groups (13.6% for HRI_coex group and 13.7% for No_HRI group). A small difference can be found in the type of errors made. In particular, the HRI_coex group has a higher percentage of high-severity errors.



The following Table 2 shows the frequency of the total errors made by the two groups for each of the four experiments.



Additionally, by analyzing the results of Table 2, the difference between the two groups seems to be negligible. One remarkable finding is in the difference between the first and second experiments. In fact, although the HRI_coex group performed less errors during the first experiment, the situation was overturned in the second experiment.




4.2. Statistical Results


Hypothesis tests were performed to evaluate if there are significant differences in the errors made by the two groups. In order to choose the most appropriate hypothesis test, the normality of the data must be verified. For such a reason, the Shapiro–Wilk test was performed. The test demonstrated that the errors are not normally distributed. This can also be qualitatively noted in Figure 5, where the histograms representing the mean number of errors (x-axis) made by each participant (y-axis) of the two groups in the four experiments are represented and compared with the expected normal curve, given the means and the standard deviations of the groups.



Based on the results of the Shapiro–Wilk test, a two-tailed Wilcoxon rank sum test was performed to evaluate if there are significant differences between the two groups, considering both the errors made in the single experiments and the mean of the errors made during the four experiments (Experiment_mean). The Wilcoxon rank sum test is a nonparametric test that can be used to assess if independent samples of data come from the same distribution, even if not normal [53]. In detail, the Wilcoxon rank sum test was used to evaluate if the medians of the two groups come from the same distribution The null and alternative hypotheses, in this paper, are formulated as follows:




	
H0: the median of HRI_coex is equal to the median of No_HRI;



	
H1: the median of HRI_coex is not equal to the median of No_HRI.








Table 3 reports the values of the tests for the four experiments.



The output of the Wilcoxon rank sum test is the same for all the experiments. The p-value is always higher than the α-value; thus, it is not possible to reject the null hypothesis. There is no evidence of a significative difference in the medians of the two groups when considering both the single experiments and the mean of the errors.



This can also be observed in Figure 6, where the boxplots of the two groups are shown.



The boxplots show similar characteristics for the two groups, even if the HRI_coex group shows a number of outliers higher than the No_HRI group, which, instead, presents a higher spread of data. A feasible interpretation of this fact may be that the people of the HRI_coex group seem to pay more attention in the tasks’ execution, but the effect of the presence of the robot has some kind of impact, generating more errors (three outliers, represented by circles in Figure 6) in some cases.



The second analysis performed was aimed to evaluate if there were significant differences between the male and female sexes related to the two groups. Again, a Wilcoxon rank sum test was performed. The hypotheses made were the same H0 and H1 of the previous analysis. The results are reported in Table 4.



In all the experiments considered, it is not possible to reject the null hypothesis. Thus, it is possible to affirm that in all the cases analyzed, the differences in the number of errors between the groups (HRI_coex, No_HRI) occurred by chance alone.



The analysis of the boxplots for the males and females (Figure 7) allows highlighting some differences between them.



For both sexes, the HRI_coex group shows a lower variability than the other. When considering only males (Figure 7a), participants performing the tests with the robot show a median very close to the first quartile. This means that the variance of the errors performed is higher than the median, as opposed to the females (Figure 7b), whose median is closer to the third quartile than the first. In addition to this, it is possible to note that the first and third quartiles are lower for the female (Figure 7b) than males (Figure 7a) and that males present more outliers than the females. Thus, it could be concluded that females seem to pay more attention to task execution than males in case of the presence of robots (HRI_coex). This trend is also confirmed in the case of the No_HRI group, where males show a higher median and higher percentiles than females, even if, in this case, this phenomenon is less evident because of the higher variability of the data highlighted by the boxplots. Finally, by comparing the boxplots of the two groups for the same sex, it is evident that the number of errors has a greater variability for the No_HRI group than the HRI_coex group for both sexes (larger boxes and higher whiskers). Then, once again, this aspect seems to highlight a higher attention paid in the tasks execution by the HRI_coex group.



A Wilcoxon rank sum test was also performed to compare the two groups on a specific activity during the task. The activity is related to the deburring of the panel and it is the only activity in which the participant was oriented with the eyes in the direction of the robot. Although the total number of errors during the four experiments was greater for the HRI_coex group (43 vs. 37), the Wilcoxon rank-sum test does not allow rejecting the null hypothesis (W statistic= 851, p-value = 0.602, α-value = 0.05). Additionally, in this case, it is possible to affirm that the presence of the robot does not significantly affect the number of errors made by the participants.



The last statistical analysis carried out was aimed at evaluating If there are significant differences within the same group on the number of errors made in the first and last experiments. A Wilcoxon rank sum test was performed again, this time with the assumption that a learning phenomenon applies to both groups and, consequently, that the number of errors made in the first and last experiments would be significantly different. The results of the tests are shown in Table 5.



For both groups, the p-value is lower than the α-value, indicating that the null hypothesis should be rejected and the difference in the medians is significant between the first and fourth experiments. Thus, for both groups, a learning phenomenon is verified, even if the higher p-value of the HRI_coex may lead to the conclusion that the HRI_coex group had a learning phase less marked than the No_HRI group. This thesis is also supported by the results reported in Table 2, which were determined by observing the number of errors made by the groups in the first and second experiments, whereby, even though the HRI_coex group performed less errors during the first experiment, the situation was overturned in the following experiments, thus confirming that the learning phase for the HRI_coex group is less marked than the No_HRI group.



An assessment was finally carried out to qualitatively evaluate the perception of participants regarding the complexity of the tasks performed and the perceived impact of the robot. Table 6 reports the questions submitted to the participants, while the results of this assessment are reported in Table 7.



Firstly, it can be observed that both groups had a similar perception on the complexity of the single operations within the task. Thus, it can be concluded that the robot does not have any influence on the perception of the complexity, as expected. According to the participants, all the operations have a low degree of complexity. This confirms the results of Table 2, which highlighted that the majority of the operations were carried out without making any error. The operation of deburring (Question#3), which was the only one with a high severity level and the one which recorded the highest number of errors, was considered not complex, highlighting that participants had no real perception of the errors made during the experiment. Moreover, the participants of the HRI_coex group strongly disagree on the fact that the presence of a robot leads to making a higher number of errors (Question#7). This is a further confirmation of the previous statistical analysis, which highlighted that there are no significant differences between the groups in the number of errors performed.




4.3. Discussion


The results achieved by this case study contribute to the theory in different ways. It was demonstrated that the presence of robots does not generate statistical differences in the human performance. In fact, no significant difference was observed in the number of errors made between the group working in a co-existing environment with robots and the group working without the robot in any of the statistical tests carried out. This is in line with a part of the current literature, such as works by Xie et al. [43] and Vassallo et al. [44], who noticed no difference in HRI and non-HRI activities. Most of the literature argued that an influence is created by the presence of the robot in a working environment [40,41,42]. The difference between the results of the present study and the other contrasting studies can be explained by the monitored parameters in the papers. In fact, the parameter monitored in the present study is the total number of errors made by two groups and it was empirically observed by observing the real-time experiments and the recorded video. In contrast with the study of Huber et al. [40], who used a very precise motion-tracking system that was able to detect very small differences between participant groups, and that of other papers, which used very sophisticated devices capable to detect very small differences between the monitored physiological parameters of participant groups [34], this paper evaluated a macroscopical parameter (the number of errors) to assess the impact of the presence of the robot on human performance during working tasks. For the reader, it will be easy to understand that monitoring very precise parameters allowed us to better evaluate possible differences between the groups. Our statistical analysis was also confirmed by the participants’ answers to a small questionnaire that was submitted to them after the experiments. The qualitative analyses of the answers highlighted that the perception of the complexity of the operations was not affected by the presence of the robot. Moreover, the participants of the HRI_coex group declared that they did not even perceive the robot as a source of nuisance that may have led to increase the number of errors made during the task. However, some small differences between the behaviors of the two groups are also hypothesized in this paper based on some general results. By analyzing the boxplots (Figure 6 and Figure 7), the smaller height of the boxes and the greater number of outliers for the HRI_coex group seem to indicate that greater attention was involved in carrying out the experiments by this group. This could be explained by the presence of the robot, which has the impact of creating feelings of anxiety or stress, making people more focused on the task they are executing. This is in line with what many authors affirmed on the mental stress caused by HRI. The review by Lu et al. [34] demonstrated that psychological factors may affect the behavior and the performance of human operators working in HRI environments. A further demonstration of this is given by the last analysis performed in the previous section, aimed to demonstrate that learning experiences are different in the two groups analyzed. The results showed that, although both groups had a learning experience during the repetition of the experiments, the learning experience of the HRI_coex group was less marked than the No_HRI group. Thus, once again, it seems that the presence of the robot has an impact on the feelings of the participants in the experiments.





5. Conclusions


The present study aimed to evaluate the influence of the presence of a robot in a HRI task performed in an industrial environment. An empirical assessment was carried out for this purpose. A task regarding the assembly of aeronautical parts was simulated in a VR environment and participants were asked to complete the task. Half of the participants performed the test in a co-existing environment with a robot (HRI_coex), half without the robot (No_HRI). The parameter monitored to assess the differences between the groups was the number of errors performed during the execution of the task. The results of the experiment highlight that there are no statistically significant differences between the two groups, even if some considerations can be concluded by investigating the results: the HRI_coex group seems to have been more focused and to have paid more attention to the correct execution of the task. Similar results were observed also by considering the results of male and female participants for the two groups.



This paper has some limitations. Only the number of errors was used as the monitored parameter to assess differences between the groups. It was not considered to evaluate the feelings of the people, which can be assessed through a questionnaire, or the physiological factors by means of specific devices measuring, for example, oxygen intake or the heart rate. Moreover, parameters related to the task, such as the time needed by each participant to accomplish the single experiment, were not considered in this paper. This parameter may be very important because it can provide significant insights on the learning rate for HRI tasks in a virtual environment. In fact, by analyzing the different times employed by participants for each repetition of the task, the learning curves for this type of task could be retrieved. Future developments of this paper will aim to cover these gaps. Moreover, this paper does not consider collaboration, but only co-existence. Future works will consider cooperative tasks to assess the effects of robots on human performance during cooperation, where a physical contact between human and robot is possible.
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Table A1. Table of errors made by the participants during the experiments.
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	Type of Error
	Error Code
	Severity Level





	No errors committed during the task
	E0
	-



	Error in the removal of panel’s pop rivets
	E1
	Low



	Error in the positioning of the tool for pop rivets’ removal after usage
	E2
	Medium



	Error in the removal of a panel’s stringer
	E3
	Low



	Error in the positioning of the panel’s stringer on the work table
	E4
	Low



	Error in the operation of deburring
	E5
	High



	Error in the positioning of the deburring tool after usage
	E6
	Medium



	Error in positioning the sealant application tool after usage
	E7
	Low



	Error in releasing the stringer during the transportation to the panel
	E8
	Medium



	Error in positioning the stringer on the panel
	E9
	Medium



	Error during the grasp of elements supporting the stringer
	E10
	Low



	Error in positioning the elements supporting the stringer
	E11
	Low
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Figure 1. Representation of the task in the VR environment. 
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Figure 2. Representation of the virtual and real environments. 
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Figure 3. Point of view shot of the robot in the simulated environment. 
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Figure 4. Frequencies of the errors for the groups. 
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Figure 5. Histograms of the errors of the groups. 
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Figure 6. Boxplots of the two groups. 
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Figure 7. Boxplots of the males (a) and females (b) errors for the two groups. 
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Table 1. Characteristics of the two groups.
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	HRI_coex
	No_HRI





	Number of male participants
	23
	22



	Number of female participants
	16
	17



	Mean age of participants (years)
	24.5
	25.1



	Standard deviation of age (years)
	3.49
	3.49
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Table 2. Characteristics of the two groups.
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	HRI_coex
	No_HRI





	First experiment
	
	



	Number of operations without errors
	191
	186



	Number of operations with low-severity errors
	19
	28



	Number of operations with medium-severity errors
	19
	19



	Number of operations with high-severity errors
	11
	7



	Second experiment
	
	



	Number of operations without errors
	201
	211



	Number of operations with low-severity errors
	15
	12



	Number of operations with medium-severity errors
	11
	7



	Number of operations with high-severity errors
	13
	10



	Third experiment
	
	



	Number of operations without errors
	210
	210



	Number of operations with low-severity errors
	17
	13



	Number of operations with medium-severity errors
	5
	8



	Number of operations with high-severity errors
	8
	9



	Fourth experiment
	
	



	Number of operations without errors
	217
	219



	Number of operations with low-severity errors
	4
	8



	Number of operations with medium-severity errors
	8
	5



	Number of operations with high-severity errors
	11
	8
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Table 3. Results of the Wilcoxon rank sum test.
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	Wilcoxon Statistic
	p-Value
	α-Value





	Experiment 1
	729.5
	0.482
	0.05



	Experiment 2
	866.5
	0.497
	0.05



	Experiment 3
	852
	0.913
	0.05



	Experiment 4
	783
	0.858
	0.05



	Experiment_mean
	765.5
	0.741
	0.05
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Table 4. Results of the Wilcoxon rank sum test for males and females.
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MALES

	
FEMALES

	




	

	
Wilcoxon Statistic

	
p-Value

	
Wilcoxon Statistic

	
p-Value

	
α-Value






	
Experiment 1

	
198.5

	
0.309

	
162.5

	
0.947

	
0.05




	
Experiment 2

	
247.0

	
0.871

	
194.5

	
0.236

	
0.05




	
Experiment 3

	
238.5

	
0.980

	
140

	
0.482

	
0.05




	
Experiment 4

	
196

	
0.261

	
181

	
0.433

	
0.05




	
Experiment_mean

	
198.5

	
0.327

	
173

	
0.688

	
0.05
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Table 5. Results of the Wilcoxon rank sum test for evaluating differences between the first and fourth experiments.
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	Wilcoxon Statistic
	p-Value
	α-Value





	HRI_coex
	1108.5
	0.0016
	0.05



	No_HRI
	1151.0
	0.0003
	0.05
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Table 6. Questions submitted to the participants after the experiments.
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	Questions





	#1 Express the complexity level of the operation “pop rivets removal”.



	#2 Express the complexity level of the operation “stringer removal”.



	#3 Express the complexity level of the operation “deburring execution”.



	#4 Express the complexity level of the operation “sealant application”.



	#5 Express the complexity level of the operation “stringer positioning”.



	#6 Express the complexity level of the operation “positioning the elements supporting the stringer”.



	#7 Express how much you agree with the following sentence: “the presence of robot leads making a high number of errors”.
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Table 7. Results of the assessment on the complexity of the task and the perception of robot influence on the errors.
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Question No.

	
Score Range

	
Results




	

	

	
Mean

	
Standard Deviation




	

	

	
HRI_coex

	
No-HRI

	
HRI_coex

	
No-HRI






	
#1

	
0 (not complex) 10

(highly complex)

	
0.76

	
0.74

	
2.21

	
1.96




	
#2

	
0 (not complex) 10

(highly complex)

	
2.57

	
2.71

	
2.16

	
2.37




	
#3

	
0 (not complex) 10

(highly complex)

	
1.28

	
1.23

	
2.23

	
2.33




	
#4

	
0 (not complex) 10

(highly complex)

	
0.73

	
0.95

	
2.13

	
2.30




	
#5

	
0 (not complex) 10

(highly complex)

	
1.97

	
1.95

	
2.34

	
2.53




	
#6

	
0 (not complex) 10

(highly complex)

	
2.07

	
1.38

	
2.63

	
2.26




	
#7

	
0 (strongly disagree) 10

(strongly agree)

	
1.90

	
NA

	
2.11

	
NA
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