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Abstract

:

Pipeline integrity and safety depend on the detection and prediction of stress corrosion cracking (SCC) and other defects. In oil and gas pipeline systems, a variety of corrosion-monitoring techniques are used. The observed data exhibit characteristics of nonlinearity, multidimensionality, and noise. Hence, data-driven modeling techniques have been widely utilized. To accomplish intelligent corrosion prediction and enhance corrosion control, machine learning (ML)-based approaches have been developed. Some published papers related to SCC have discussed ML techniques and their applications, but none of the works has shown the real ability of ML to detect or predict SCC in energy pipelines, though fewer researchers have tested their models to prove them under controlled environments in laboratories, which is completely different from real work environments in the field. Looking at the current research status, the authors believe that there is a need to explore the best technologies and modeling approaches and to identify clear gaps; a critical review is, therefore, required. The objective of this study is to assess the current status of machine learning’s applications in SCC detection, identify current research gaps, and indicate future directions from a scientific research and application point of view. This review will highlight the limitations and challenges of employing machine learning for SCC prediction and also discuss the importance of incorporating domain knowledge and expert inputs to enhance the accuracy and reliability of predictions. Finally, a framework is proposed to demonstrate the process of the application of ML to condition assessments of energy pipelines.
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1. Introduction


Oil and gas are important resources that power more than 50% of the world’s energy today [1]. Pipelines are one of the most important energy transportation arteries. The total length of global oil and gas trunk pipelines is estimated at 2.15 million km in 2023 and is expected to grow by more than 5% by 2027. Among different pipeline systems, gas pipelines are the most vital. Their service lives can be considerably shortened by corrosion and high operating pressures [2,3]. As shown in Figure 1, there are many potential threats to pipeline integrity [4]; corrosion is the main factor in controlling the life of the asset, at an estimated replacement cost of USD 643,800 per km (USD 1,117,000 per mi). The asset replacement value of the transmission pipeline system in the United States is USD 541 billion; consequently, a sizable investment is at risk. The projected average yearly expense of corrosion is USD 7.0 billion, which may be subdivided into the cost of capital (38%) and the costs associated with operation and maintenance (52%), as well as breakdowns (10 percent). The World Corrosion Organization (WCO) and the National Association of Corrosion Engineers (NACE) estimate that the yearly cost of corrosion worldwide is around USD 2.5 trillion (3.4% of the GDP of developed countries), which includes both direct and indirect costs [5,6]. The global market for corrosion monitoring, which was valued at USD 280.8 million in 2022, is anticipated to increase to USD 564.1 million by 2030, expanding at a CAGR of 9.1% from 2022 to 2030 [7].



Based on the description above, one can see that corrosion detection and control has become one of the most important tasks in energy pipeline integrity management. There are many techniques and approaches that have been developed in this field. Among them, the approaches based on machine learning techniques have gained new momentum in the past ten years because of more condition-monitoring data recorded. Many machine learning algorithms are frequently employed by contemporary technology companies. These machine learning algorithms have a wide range of potential applications in various academic and professional contexts. Although machine learning has been steadily integrated into corrosion studies, the benefit gained from advances in Big Data technology is small [8]. Supervised machine learning algorithms are mostly used to recognize corrosion [9]. Machine learning techniques help to make use of information about environmental factors that influence corrosion, including ambient temperature and humidity, process factors like pH; stream temperature and pressure; and material factors like the type of material and material thickness, process unit dimensions, corrosion protections already in place, and visual conditions. A substantial amount of high-quality training (and validation) data is necessary for accurate and trustworthy modeling [10].



The focus of SCC research has been on improving accuracy through better modeling methodology development and the application of simulation results with increased relevance to the field conditions that result in the SCC of pipeline steels [11]. The following two crucial conditions must be met in order for the modeling and prediction of SCC in pipeline steels to be accurate:




	(a)

	
The effectiveness of modeling methodologies or techniques in accurately capturing the results of simulation attempts, either experimental or numerical, that are intended to simulate the field occurrence of SCC in pipeline steels;




	(b)

	
The actual applicability of simulation attempts to the actual environmental factors that lead to SCC in pipeline steels [11,12].









Alamri [13] provided an overview of the use of machine learning in SCC risk assessment. However, their review did not present any real field example or case study that shows the factual application of machine learning to detect SCC in oil and gas pipelines. Jiang [14] published a thesis proposing a novel method of automatically determining the probability of SCC occurrences; he covered a high-level overview with no field data examples. Using a back-propagation artificial neural network (BP ANN), Ren et al. [15] estimated the internal corrosion rate of underground natural gas pipelines. This work concluded that a BP ANN can forecast the flow rate of a natural gas pipeline, and the model displayed outstanding convergence ability; however, this research work did not present any real example where a BP ANN model was used to detect SCC in oil and gas pipelines. Soomro et al. [16] provided a review of the use of artificial neural networks, support vector machines, and hybrid models in the integrity assessment of corroded oil and gas pipelines. They [16] emphasized that a lack of corrosion data is the most obvious issue with the suggested machine learning models for corrosion prediction. This shows that practically applying machine learning techniques for corrosion prediction in energy pipelines is still a major challenge that needs a good review to address these fundamental issues.



Researchers are dedicated to developing pipeline corrosion models based on multidisciplinary knowledge to effectively anticipate the development of pipeline corrosion [17,18,19,20,21,22,23,24,25]. These models were first developed using empirical or quantitative statistics to derive correlations, and when more variables and chemical pathways were added, the models became increasingly complex. A recent critical analysis of the assessment of pipeline external and interior corrosion defects using modern multi-physics models was published by Qin and Cheng [26]. Zakikhani et al. [27] also released a detailed evaluation of failure prediction models for oil and gas pipelines. However, these two recent papers do not have any field data testing to show the real value of machine learning in the oil and gas sector.



Based on our knowledge, machine learning techniques hardly gain useful value if applied to energy pipeline integrity management, including risk assessment and SCC predictions. The published review articles elaborate more on machine learning techniques, including models and algorithms. Most of the research work in published articles has been based on laboratory experimental data in controlled experimental environments. These conditions, however, are hardly met in practice in managing pipeline operations. The achieved outcomes could be useful for understanding the mechanisms of SCC and the impacts of relevant factors on the growth of SCC in a qualitative manner but not in a quantitative way because of a lack of the data required to train machine learning models.



Some articles mention that machine learning techniques are applied to gas pipelines; however, to the best of the authors’ knowledge, there is no real example or company that has implemented machine learning techniques to detect corrosion or other damage mechanisms. Although machine learning is a hot topic these days in the oil and gas sector and will remain the main topic for researchers in coming years, substantial research work is required to help industry engineers/managers understand how it can add value to their businesses and predict corrosion issues in advance; this question has yet to be answered by the researchers.



This study seeks to provide a thorough review of corrosion prediction models. It expects to show how these models are utilized in practice, which will provide a broad perspective on the field’s development and possible future research directions. The second purpose of this paper is to discuss machine learning techniques to predict SCC in energy pipelines. The current status and challenges in the application of machine learning will be identified, and future research and development directions will be indicated. Given the above, the remainder of this paper is organized as follows:



Section 2 introduces the methodological framework for this review, the literature search strategy, and a brief analysis of the found and selected literature.



Section 3 provides a literature review in detail.



Section 4 talks about future research and application opportunities using machine learning to detect SCC in the pipeline industry.



Section 5 presents the review findings and the conclusion of this paper.




2. Methodology and Analysis


2.1. Research Framework


The research in this study utilizes a methodological framework derived from the works of Ngai et al. and Rachman et al. [28,29]. This framework comprises three crucial stages covering research definition, research methodology, and research analysis (shown in Figure 2). Each level is expounded upon in the subsequent sub-sections.




2.2. Research Definition


The research definition phase aims to define and formulate the research area, research goal, and research scope [28,29]. As mentioned earlier, this review will discuss the application of machine learning to the prediction of SCC in pipelines. The research goal is to provide a comprehensive picture of machine learning applications to assist energy pipeline companies in predicting SCC in advance to control unwanted downtimes, to help in the accumulation of knowledge in this area, and to suggest guidelines for future research. The review intends to answer the following research questions (RQs):




	RQ 1:

	
What are the true values identified by the published work?




	RQ 2:

	
What are the new ways identified to use machine learning techniques?




	RQ 3:

	
What is machine learning’s application status in the oil and gas sector?




	RQ 4:

	
What are the main challenges of adopting machine learning tools for energy pipeline condition assessment?









After the review questions are defined, the next step of this review work is to identify the relevant databases needed [30]. A detailed literature review is conducted to identify the application of machine learning (ML) to predicting SCC in energy pipelines. Research analyses include reading and evaluating the selected papers and publications to synthesize the current body of knowledge, answer the research questions, and suggest directions for further study.




2.3. Search Strategy


A search strategy is formulated in a systematic literature review, where keywords need to be determined for searching academic papers in electronic databases [31]. Seers [32] stated that the search strategy should be specific, clear, and based on the set inclusion and exclusion criteria to find most of the appropriate academic articles from the selected electronic databases.



Our literature review covers articles published from the year 2000 to the year 2023. We apply the method outlined in Table 1 to investigate the existing literature [33].



To achieve this objective, many strategies may be employed to ensure a well-defined and precise search strategy design, including the utilization of Boolean operations. Boolean operators enable us to locate certain publications by utilizing a combination of keywords. By combining keywords with logical operators such as “AND”, “OR”, and “NOT”, a diverse array of outcomes can be obtained. The search procedure involves querying electronic databases using titles and keywords that were specified within search strings as follows:



	(“Machine Learning” <OR> “Machine Learning Application”)



	[AND]



	(“Oil and Gas” <OR> “Energy Industry” <OR> “Energy”)



	[AND]



	(“Stress Corrosion Cracking” <OR> “SCC”)



	[AND]



	(“Prediction Techniques” <OR> “SCC Prediction” <OR> “Pipeline Condition Assessment”)



	[AND]



	(“Non-Destructive Testing” <OR> “Pipeline Integrity Management” <OR> “Integrity Management”)








The research on the application of machine learning to predicting SCC in energy pipelines has a multidisciplinary nature, which means that the relevant articles are scattered across various journals and conferences. Hence, the search was not targeted to specific types of journals. The reference management software EndNote (https://endnote.com (accessed on 22 July 2023)) was used to manage the searched publications.




2.4. Analysis of Publications


By using the keyword search, a total of 1150+ publications were found. Some of these publications might merely mention machine learning, without going into details about machine learning research or its application to the detection of pipeline corrosion like SCC and pipeline integrity management. Using Voyant Tools (v.2.6.10) [33,34,35], we recognized irrelevant articles and deleted them from our selected research paper list. Finally, utilizing the paper’s abstract, introduction, and conclusion, a manual examination of the resulting list of publications was conducted. There were 28 publication items left after this manual filtering. The articles were then sorted into two distinct categories as follows:



Publication types:



Figure 3 presents publication types: theses, conference articles, and review papers.



Publication years:



Figure 4 shows the annual number of publications found. It partly shows the increasing interest of the oil and gas industry in the adoption of modeling techniques to understand the current conditions of energy pipelines.





3. Critical Research and Analysis


3.1. Stress Corrosion Cracking (SCC) Failure Events


When energy pipelines operate within the atmosphere, corrosion erodes the metal’s surface through a chemical or electrochemical reaction or environmental effects. The environment, other chemical attacks from the environment, or even contact with liquid metals can all cause some degree of corrosion in pipelines. For example, SCC is one of the environmental corrosion types commonly seen in energy pipelines. SCC refers to the cracking of a material under the combined influence of tensile stress and a corrosive environment. It can lead to catastrophic failures, pose a threat to both human safety and the environment, and have a heavy repair cost.



A series of SCC failures occurred on the Lakehead Pipeline system in Canada back in 1970, which raised awareness about the susceptibility of pipelines to SCC, especially in regions with high levels of hydrogen sulfide (H2S) present in the transported oil or gas. In 1977, the Trans-Alaska Pipeline System experienced a significant SCC event near Coldfoot, Alaska. The pipeline suffered multiple ruptures because of SCC, resulting in oil spills and a shutdown of the pipeline. SCC failures on the TransCanada (now TC Energy)-operated Keystone Pipeline occurred in North Dakota, USA, in 2007, which caused a substantial oil spill. In 2016, three North American pipeline incidents led to the leaking and spilling of more than 2000 metric tons of gas and oil [36,37]. More than 50% of failures on gas pipelines are due to SCC [38]. Upon examining a 24-inch gas transmission pipeline accident that happened in Louisiana in 1965, SCC was found to be the cause of the rupture [39]. A gas pipeline explosion in Kaohsiung, Taiwan, in 2014 left 32 people dead and 321 others injured. An oil pipeline explosion that occurred in Qingdao, China, in November 2013 resulted in 136 injuries and 62 fatalities. The failure was caused by dynamic stress. The Enbridge Line 5 pipeline, which transports oil and natural gas liquids between the United States and Canada, failed because of SCC in 2020.




3.2. Statistics of Corrosion Incidents and Factors Leading to SCC in Energy Pipelines


According to statistics, about 33 of the reported cases of hazardous gas transmission incidents are caused by corrosion. According to the Pipeline and Hazardous Materials Safety Administration (PHMSA) database, 61% of natural gas transmission and gathering pipeline accidents during the past 30 years were caused by internal corrosion [40,41,42]. Common forms of corrosion in transmission gas pipelines are as follows:




	
Uniform corrosion;



	
Pitting corrosion;



	
Cavitation and erosion–corrosion;



	
Stray current corrosion;



	
Microbiologically influenced corrosion;



	
Stress corrosion cracking (SCC);



	
Selective seam corrosion (SSC).








SCC in steel for oil and gas pipelines is a very complex and challenging phenomenon. Gas pipeline metal loss due to corrosion is the largest threat to pipeline integrity as it is hard to detect. Corrosion constitutes the first three threats to liquid and gas pipeline systems, as highlighted in [43,44,45]. There are many factors that contribute to SCC failures in energy pipelines; a few of them are listed below:




	
Metal metallurgy;



	
Metal physical properties;



	
Manufacturing process;



	
Process and operating conditions;



	
Protecting coating conditions;



	
Soil conditions.








Factors like moisture, ground temperature, soil resistivity, environmental factors, materials properties, stress, fluids in the pipeline, and pipe-to-soil potential are some of the reasons for SCC in pipelines. Jamil et al. [46] reported microscopic studies using scanning electron microscopy (SEM) that showed aggressive corrosion product morphologies due to the reaction of the surface of substrates with corrosive agents present in the atmosphere. Shabarchin et al. [47] developed a flexible approach that incorporates analytical models (based on the system’s physical properties) to assess internal corrosion in oil and gas pipelines.




3.3. Stress Corrosion Cracking (SCC) Susceptibility Parameters


Corrosion and SCC were two of the most likely causes of the two tragedies mentioned in [48]. According to the literature, high-pH SCC has been found in pipelines in the USA, Australia, Iran, Italy, Pakistan, Iraq, and Saudi Arabia. On the other hand, the northern USA, Canada, and Russia are known to have experienced near- or low-pH SCC [44].



Most pipelines are buried. Even if they are well maintained and protected, SCC may occur because of environmental changes, external or third-party damage, coating failure, inherent material defects, soil movements, etc., as shown in Figure 5 [44].




3.4. Stress Corrosion Cracking (SCC) Management Program


The nine key action blocks that make up a typical SCC management program as shown in [49] are as follows:




	(1)

	
Evaluation of pipe segment susceptibility;




	(2)

	
Investigating the presence of SCC;




	(3)

	
Determining the time between SCC susceptibility assessments;




	(4)

	
Determining the SCC’s severity level;




	(5)

	
Establishing and using a safe operating pressure for each pipe segment;




	(6)

	
Making plans and putting them into action to mitigate risk;




	(7)

	
Examining and assessing mitigation measures;




	(8)

	
Recording, education, and reporting;




	(9)

	
Condition monitoring.









The ROSEN Group has also proposed a framework to manage SCC [50]; see Figure 6. This crack management framework offers a logical and organized strategy that concentrates attention on important problems and locations. To completely comprehend the likely source and morphology of each instance of SCC and to assess the magnitude of these significant faults to assure safe operation, all relevant data are combined and used. To help focus on in-line inspection (ILI) data evaluation efforts and maximize upcoming integrity management action, a pipeline must be divided into segments with similar SCC risks because not all parts of a pipeline are equally susceptible to SCC. In order to segment pipelines effectively, it is necessary to incorporate a wealth of data, including information on the pipeline’s original design, coating, building techniques, topographical representations like those found in Google EarthTM, soil information, and rainfall statistics. In-line inspection reports are then merged with these data because SCC may be related to stress-raising factors like dents, corrosion, and places with bending strains.




3.5. Stress Corrosion Cracking (SCC) Detection Techniques


In pipelines, when considering threats, many barriers can be constructed to ensure a threat never causes an incident in a piping system. One of the issues that pipeline and corrosion engineers confront today is how to identify and forecast the incidence of SCC. SCC is one of the most dangerous kinds of damage to energy pipelines that occur without any obvious signs. When it comes to corrosion detection and corrosion rates, inspection and monitoring are crucial factors in assuring asset integrity and management [51]. For example, by using a high-frequency surface coil, eddy current testing (ECT) can be utilized to detect SCC in energy pipelines [52,53]. Some other monitoring techniques are listed in Table 2 for detecting SCC [54].





 





Table 2. Stress corrosion cracking (SCC) detection techniques.






Table 2. Stress corrosion cracking (SCC) detection techniques.





	Detection Method
	Brief Details





	Linear polarization

resistance (LPR)
	This method quantifies the electrochemical resistance of a corroding metal working electrode in close proximity to its open circuit potential. The process entails the polarization of a voltage range of ±10 mV relative to the corrosion potential [55,56].



	In-line inspection

(ILI)
	ILI tools, commonly known as “smart pigs”, are devices that are inserted into the pipeline and travel with the product flow. They use various technologies such as magnetic flux leakage (MFL) or ultrasonic sensors to detect anomalies, including SCC, within the pipeline. These tools provide a comprehensive assessment of the pipeline’s condition [57].

Currently, there are two primary methods used for crack detection: ultrasonic testing and test using electromagnetic acoustic transducers (EMATs) [58]. They are readily accessible for the on-line inspection of SCC in commercial settings.

Further ILI technologies can be seen in Figure 7, and their merits and demerits are in Table 3 [49].



	Electrochemical noise

(EN)
	This technique continually monitors corrosion potential and variations in current. It is utilized to acquire corrosion current by measuring noise resistance [59].



	Acoustic emission

(AE)
	AE monitoring involves detecting and analyzing the high-frequency acoustic signals emitted by crack growth or propagation. It can provide real-time information on the occurrence and progression of SCC [60]. AE sensors are placed on the pipeline, and any acoustic emissions resulting from crack activity are captured and analyzed [61].



	Electromagnetic

testing
	Electromagnetic techniques, such as eddy current testing (ECT) and magnetic particle inspection (MPI), can be employed to detect SCC [62]. ECT utilizes electromagnetic induction to detect surface and near-surface cracks, while MPI uses magnetic fields and iron particles to locate cracks or defects that are magnetically visible.



	Ultrasonic testing

(UT)
	UT uses high-frequency sound waves to detect internal defects or cracks in the pipeline. It involves transmitting ultrasonic waves into the material and analyzing the reflected waves to identify any indications of SCC [63]. UT can be performed on both the external and internal surfaces of the pipeline.



	Cyclic potentiodynamic

polarization
	This process entails applying an over-potential greater than the corrosion potential toward the noble side until a current of 5 mA is reached. Then, the potential is reversed until the corrosion potential is achieved [64].



	Radiographic testing

(RT)
	RT uses X-rays or gamma rays to detect internal defects in the pipeline. It involves passing the radiation through the material and capturing the transmitted radiation on a film or detector. Any cracks or indications of SCC can be identified by examining the resulting radiographic image [65].



	Electrochemical impedance spectroscopy (EIS)
	This process entails the use of an alternating current (AC) potential with a magnitude of ±10 mV around the corrosion potential. This is achieved throughout a broad range of frequencies, generally spanning 0.1 to 106 Hz. The purpose of this is to obtain the corrosion current [64].



	Electromagnetic acoustic transducer (EMAT)
	The electromagnetic acoustic transducer (EMAT) is a modern non-destructive testing (NDT) device employed in in-line inspection (ILI) equipment to detect SCC in gas pipelines [66]. EMATs operate by utilizing a magnetic field to create an ultrasonic compression wave on the inner surface of the pipe wall [67].



	Hydrostatic testing
	Hydrostatic testing is a method employed to detect SCC in pipelines. When conducted correctly, this approach ensures that any significant flaws present during the test are discovered. Hydrostatic testing is a frequently employed technique to ensure the preservation of pipeline integrity in the presence of developing flaws, such as pitting corrosion, fatigue, corrosion fatigue, or SCC [68,69].



	Magnetic flux leakage
	Magnetic flux leakage (MFL) is a non-destructive testing (NDT) method employed for the identification of SCC. A high-strength magnet is employed to magnetize the steel in areas prone to corrosion or potential metal degradation. This method has been employed to identify corrosion flaws, fractures, and mechanical impairments [44].








ILI Technologies Used to Detect SCC


The integrity of a pipeline with regard to SCC can be checked using a variety of “tools” available to pipeline operators. Finding and removing all critical and near-critical SCC problems throughout an entire pipeline length can only be achieved via hydro-testing. Similar to excavations, exposed exterior SCC features can be found and removed during excavations using 100% in-the-ditch NDE examination. Unfortunately, both options have significant technical and cost limitations. Below, Figure 7 lists ILI technologies that most pipeline owners use to detect SCC.
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Figure 7. ILI technologies used to detect SCC. 
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Table 3 summarizes the existing ILI technologies for crack detection [49].





 





Table 3. Summary of in-line inspection (ILI) technologies for crack detection.
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Technology

	
Pros

	
Cons

	
Run in Operating




	
Oil

	
Gas






	
Shear Wave (Liquid-coupled) Ultrasound

	

	▪

	
Most proven detection.




	▪

	
Description and sizing capabilities







	

	▪

	
Requires liquid slug to run in a gas line.







	
No

	
Yes




	
EMAT

	

	▪

	
Run in either liquid or gas lines with higher resolution than LWUT.




	▪

	
Reliability, detectability, and discrimination issues will be improved as technology matures.







	

	▪

	
Mechanical and reliability issues.




	▪

	
Discrimination and detectability performance are not as good as traditional shear wave tools.







	
Yes

	
Yes




	
FMFL

	

	▪

	
Proven technology for metal loss and “wide”-opening axial defects.




	▪

	
Range of 350 km+.




	▪

	
Secondary detection of corrosion and dents.







	

	▪

	
Only detects wide-opening axial defects—unreliable for detecting or sizing tight SCC cracks.







	
Yes

	
Yes




	
LWUT

	

	▪

	
Most operational kilometers in gas pipelines. Gas-bypass speed control is available. Tool reliability is good.







	

	▪

	
Lower resolution than traditional shear wave ILI. Signal/noise and discrimination issues.







	
Yes

	
Yes




	
New Technologies

	

	▪

	
Evolving technologies and improvements to electronics, memory, and interpretation algorithms will result in new tools and improvements to existing technologies.







	

	▪

	
Crack tool development is expensive and complex.







	
Yes

	
Yes




	
SEEC (Self-Excited Eddy Current)

	

	▪

	
Does not require a liquid medium.




	▪

	
Can effectively manage higher pipeline product speeds.







	

	▪

	
New technology is currently being proven.







	
Yes

	
Yes











3.6. Machine Learning (ML)


On the estimation of corrosion defect growth, this area still needs good research to identify reliable solutions. Researchers still lack consensus regarding the patterns and anticipated timing of the growth of corrosion defects. These uncertainties have led some academics to turn to artificial intelligence as a practical technique for determining the corrosion behavior of pipelines. The rate of metal corrosion is a major factor in determining the actual service life of energy pipelines. To increase the service life of pipelines, it has, therefore, always been effective to monitor how aggressively soils corrode before developing the technology necessary to lessen and inhibit the development of corrosion processes [70]. In recent years, there has been a lot of interest in using advanced technologies like machine learning (ML) and other artificial intelligence (AI) techniques to solve complicated issues and offer insights that would otherwise be impossible [9,13,71,72]. Artificial intelligence techniques will continue to gain wide applications in energy pipeline integrity management with more focus on asset condition assessment and prediction [73].



According to Michie et al. [74], machine learning is typically understood to include automatic computer processes based on logical or binary operations that learn a task from a set of instances. Building computer systems that automatically become better in use and incorporate a learning process is known as machine learning [75]. Big Data analytics is rapidly becoming one of the most important chapters in the oil and gas industry. It is all about handling and processing massive amounts of data to boost operating performance, improve decision making, and reduce workplace risks [33]. Machine learning (ML) has caused this area to make a conceptual leap in the age of huge materials data [10,76], especially in energy storage applications [10,77,78,79].



The presence or absence of personal intervention in raw data, such as the provision of rewards, detailed feedback, and labels, determines many types of machine learning models.



Using machine learning algorithms to analyze data is the primary goal of machine learning.



Utilizing machine learning can enhance the effectiveness of a work containing a lot of data without the requirement for manual input from a human. Strong machine learning techniques can be applied globally to increase the output of experts in data science, especially in pipeline integrity management and predicting SCC. Four types of machine learning have been used to develop different models [80], as shown in Table 4. Figure 8 categorizes various techniques applied to supervised, unsupervised, and reinforcement learning.




3.7. SCC Prediction through Machine Learning


SCC is one of the most dangerous sorts of failures since it is difficult to predict it before it happens. For the creation of a model used to forecast the integrity of energy pipes, a few modeling methodologies have been extensively used [81]; the majority of models, however, are still consistently conservative and lack the generalization ability to understand pipeline integrity or detect corrosion. These include hybrid models, machine learning models, probabilistic models, and deterministic models [82]. However, none of these models can predict corroded pipeline reliability accurately. Also, none of these models has presented any real field examples where a machine learning model was used to predict or identify SCC or any other types of corrosion in oil and gas pipelines, though deep learning models have achieved good results in other assets like batteries [83], bearings [84], turbines [85], and aero-engines [86].



The three primary components of a machine learning algorithm’s learning system have been separated by UC Berkeley [87], as below.



	▪

	
A Decision Process: Often, machine learning algorithms are utilized to make predictions or classifications. An algorithm with a clear set of instructions will produce an approximation of a pattern using certain input data that may have labels or may not.




	▪

	
An Error Function: An error function measures the accuracy of the model’s prediction. If there are known examples, an error function can be used to evaluate the model’s accuracy by comparing the model’s output and the known result of the example.




	▪

	
A Model Optimization Process: Weights are adjusted to minimize the discrepancy between the known results from the given example and the model prediction if the model can more accurately represent the data points in the training set. The algorithm will repeatedly execute this “evaluate and optimize” operation, automatically updating weights until a preset level of accuracy is achieved.







The adoption of deep machine learning into oil and gas pipeline system operation management will eventually provide opportunities for the integration of intelligent sensing, data-driven and simulation models, auxiliary decision making, and operational control. This will effectively improve the ability to manage complex systems and enhance the efficiency and safety of oil and gas pipeline operations. The main usage scenarios for predicting corrosion in oil and gas pipeline systems are illustrated in Figure 9. These scenarios primarily include determining the corrosion rate of the pipeline, identifying leaks, assessing defects, detecting damage, diagnosing faults, studying pipeline erosion, researching corrosion-resistant materials, identifying corrosion images, and constructing corrosion maps.



The authors of [88] used an artificial neural network (ANN) to estimate metal loss in pipelines by taking into account field data that included the geometric profile and flow parameters of a pipeline. They suggested a non-deterministic artificial intelligence technique that calculated the corrosion at various pipeline segments. The literature is replete with studies on the application of artificial intelligence to the prediction of the emergence of corrosion defects in carbon steel materials used for pipelines [89,90,91,92,93,94,95,96,97,98,99]. One of the studies that stands out is one on fatigue crack growth, in which an ANN was used to examine the corrosion–fatigue cracking of dual-phase steel at various stress intensities while taking a martensite concentration of 32–76% into account [90]. Using ANNs, other researchers [93,99] have also predicted the growth of corrosion fatigue. However, these researchers have focused on the pipeline’s cyclic loading time and fracture length during operation. Machine learning techniques have also been applied in other research works [90,91,92,93,94,99] to determine the corrosion defect propagation of pipelines under various operating situations.



For buried or subsea pipelines, the soil or water qualities and the coating types are probably connected to the external corrosion rate [100,101]. For the future evaluation of a pipeline’s state, an accurate prediction of the corrosion rate is essential [102,103]. Additionally, it can be used for building maintenance programs and scheduling the best inspection plans [104,105,106,107,108]. Table 5 shows a comparison of corrosion detection techniques [109]. It includes a summary of the direct and indirect approaches that are most frequently used, as well as their selectivity and the phenomena/parameters being evaluated. Sensitivity is another crucial component of every sensor, which is why it is described on a scale of low, medium, and high [109,110].



To stop pipeline leaks and ruptures, corrosion detection becomes very important. Yet, it is challenging to have accurate detection when considering the uncertainties of future occurrences [111]. Corrosion phenomena should be predicted in terms of the corrosion type, severity level, and other connected elements, such as hazardous fluid classification, location, and the environments of pipelines. Machine learning can play a significant role in assisting pipeline owners in detecting corrosion. Implementing machine learning techniques for detecting SCC in oil and gas pipelines can offer numerous benefits, such as improved accuracy, real-time monitoring, and the early detection of potential failures; however, some challenges need to be addressed to successfully implement machine learning to detect SCC, and some of these challenges are illustrated in Table 6, hereunder.




3.8. Research Analysis


A numerical simulation model for simulating dents and metal loss in the form of notches was developed by Cai et al. [112], and it can forecast the remaining strength of pipes based on the bending moment and critical curvature. Arumugam et al. [113] predicted the failure pressure of pipes with circumferential groove corrosion flaws under internal pressure using the finite-element approach. According to Guo et al. [114], there are four types of root causes of pipe failures:




	i.

	
Corrosion damage;




	ii.

	
Misuse of factors;




	iii.

	
Third-party damage;




	iv.

	
Design defects.









The assessment of pipeline service life and failure prediction can be conducted using techniques like machine learning (ML) [115,116,117], deep learning [118,119], optimization neural networks [120], and digital twins [121,122] if the required data are available. The authors of [90,91,92,93,94] used machine learning strategies to establish the corrosion defect growth of pipelines in varying controlled operation conditions.



Several models have been put forth to predict the degree of corrosion and the remaining life of buried pipelines. Risk-based models [114,123,124,125], models employing fuzzy approaches [126,127,128], and reliability-based models [129,130,131] have been developed for the corrosion and failure predictions of pipelines. To control the risk-based integrity of corroded pipelines, Khan (C-RISE) and his colleagues have made significant contributions. They achieved this by performing research to cover the following series of topics:




	(a)

	
Risk assessment techniques [132,133];




	(b)

	
Corrosion rate prediction [134];




	(c)

	
Optimal risk analysis [135];




	(d)

	
Risk-based maintenance (RBM) [136];




	(e)

	
Risk-based pipeline integrity management [137].









Ratnayake and his colleagues have made significant contributions to the development of cutting-edge methods for pipeline corrosion modeling/prediction and risk-based maintenance analysis. They have published several papers; such as, for example, the following:




	(a)

	
Risk-based inspection and machine learning [138];




	(b)

	
Structural integrity control and management [139];




	(c)

	
Risk-based maintenance analysis with fuzzy logic [140].









Rachman et al. [29] conducted an in-depth review of machine learning techniques applied to the pipeline integrity management process. They emphasized the significance of using actual/historical pipeline operation data as the input for ML models for the prediction of corrosion rates and corrosion defect depths rather than simulated data. Askari et al. [141] provided a thorough analysis of internal corrosion and cracking in oil and gas pipelines. Coelho et al. [10] reviewed different models to identify the ML models that have been used and how well they perform based on the corrosion subject taken into consideration. For the purpose of assessing pipeline risk, Jamshidi et al. [142] used a fuzzy logic model to estimate the risks of pipeline breakdown with a fair level of accuracy. Zhang et al. [143] carried out another investigation to assess nonlinear fatigue growth using an artificial neural network. Wasim and Djukic [144] presented the external corrosion and failure mechanisms of underground natural gas and oil pipelines, corrosion types, and an overview of different models for corrosion prevention and prediction.



In order to model the corrosion of oil and gas pipelines, both quantitative and qualitative methods have been proposed [145,146,147,148,149,150]. While quantitative methods are typically based on numerical simulations, qualitative methods are frequently based on an index system [151]. Statistical or data mining approaches can be utilized to create predictive tools (like artificial neural networks) when significant historical data are available. However, soft computing techniques such as decision tree models, fuzzy rule-based models, and Bayesian belief networks (BBN) can be used to quantify cause-and-effect linkages and to address uncertainties in cases of sparse, ambiguous, or inaccurate data [152]. Liu et al. [153] mentioned that machine learning algorithms can be used as straightforward or comprehensive tools to address many pipeline operating scenarios with certain or unknown information as unique ways to predict pipeline erosion rates. They offer pipeline operators cutting-edge, simple-to-use tools to forecast erosion rates under various operating situations. The burst pressure of pipelines with multipoint corrosion faults can be predicted using the machine learning modeling approach presented by Lu et al. [154]. Sheikh et al. [155] used a hybrid strategy to accurately predict corrosion severity levels by combining the detection of corrosion through acoustic emission signals from accelerated corrosion testing with machine learning techniques on mild steel samples. De Masi et al. [156] created a predictive model to pinpoint pipeline segments at higher risk of corrosion. However, the previous methods have not been able to replicate behaviors seen during gauging activity. Using various types of data and deterministic models with fluid dynamic multiphase variables and with the geometrical profiles of pipelines may significantly enhance the performance of prediction tasks.



Peng et al. [157] presented a thorough study of pipeline corrosion assessment using magnetic flux leakage (MFL) data, where they examined several MFL data-matching techniques that align flaws from subsequent in-line inspection (ILI) runs in order to predict corrosion; however, they did not present any examples using ML model. Ossai et al. [99] employed a data-driven ML method relying on particle swarm optimization (PSO), the feed-forward artificial neural network (FFANN), the gradient-boosting machine (GBM), random forest (RF), and a deep neural network (DNN) in their research to estimate the defect depth growth of aging pipelines. They also investigated how PCA-transformed (principal component analysis) variables can affect these models’ accuracy. Their research helped to clarify the temporal variations in defect depth growth trajectories during a ten-year period. The prognosis of damage evolution is fraught with uncertainty since the interior corrosion of pipes is the consequence of the interplay of many mechanisms.



Soomro et al. [81] suggested some comprehensive simulations that can ultimately produce a rich dataset that will specify certain key variables that affect SCC. Additionally, they validated the derived dataset and a previously published dataset in addition to correlating them.



Papamarkou et al. [158] used convolution and residual neural networks to forecast the development of SCC (RNN). Their research demonstrates how online real-time measurements can be used to forecast SCC and pitting corrosion for usage in dry storage canisters for nuclear fuel. Sturrock et al. [159] demonstrated how machine learning studies might be used to predict SCC in austenitic stainless steel in high-temperature aqueous environments. In order to estimate the corrosion rate distribution of energy pipelines, Khakzad et al. [160] developed a Bayesian network using the point estimation produced by the empirical corrosion simulation model. Habib et al. [161] assessed the effectiveness of several materials frequently utilized in desalination facilities. The performance of copper–nickel alloys against corrosion in the polluted seawater environments was studied. Choi et al. [162] used a mathematical modeling and simulation method to examine the first two stages of SCC development, analyzed the SCC driving forces and established a SCC growth model. Jiang [14] recently released a thesis on how SCC risk assessment might be carried out using modern machine learning approaches. He effectively forecasted corrosion and SCC using tree-based ensemble and kernel-based methodologies, with the ensemble methodology having an accuracy of 81% and the kernel-based technique having an accuracy of 87%.



Zukhrufani [163] demonstrated how risk management experts can utilize machine learning tools to reconsider maintenance processes based on decision-making abilities supported by a supervised machine learning algorithm. By collecting a set of historical data and using a support vector learning algorithm to forecast corrosion behavior, Tan et al. [164] and Cai et al. [88] predicted metal loss in pipelines using an artificial neural network (ANN) and field data that included the geometric profile and flow parameters of the pipeline. They suggested a non-deterministic artificial intelligence technique that calculated the corrosion at various pipeline segments. Qasim et al. [165] addressed the fundamental theories underlying the development and occurrence of hydrates and corrosion and the advancements made in recent years in the study of hydrates and corrosion inhibitors.



Table A1 provides a summary analysis of the 28 searched references that focused on SCC using machine learning; see Appendix A.




3.9. Critical Review Analysis


This section provides a critical analysis of the published literature. A large number of papers have been published on machine learning (ML) since 2000, and we noticed that the number of publications increased especially after COVID-19. However, we found that 80% of the published articles concern discussions on applications and techniques, and the remaining 20% are related to some applications of machine learning in the oil and gas industry sector. However, none of the work published shows a real application of machine learning in detecting or predicting SCC in energy pipelines. None of the models was trained to obtain the desired results. In machine learning, the main issue lies in the accuracy of the model and the complexity of the modeling. Some researchers have conducted testing to prove these models, but again, these testing works were carried out in a controlled environment in a laboratory, which is completely different from real operation environments on sites; for instance, chlorides, phosphorus, moisture, stress, vibration, rain, etc., are site condition factors that can affect a pipeline’s remaining life and integrity.



Another issue we noticed is the dataset. It is not large enough to train the model. If a small dataset is selected for model validation, the model cannot be validated. Data quality is a critical issue; good-quality data required for defect prediction was not usually obtained in data collection in the current industry practice. We also noticed that in-line inspection data are relatively better in terms of quality than other environmental factors, but the in-line inspection frequency is too low to meet the required frequency for a prediction of anomaly growth with reasonably accepted accuracy. Grouping pipeline segments with similar characteristics may help increase data points, but this is not enough to be applied to the prediction of anomaly progress with better accuracy. Further investigation on the effectiveness of grouping pipeline segments in risk assessments is required.




3.10. Gaps and Challenges in Implementing Machine Learning


Implementing machine learning techniques for detecting SCC in oil and gas pipelines can offer benefits; however, several challenges need to be addressed to successfully implement machine learning to detect SCC. Some of these challenges are listed in Table 6, below.
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	Gap/Challenge
	Brief Details





	Data Availability
	ML models require large amounts of high-quality data to effectively learn and make accurate predictions. Obtaining sufficient labeled data related to SCC in pipelines to validate ML models is a major challenge.



	Data Quality
	A lack of good quality data is one of the major problems that machine learning experts are facing in obtaining the required outcomes. Data quality is an issue in developing a good model to predict SCC in energy pipelines. As a result, we must make sure that data pre-processing is carried out to achieve the highest degree of accuracy possible, which involves eliminating outliers, the imputation of missing values, and eliminating undesired characteristics.



	Data Variability
	The data collected for SCC detection can vary in terms of pipeline materials, environmental conditions, stress levels, and other factors. This variability makes it challenging to develop a machine learning model that can effectively handle different data types. Ensuring a diverse and representative dataset is crucial for training models that can handle the various conditions encountered in pipeline systems.



	Data Privacy
	Data protection, data security, and privacy are some of the issues connected with the application of machine learning. For instance, the General Data Protection Regulation (GDPR) was developed in 2016 to provide people with more control over their data while also protecting the personal information of those living in the European Union and the European Economic Area. The California Consumer Privacy Act (CCPA) launched in 2018 mandates businesses to tell customers about the acquisition of their data. It is one example of a state policy being developed in the United States [166]. Process data, operation data, and other inspection and maintenance data are some of the most important information that pipeline companies need to secure to avoid any interruption in their businesses and operations.



	Required Skillset
	To obtain the best results from the data collected over the years, the oil and gas sector is facing difficulty in obtaining the right skills. Machine learning techniques and approaches are relatively new to people working in the energy pipeline industry. There are not enough ML specialists in this field, which hinders the potential to develop successful models that will bring benefits to business or predict issues to control unwanted events.



	Affordability
	To develop a significantly advanced data analytics system in order to use machine learning techniques, pipeline owners will require data engineers/scientists with sound technical knowledge of data analytics, modeling, and mathematics. Without these skills, companies are not able to start with a good digital transformation system.



	Understanding the Algorithms
	Given the complexity of machine learning, data scientists are required to have expertise in this particular field and an in-depth understanding of science, technology, and mathematics to develop ML models to achieve the best results. Many businesses lack the internal expertise necessary to comprehend algorithms and how they operate, which can cause them to lose out on crucial insights.



	Class Imbalance
	SCC occurrences in pipelines are typically rare events in the overall dataset. This class imbalance can lead to biased models that struggle to accurately detect SCC instances. Techniques such as oversampling, undersampling, or synthetic data generation can be employed to address the class imbalance issue and ensure that the model is trained on a balanced dataset.



	ML Model Generalization
	Developing a generalized ML model that can be applied to the detection of unseen pipeline conditions is difficult. A model should be capable of detecting SCC across different pipeline sections, varying stress levels, and diverse corrosion environments. Adequate model evaluation and validation of unseen data are necessary to assess the generalization capability of a model.



	Obtaining the Right Data/Information
	Obtaining the appropriate data to train ML models is one of the biggest challenges we are facing. ML models may not perform as well as they should since data are frequently siloed, erroneous, or incomplete. Therefore, this requires careful data gathering, processing, and curation for the purpose of model training.



	Lack of Training Data
	The most crucial step in ML model development is training the model using enough data in order to let the model obtain reliable outputs. Less training data will result in model outputs that are biased or erroneous.



	Infrastructure Requirements
	In some oil and gas companies, the data infrastructure is inadequate, which makes it difficult to find the required data in the data retrieval process. Therefore, it is an essential requirement to maintain an appropriate data management infrastructure in a company for the easy use of available data to dig out embedded values. This will make testing various tools easier and also make data transfers easier.



	Feature Selection
	Identifying the most informative features or input parameters for predicting SCC in gas pipelines can be a challenge. Different factors, such as pipe material, temperature, pressure, pH, environmental variables, and pipe geometry, can influence SCC.



	Incorporating Time-Dependent Factors
	SCC in gas pipelines is a complex phenomenon that can evolve over time because of various factors, including aging, environmental changes, and operational conditions. Capturing and incorporating the temporal aspect of SCC into ML models can be a research gap.



	Lack of Labeled Data
	ML models typically require labeled data for training and validation. However, obtaining labeled data for SCC in oil and gas pipelines can be difficult given the complex and expensive nature of conducting inspections and assessments.








Successfully implementing machine learning techniques for SCC prediction in oil and gas pipelines requires overcoming barriers related to infrastructure, data integration, and industry practices. Integrating machine learning systems with existing pipeline management frameworks and operational workflows, along with ensuring compliance with industry standards and regulations, is essential for widespread adoption.



The most important research gap is the successful implementation of ML models for SCC prediction in real-world energy pipeline systems. Translating research findings into practical tools and methods that can be adopted by industry practitioners and integrated into existing pipeline management systems requires addressing technical, operational, and scalability challenges.



Further advanced research addressing these research gaps can help to advance SCC prediction for energy pipelines using ML techniques and contribute to more accurate and proactive maintenance strategies for risk mitigation and maintenance planning, improving pipeline integrity management, and ultimately enhancing the safety and reliability of oil and gas transportation systems.





4. Future Perspective


Many industries these days rely heavily on machine learning for different purposes. This might be due to a variety of reasons. However, the primary reasons are the following:




	▪

	
Scale of Data: The amount and variety of data collected by different sensors installed on pipeline systems is enormous, and these data need to be processed by pipeline owners. ML models can be programmed to analyze data independently, draw conclusions, and predict any damage or degradation to avoid unwanted downtime or safety concerns.




	▪

	
Finding Anomalies: A machine learning algorithm learns on its own from the datasets it examines, increasing analytical accuracy with each run. Because it happens automatically, this iterative learning process is special and useful; in other words, ML algorithms can find hidden insights without being deliberately trained to do so. They can detect any anomalies, analyze online trends, and tell pipeline operators to take action in advance in order to continue pipeline operations under safe operating parameters.









In order to forecast the occurrence of SCC and provide a measure for its risk assessment, all the data available can be taken into modeling using machine learning algorithms. The selection of input parameters is an important phase in SCC detection model development. The input data may come from the following:




	
Design data;



	
Field data;



	
Maintenance history;



	
Experimental data;



	
Simulated data.








In addition to the detailed literature review of SCC prediction using machine learning provided in Section 3, we still believe that further improvement can be made to make it possible to use ML models to predict SCC or other corrosion types. This work can be extended to include them as follows:




	
Available models need to be tested in the field, and a model’s accuracy needs to be verified in a controlled environment. This might be achieved through collaborations between model developers and plant/industry research teams in data collection and model testing.



	
Data selection can be made better by including more details about the methods used for data collection, generation, and pre-processing. The literature lacks good-quality data, especially for machine learning where labeled data are required. This subject needs a good review in order to dig up more relevant data and clean that data.



	
Both field testing and laboratory experiments must be used to evaluate SCC in terms of its severity and frequency of occurrence. Forecasting and management become critical for unveiling external corrosion-provoked deterioration events where machine learning might help to predict SCC and, hence, aid in the determination of remaining useful life based on identified SCC anomalies and their growth. To achieve this, it is of great interest to develop a framework applied to the detection of SCC, which is referred to in Figure 10.








Proposed Framework to Identify SCC in Energy Pipelines


Figure 10 demonstrates a proposed framework. The purpose of this framework is to provide a guideline to use a machine learning-based model for identifying and predicting SCC or other types of failures in oil and gas pipelines. It includes the main steps, like data collection and cleaning, model development using various techniques, model testing and verification, model trial testing, and the application of the finally accepted models. Similarly, this framework can also be used to estimate the remaining life or understand fits for the purposes of assessment if any corrosion is detected by the proposed model.





5. Conclusions


This paper provides a comprehensive overview of the application of machine learning techniques in detecting and predicting SCC in energy pipelines. The searched articles, technical reports, theses, and book chapters are assessed. We found that the majority of articles looked at a variety of modeling techniques for possible SCC detection but not for prediction; this covers a selection of available models for identifying SCC. However, we noticed that it is hard to find a paper that discusses a real example of SCC prediction using machine learning. In this review, we identified that a lack of corrosion data is a major challenge for implementing machine learning models in corrosion prediction. Furthermore, this review identifies the necessity of incorporating domain knowledge and expert input into ML-based SCC prediction models. It emphasizes that the interpretability of models and the availability of high-quality data are crucial factors in enhancing the accuracy and reliability of predictions. This paper also points out the importance of considering the generalizability of results to ensure that ML models can be effectively applied across different pipelines or pipeline sections.



By critically examining the limitations and challenges associated with ML-based approaches, this review paves the way for further advancements in SCC prediction and contributes to the overall goal of ensuring the integrity and safety of energy pipelines. Future research directions may cover the following aspects:




	▪

	
There still needs to be an effort to develop the best technologies and modeling approaches to enhance SCC detection capabilities using machine learning.




	▪

	
Further effort is required to make use of information about environmental factors that influence corrosion, including ambient temperature and humidity; process factors like pH, stream temperature, and pressure; material factors like material type, coating type, and coating thickness; corrosion protection; and visual inspection data.




	▪

	
Efforts should be made to develop interpretable ML models that incorporate domain knowledge and expert input.




	▪

	
It is worth developing new data-processing and data management methods to ensure the data availability and quality required for energy pipeline SCC prediction and integrity management.




	▪

	
A new framework to guide the use and development of ML models for SCC detection/prediction is required.









By addressing these research gaps and challenges, the prediction of SCC in gas pipelines using machine learning can be further advanced, contributing to the integrity and safety of energy transportation infrastructure.



Besides this critical review, a framework is proposed for trial testing. This framework aims to provide a structured approach for evaluating and implementing ML techniques in real-world scenarios, considering the challenges and requirements in energy pipeline integrity management. By outlining this framework, we believe it will contribute to the advancement of machine learning applications for SCC detection and provide valuable guidance for future research and applications. This will be studied further by adding more details to demonstrate its applications, and new developments and results could be published in a separate research paper.
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	Author Names
	Reference No.
	Year
	Brief Details
	Comments





	Al-Sabaeei et al.
	[167]
	2023
	A systematic review highlights the complexity and effectiveness of ML methods in predicting pipeline failures, emphasizing factors such as dataset variations, data sources, and model complexity. It underscores the success of ANNs, SVMs, and HML in detecting defects, focusing on corrosion while also identifying a need for more diverse research on other failure types.
	
	
Primarily focuses on ANNs and support vector machines (SVMs). However, this paper does not provide a detailed discussion of data reliability and quality issues.



	
Does not present any real examples from the field.








	Ma et al.
	[168]
	2023
	A novel hybrid approach is presented to effectively estimate the burst pressure of corroded pipelines. It incorporates a feature space with physical importance and a fusion mechanism that combines empirical formula and collective learning. The suggested model, which uses the light gradient-boosting machine, exhibits better interpretability through feature importance analysis.
	
	
Only considers the size of corrosion defects but not their shapes or locations.



	
The dataset used to train and test the model is relatively small, and it does not include many high-strength pipelines.



	
The model was only validated based on laboratory data, and it is not clear how well it would perform with in-service pipelines.



	
Finally, there is no discussion on the limitations of the proposed method.








	Alamri A. H.
	[13]
	2022
	This review summarizes the current state of ML applications in SCC for risk assessment. It identifies existing knowledge gaps, discusses challenges, and outlines future perspectives on utilizing ML and AI in corrosion risk assessment.
	
	
Discusses machine learning techniques and their applications on how to perform a risk assessment to review SCC. However, it does not present any real field examples or case studies that show factual applications of machine learning in detecting SCC in oil and gas pipelines.








	Liu and Bao
	[169]
	2022
	Explores the application of ML in automated pipeline condition assessment, leveraging advanced sensing technologies to analyze routine operations, NDT, and computer vision data.
	
	
Does not provide a comprehensive overview of different types of ML algorithms that can be used for automated pipeline condition assessment.



	
Does not discuss the challenges of implementing machine learning algorithms in real-world pipeline systems.








	Soomro et al.
	[170]
	2022
	Emphasizes the limitations of existing probabilistic models; this research advocates for Bayesian network approaches, offering insights, methodologies, and dataset considerations for risk analysis in evaluating corroded hydrocarbon pipelines.
	
	
Could provide more specific guidance on how to apply Bayesian modeling to real-world pipeline integrity assessment problems; however, it is not discussed in this paper.



	
Does not discuss the limitations of Bayesian modeling, such as its sensitivity to prior assumptions.



	
No comparison and contrast of Bayesian modeling with other approaches to pipeline integrity assessment.








	Soomro et al.
	[16]
	2022
	Emphasizes the emerging role of machine learning in predicting pipeline corrosion, mainly through hybrid models like ANNs and SVMs, while also addressing current research gaps and proposing future directions for enhancing accuracy and validation in this evolving field.
	
	
Discusses different data sources including field data, simulation data, and experimental data. Field data are the most commonly used type of data, but they can be difficult to collect and are often noisy and incomplete. Simulation data and experimental data are more controlled, but they may not be representative of real-world conditions.








	Coelho et al.
	[10]
	2022
	This study emphasizes that localized corrosion and inhibition efficiency prediction is recommended, requiring large, high-quality training data and collaboration for systematic ML integration into the corrosion community.
	
	
Focuses on ML applications to electrochemical corrosion, but there is no discussion on the application of ML to other types of corrosion such as SCC.



	
Discusses the potential of using ML to predict the remaining useful life of corroding structures but does not discuss how to develop and validate ML models.








	Wasim and Djukic
	[144]
	2022
	This review includes an analysis of monitoring tools; models for corrosion prevention, prediction, failure occurrence, and remaining life; and insights into external corrosion management, reliability-based and risk-based models, and integrity assessment using machine learning and fuzzy logic approaches.
	
	
Provides a general overview; however, this work does not present any real work examples that illustrate the real-world impact of this type of corrosion.








	Khakzad et al.
	[160]
	2022
	Using a Bayesian network and an empirical corrosion simulation model, this research estimates corrosion rates based on factors like pipe diameter and flow conditions, subsequently converting these predictions into a distribution of failure probabilities.
	
	
Focuses on predicting the distribution of corrosion rates in oil pipelines but does not adequately address the uncertainties associated with these predictions. It employs corrosion depth growth rate relationships to convert corrosion rate distribution into a failure probability distribution. However, the validity and accuracy of these relationships are not thoroughly examined.








	Seghier et al.
	[108]
	2022
	Presents a robust ensemble learning approach for accurate internal corrosion rate prediction in oil and gas pipelines, utilizing four models: random forest, adaptive boosting, gradient boosting regression tree, and extreme gradient boosting.
	
	
This study does not validate the performance of the ensemble learning models with real-world data from operating oil and gas pipelines.



	
This study only considers eight factors that affect internal corrosion rates. Other factors, such as the type of oil or gas being transported, the flow rate, and the presence of bacteria, could also have a significant impact on internal corrosion rates.








	Soomro et al.
	[81]
	2021
	This study proposes ML-based algorithms to estimate the probability of failure, leveraging extensive simulations to generate a rich dataset for comprehensive validation and providing insights into improved reliability assessment in the industry.
	
	
Proposes a deep learning-based reliability model for oil and gas pipelines subjected to SCC but does not adequately address the challenges of data availability and quality.



	
Does not provide a detailed discussion on data pre-processing and feature engineering techniques, which are crucial to optimizing deep learning model performance.








	Sheikh et al.
	[155]
	2021
	Employing a hybrid approach integrating machine learning techniques, this research successfully predicts corrosion severity levels with high accuracy based on distinct features extracted from acquired acoustic emission data.
	
	
Does not adequately address the selection of relevant AE features for the ML model.



	
Does not discuss the potential issue of data imbalance in the AE dataset.








	Rachman et al.
	[29]
	2021
	Explores the integration of ML in pipeline integrity management (PIM). This review covers ML applications across PIM elements such as inspection, monitoring, maintenance, and analysis techniques and addresses current challenges while also highlighting future research opportunities.
	
	
Does not examine how ML can be effectively integrated into existing PIM workflows.



	
Mentions the potential of ML to enhance PIM decision making but does not fully explore the specific ways in which ML could transform decision-making processes.



	
This review is not focused on condition assessment based on SCC.








	Reddy et al.
	[109]
	2021
	Emphasizing the importance of early detection and prevention, this review explores sensor technologies employing physical and electrochemical techniques, discussing their recent developments, sensitivity, selectivity, and standard inspection methods for corrosion monitoring.
	
	
There are a variety of different corrosion detection methods in use today, but this paper lacks guidance on how these methods should be used. This can lead to confusion and inconsistencies in corrosion detection results.








	Ossai, C. I.
	[171]
	2020
	This study uses a data-driven methodology to estimate increased corrosion defect depth (CDD) in oil and gas pipelines using a subspace clustering neural network (SSCN) and particle swarm optimization (PSO).
	
	
Utilizes a feed-forward multi-layer neural network (FF-MLNN) to model corrosion defects and predict leak and burst failures in aged pipelines; however, it does not provide a detailed explanation of the process for selecting and validating the input parameters used for the FF-MLNN.








	Jiang, P.
	[14]
	2018
	This thesis addresses the growing global demand for risk analysis in corrosion- and SCC-related failure events. It introduces an innovative method utilizing machine learning, including ensemble methods and support vector machines (SVMs) for automatic risk analysis.
	
	
Does not provide validation of the ML model using real-world corrosion or SCC data.








	Ratnayake and Antosz
	[140]
	2017
	Presents a novel approach to risk-based maintenance (RBM) analysis using fuzzy logic. The proposed approach extends the traditional RBM framework by incorporating fuzzy sets to represent the uncertainty associated with risk factors.
	
	
Lacks a clear explanation of how to use the fuzzy logic approach. This makes it difficult for readers to implement the approach and to understand its strengths and weaknesses.



	
Does not provide any empirical evidence to support its claims.








	Aljaroudi et al.
	[123]
	2016
	Addresses the critical issue of offshore pipeline leak-detection system failures, emphasizing their potential operational and environmental consequences. Introduces a risk-based assessment methodology to evaluate system integrity, quantify associated risks, and guide decision-makers in determining appropriate preventive measures based on an acceptable risk threshold.
	
	
A risk-based assessment framework is proposed for offshore crude oil pipelines, but this paper does not provide a detailed explanation of the process for selecting and validating the input parameters used in the framework.



	
This work relies mainly on historical data to inform the risk-based assessment, but it does not adequately address the potential impact of data uncertainty and variability on the assessment’s accuracy.








	Hasan, A.
	[124]
	2016
	Introduces a risk-based security management method utilizing an analytic hierarchy process (AHP) model to assess the likelihood of pilferage in different pipeline sections, aiding in prioritizing security measures for effective prevention.
	
	
Proposes a risk-based model for assessing the security of cross-country oil and gas pipelines but does not provide a detailed discussion of the model’s scope and limitations.








	Guo et al.
	[114]
	2016
	Introduces a robust risk evaluation method utilizing a fuzzy Petri net (FPN) model to assess potential hazards in long-distance oil and gas transportation pipelines.
	
	
The proposed model does not provide a detailed explanation of the process for selecting and validating the fuzzy membership functions used in the FPN model.








	Parvizsedghy and Zayed
	[127]
	2016
	This work employs a neuro-fuzzy technique; the study develops a model utilizing historical data to predict and assess the financial consequences of potential failures, offering an 80% accurate tool for practitioners and academics involved in the risk assessment of gas pipelines.
	
	
Does not provide a thorough analysis of the neuro-fuzzy model’s sensitivity to changes in input parameters and its robustness to variations in pipeline conditions and failure scenarios.








	Zhou et al.
	[128]
	2016
	Provides an analytical model based on fuzzy logic to determine the probability of corrosion-related issues in energy pipelines, considering corrosion cracking and thinning to be important variables. This model offers important insights into corrosion failure likelihood by considering variables like inspection efficacy and timing.
	
	
Does not provide a detailed explanation of the fuzzy logic approach used in the work, which makes it difficult for readers to understand how the method was implemented and assess its validity.








	Lu et al.
	[125]
	2015
	This study offers a new method of assessing the possible risks related to natural gas pipeline leaks. The approach makes use of a risk matrix in addition to a bowtie model.
	
	
This work does not provide a detailed description of the fuzzy method used to calculate failure probabilities.



	
This work does not discuss the limitations of the bowtie model, and finally, there is no real-world case study of a natural gas pipeline failure that can verify the analysis.








	Zhou et al.
	[131]
	2015
	Provides a novel strategy for estimating the service time of subterranean gas pipelines before corroding under the cyclically loading condition. The methodology employs cumulative damage rates, models corrosion defect depths as an exponential function of elapsed time, and computes remaining life by using an iterative approach.
	
	
Does not provide any experimental data or field data to validate the proposed method.








	De Masi et al.
	[156]
	2015
	Addresses the growing challenge of maintaining the integrity of hydrocarbon pipelines over long distances because of aging plants and components in the oil and gas industry. By leveraging an ensemble of artificial neural networks (ANNs), the proposed ML approach demonstrates promising results in predicting the complex evolution of corrosion, outperforming traditional deterministic models and single-ANN models.
	
	
Proposes an ML approach for corrosion assessment in subsea pipelines but does not provide a detailed explanation of how the input data was selected or used.








	El-Abbasy et al.
	[145]
	2015
	Proposes a condition assessment model and uses both an analytic network process and a Monte Carlo simulation to consider the uncertainty of factors affecting pipeline conditions and the interdependency relationships between them.
	
	
Does not discuss the limitations of the model used.



	
Also, there is not any validation of the model using real field data.








	De Masi et al.
	[92]
	2014
	Highlights the role of reliable corrosion predictions in pipeline integrity management, reducing economic impact, and preventing environmental damage.
	
	
Only a small dataset of real field data is used to train the neural network. Given the size of the dataset, this limits the accuracy and generalizability of the model.



	
Also, the authors do not validate the model on a separate dataset to assess its performance on unseen data.








	Ismail et al.
	[152]
	2011
	Explores SCC in austenitic stainless steel in high-temperature aquatic surroundings, employing fact-based techniques such as classical statistics, machine learning, and fuzzy logic. The decision tree approach was found to be highly effective, demonstrating superior performance and intelligibility in addressing the investigated problem.
	
	
Does not discuss the limitations of the model developed.



	
There is no discussion on how the model would handle missing data or how it would be affected by changes in the underlying road network.
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Figure 1. Potential threats to pipeline integrity. 
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Figure 2. Methodological framework for research. 






Figure 2. Methodological framework for research.



[image: Machines 12 00042 g002]







[image: Machines 12 00042 g003] 





Figure 3. Publication types related to SCC using machine learning. 
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Figure 4. Number of annual publications vs. year of publication. 
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Figure 5. SCC susceptibility parameters. 
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Figure 6. ROSEN crack management framework. 
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Figure 8. Machine learning categories and algorithms. 
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Figure 9. Main application scenarios of machine learning in the field. 
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Figure 10. Framework to identify SCC in energy pipelines. 
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Table 1. Article Searching Procedure Description [33].
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	Searching Index
	Specific Content





	Article Type
	Publications in books, journals, and conferences



	Database
	Web of Science, IEEE Xplore, Elsevier, Springer



	Classification
	By the type of publication (i.e., concept, case study, and review), nationalities, application segments, enabling technologies, and affiliations (i.e., universities and industries)



	Focus
	Determine opportunities and challenges related to SCC detection and prediction in the context of oil and gas










 





Table 4. Types of machine learning.
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	Types of Learning
	Data
	Goal





	Supervised
	Labeled
	Learn a mapping function



	Unsupervised
	Unlabeled
	Find patterns



	Semi-supervised
	Labeled and unlabeled
	Define a mapping function



	Reinforcement
	Trial and error
	Maximize rewards










 





Table 5. Comparison of corrosion detection techniques [109].
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	Corrosion Sensor Detection Technique
	Type of Corrosion
	Corrosion Phenomena/Parameter Assessed
	Sensitivity
	Field Monitoring Use





	Acoustic emission (AE)
	Stress corrosion cracks, pitting corrosion
	Acoustic energy (impingement, leaks, and cracks)
	Medium
	Yes



	Image processing techniques (IPT)
	General, localized corrosion, SCC, erosion–corrosion
	Morphology of the corroded surface (image color, texture, and shape characteristics)
	High
	Yes



	Electrochemical noise (EN)
	Uniform corrosion, localized corrosion (pitting, crevice), SCC
	Electrical noise on the corrosion potential or current
	High
	Yes



	Hydrogen monitoring (HM)
	Erosion–corrosion, stress corrosion cracking
	Hydrogen diffusion through metal
	High
	Yes
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