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Abstract

:

This study introduced a novel path-following controller tailored to electric vehicles equipped with a steer-by-wire system, i.e., the steering angle of the vehicle was defined by an electrical actuator. The control objective was to force the proper steering angle of the vehicle, which permits following a desired path. The system presupposed that an external algorithm that utilized sensor data provided the lateral movement references while maintaining a steady longitudinal velocity for the vehicle. The proposed control scheme was based on a robust sliding mode steering controller to manage the vehicle’s lateral movement. Furthermore, a brushless DC (BLDC) motor was considered as the steering actuator, which was controlled by a field-oriented controller (FOC), which was based on four internal proportional–integral (PI) control loops for precise steering actuation. To assess the performance of the proposed control scheme, numerical simulations were obtained, which demonstrated its effectiveness in achieving the control objective.
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1. Introduction


Advanced driving assistance systems are evolving rapidly, with the ultimate goal to achieve full self-driving vehicles that can be applied in many fields and industries, such as transportation and mobility, surveillance, healthcare, agriculture, construction, and manufacturing. One of the advantages of these systems is the improvement of the safety of the passengers and operators of machinery on roads since these systems do not get tired or commit unsafe behaviors or risky actions.



We can mention some automotive systems intended to keep a vehicle on track or to assist the driver in this task. Some of these systems are commercially known as lane-keeping assist systems (LKASs), whose objective is to help the driver to maintain the vehicle in its respective lane; lane departure avoidance (LDA) SAE L0 (no automation), which corrects the steering angle of the vehicle to prevent departure from a specific lane; the emergency lane-keeping system (ELKS), which is an adaptive application to reduce the effort required by the driver to keep their vehicle centered in the lane; the lane-change system SAE L2 (partially automated system), which, after an initial command or confirmation by the driver, applies automatic steering to move the vehicle to an adjacent lane; and, of course, the full automation driving from SAE L4 to L5.



These systems provide different levels of autonomy to the vehicle and are based on automatically controlling its inputs, such as the steering angle, traction torque, and braking. Usually, a path-following scheme for a vehicle considers the integration of a steer-by-wire system, as depicted in Figure 1, which represents a simplified version of the real system. In this case, the steering wheel does not have a physical connection to the mechanical steering system. Instead, a controller monitors the steering wheel using a steering sensor and determines how the mechanical system is modified by means of a steering actuator. Furthermore, the controller receives information about the environment of the vehicle from a set of sensors, such as cameras, a global navigation satellite system (GNSS), LIDAR, and radar and ultrasonic sensors. It is important to note that the performance of the global control scheme fundamentally depends on the accuracy and precision of the environment sensors and the algorithms that permit monitoring the environment and, in particular, the road. This represents a very promising research area in the field of autonomous vehicles, but it is not within the scope of the presented work.



The controller block in Figure 1 was designed using different approaches. For instance, in [1], two nonlinear controllers were developed for autonomous vehicles, while ref. [2] presents a path-following control algorithm for a vehicle. Some controller design techniques include adaptive control [3], optimal control schemes [4,5], algorithms based on model predictive control (MPC) [6,7], and controllers using artificial intelligence algorithms as reinforcement learning [8], among others, such as [9,10,11,12]. On the other hand, other works were focused on taking advantage of the robustness of the sliding mode control (SMC) algorithms, as any vehicle will encounter the effect of disturbances due to external and internal factors, such as wind, road irregularities, noise in sensor data, model uncertainties, and parameter variations. Sliding mode control is a nonlinear control technique that aims to compensate for the discrepancies that exist between reality and the mathematical model used to analyze and design the control algorithm. Essentially, the SMC consists of switching the inputs of a system at high frequency in order to force the states of the system to converge to a manifold, which is usually expressed as a function of these states [13]. Moreover, the control law is designed to assure that the state of the system remains within the sliding surface in any future instant. Generally speaking, the control consists of two parts: one is in charge of compensating for the linear part of the system and the other is designed to establish some robustness in the response of the system. The second part is usually modeled by means of a switching function, and hence, this kind of control is also known as variable structure control (VSC). An important aspect of the system when it enters into a sliding mode, known as the sliding motion, is that the order of its dynamics is reduced with respect to the original system. This approach is used in [14,15], where trajectory planning and tracking controllers for automotive vehicles are presented. In addition, a combination of sliding mode controller and neural networks are proposed in [16] for the path following of autonomous vehicles. Moreover, in [17,18], robust sliding mode controllers are proposed with the inclusion of prediction capabilities and an extended state observer, correspondingly. Also, these control strategies that provide autonomy to automotive vehicles can be applied to other types of vehicles, such as tractors [19] and marine surface vehicles [20,21].



None of the referenced works took into consideration the dynamical model of the actuators as part of their control strategies. This is important because the features of the actuators, such as the response time, sensitivity, and bandwidth, define the performance of the controller in a real application. Furthermore, neglecting the effect of the actuators could compromise the stability of the overall control scheme. In this regard, this work presents the design and simulation of the model in Simulink of a path-following controller for an electric vehicle while considering the actuator’s dynamics. This consists of two control loops: the inner loop for the steering actuator is based on the FOC (field-oriented control) algorithm and the standard PI (proportional–integral) controller, and the outer control loop is based on sliding mode control. In Section 2, the path-following problem for an automotive vehicle is stated, and in Section 3, the proposed overall control scheme is depicted, which includes the lateral sliding mode controller (outer loop) and the inner control loop for the actuator. It is worth mentioning that the stability for the proposed lateral sliding mode controller in a closed loop is demonstrated. In Section 4, the simulation results for a predefined trajectory are presented, which demonstrate the effectiveness of the proposed control scheme. Finally, in Section 5, the conclusions of the presented work are outlined and future research paths for the project are established.




2. Path following for an Automotive Vehicle


The control architecture of an autonomous vehicle is commonly composed of the following layers [22]: the route-planning layer, the behavioral-decision-making layer, and the motion-planning layer. The first is in charge of constructing and selecting a particular route to be followed by the vehicle among all the possibilities determined by the current position of the vehicle and a destination. The behavioral-decision-making layer provides the vehicle with the ability to react to changes in its environment and the interaction with other vehicles, the status of the traffic lights, pedestrians, etc. Moreover, it must dynamically modify the behavior of the vehicle depending on the prediction of the motion of the other elements within its environment to avoid an accident or undesired event. In this sense, the output of this layer relates to a decision, such as stop, change lane, turn left or right, brake or accelerate, and passing another vehicle. Finally, the motion-planning layer translates the decision taken by the previous layers into a path or trajectory that shall be followed by the vehicle. To this end, a control algorithm must determine a proper value for the inputs of the vehicle so that its states correspond to the desired path or trajectory. Precisely, the control algorithm proposed in this work corresponds to the one depicted in the abovementioned autonomous vehicle architecture, and therefore, it was assumed that the desired path to follow was already defined by the upper layers of the architecture.



Most path-following controllers are designed based on a mathematical model of the vehicle. There are two common versions for a model of the vehicle: one related to the kinematics of the vehicle and the other oriented to describe its dynamics. The first is only concerned with expressing the geometry defined during the motion of the components of the vehicle without considering the forces and torques that generated this motion, and the latter includes these forces and torques in its equations. The proposed controller considers a dynamical model of the vehicle, in particular, the bicycle model [23]. It consists of a bar that connects the front and rear tires, as shown in Figure 2, and it has two degrees of freedom, which are the lateral position y and the orientation  ψ  of the vehicle.



In a path-following scenario, the controller’s objective is to force the pose (position and orientation) of the vehicle to track a desired pose defined by the path to follow. Let us consider an inertial coordinate system   { X , Y }   and a vehicle-fixed coordinate system   {  x 0  ,  y 0  }  , whose origin is located at the center of gravity (c.g.) of the vehicle and its   x 0   axis is aligned with the longitudinal axis of the vehicle. Then, a reference path for the vehicle is expressed in the inertial coordinate system, which permits defining references for the coordinates of the vehicle and its orientation. It was assumed that these references are computed by an instrumentation system in a higher layer in the software/hardware architecture of the vehicle by means of data retrieved from sensors, such as cameras, an IMU, LIDAR, and ultrasonic sensors. Moreover, it was assumed that an external controller maintains the longitudinal velocity   V x   of the vehicle at a constant value.



Within this scenario, the lateral dynamics of the vehicle with respect to the inertial frame, according to [23], can be defined as


      X ˙  =     0   1   0   0     0    a 22    0    a 24      0   0   0   1     0    a 42    0    −  V x  +  a 44       X +     0      b 2      0      b 4      δ +     0     0     0     g     sin ϕ     



(1)




where   X =      ψ    ψ ˙    y    y ˙      T   , y is the distance from the c.g. of the vehicle to its center of rotation,  ψ  is the heading angle (yaw angle) of the vehicle,  δ  is the front wheel steering angle,   V x   is its longitudinal velocity, and  ϕ  is the road bank angle. The parameters of the model are defined as    a 22  = −   2  C  α f    l f  − 2  C  α r    l r     I z   V x     ,    a 24  = −   2  C  α f      l f   2  + 2  C  α r      l r   2     I z   V x     ,    a 42  = −   2  C  α f   + 2  C  α r     m  V x     ,    a 44  =   − 2  C  α f    l f  + 2  C  α r    l r    m  V x     ,    b 2  =   2  C  α f    l f    I z    , and    b 4  =   2  C  α f    m   , where   l f   and   l r   are the distances from the c.g. to the front and rear axes of the vehicle,   C  α r    and   C  α f    are the cornering stiffnesses of the rear and front wheels,   I z   is the momentum of inertia of the vehicle with respect to the normal axis of the reference system, m corresponds to the total mass of the vehicle, and g is the gravitational constant.




3. Overall Control Scheme


The proposed control scheme is shown in Figure 3, where   X  r e f   ,   Y  r e f   , and   ψ  r e f    are the coordinates and orientation references for the vehicle, which correspond to the pose of the desired path. Furthermore, two control loops can be identified in the control scheme: the outer loop, which receives a reference for the pose of the vehicle and generates a reference for the steering angle   δ  r e f   , and the inner control loop, which receives the steering angle reference and generates the voltages   V  a b c    that excite the actuator. The proposed controller considers a BLDC motor as the steering actuator of the vehicle. Hence, the input of the actuator is a three-phase voltage   V  a b c    and its output is the current steering angle  δ  of the vehicle.



To design the global control scheme, two control algorithms must be designed: a lateral controller that receives a pose reference for the vehicle, which is defined by   X  r e f   ,   Y  r e f   , and   ψ  r e f   , and generates a desired steering angle   δ  r e f   , and an actuator controller that receives   δ  r e f    and generates the input voltage   V  a b c    for the BLDC motor of the steering system. The design of these controllers is given in the rest of this section.



3.1. Lateral Sliding Mode Controller


As mentioned before, the lateral controller receives the references   X  r e f   ,   Y  r e f   , and   ψ  r e f    from the instrumentation sub-system of the vehicle. In addition, it also provides the current X- and Y-coordinates of the vehicle and its current orientation  ψ . From these values, it is possible to define the error variables   e 1  , which is the distance between the vehicle’s c.g. and the center line of the road, and    e 2  =  ψ  r e f   − ψ  . Then, an error variables vector   e =       e 1      e ˙  1     e 2      e ˙  2      T    is established, as depicted in Figure 2. Hence, using (1), the error variables dynamics yields the following:


      e ˙  = A e + B δ + L     



(2)




with


     A =     0   1   0   0     0    a 22     a 23     a 24      0   0   0   1     0    a 42     a 43     a 44      , B =     0      b 2      0      b 4      , L =     0      l 1      0      l 2      ,     








   a 23  = −  a 22   V x   ,    a 43  = −  a 42   V x   ,    l 1  =  a 44    ψ ˙   r e f    , and    l 2  =  ( −  V x  +  a 24  )    ψ ˙   r e f   + g sin ϕ  . According to this, the lateral controller objective is to design a control signal  δ  that stabilizes the system (2), i.e., the error variables   e 1   and   e 2   converge to zero in finite time. The controller design procedure, which is based on [24], and the closed loop stability analysis are stated in the following theorem.



Theorem 1. 

Consider the sliding mode control law


   δ = −   ( S B )   − 1    [ η s i g n  ( σ )  + S A e + S L ]    



(3)




where    S 1  =       λ 1   λ 2   λ 3       λ 1   λ 2  +  λ 1   λ 3  +  λ 2   λ 3       λ 1  +  λ 2  +  λ 3        ,    S 2  ∈ R  ,   S =       S 1    S 2       T  ,   σ = S e  , and the following conditions are fulfilled


      η > 0 ,      | |    ψ ˙   r e f    | |  ≤ Ψ ,     | | ϕ | | ≤ Φ ,      λ 3  ≥  λ 2  ≥  λ 1  > 0 .      



(4)







Then, the trajectories of the system defined by (2) and (3) are globally ultimately bounded by


    | | e | |  ≤    ( | |   S 1   | |  +  | |   S 2   | | ) [ ( |   a 24  −  V x   | + |   a 44   | ) Ψ + g sin Φ ]    λ 1   .   



(5)







Moreover, if   Ψ = Φ = 0  , then the origin of the closed loop system is a globally asymptotically stable equilibrium point.





Proof. 

First, a similarity transformation is defined as


  T =     Δ      Δ A       Δ  A 2        Δ  A 3       → z = T e =      z 1       z 2       



(6)




where   Δ =      0  0  0  1            B  A B   A 2  B   A 3  B       − 1    , which converts the system (2) into


       z 1  ˙   ( t )      =  A 11   z 1   ( t )  +  A 12   z 2   ( t )  +  L 1          z 2  ˙   ( t )      =  A 21   z 1   ( t )  +  A 22   z 2   ( t )  + δ +  L 2      



(7)




with           A 11     A 12       A 21     A 22      = T A  T  − 1   ,          L 1       L 2      = T L     ,    A 11  ∈  R  3 × 3    ,    {  z 1  ,  A 12  ,  L 1  }  ∈  R  3 × 1    ,    A 21  ∈  R  1 × 3    , and   {  z 2  ,  A 22  ,  L 2  } ∈ R  . This transformation permits simplifying the designing procedure of the control law. Also, by means of (2), (4), and (6), a bound for   L 1   can be obtained in the form


   | |   L 1   | |  ≤     T      [ ( |   a 24  −  V x   | + |   a 44   | ) Ψ + g sin Φ ]   



(8)




which represents an important definition, as it allows for establishing the values of the control gains that fulfill the control objective, as seen below. Then, a sliding surface is defined via a linear combination of the original error variables and, consequently, a linear combination of the transformed coordinates of the form


  σ = S e = S  T  − 1   z =      S 1     S 2           z 1       z 2       



(9)




and, using (2) and (3), its derivative yields    σ ˙  = − η s i g n  ( σ )   , which ensures the sliding mode occurrence in finite time as    σ ˙  σ = −  η | | σ | |  ≤ 0  . During the sliding motion, we have   σ =  σ ˙  = 0  , and from (9), we obtain


   z 2  = −  S 1   z 1  .  



(10)







Now, by means of (7) and (10), a reduced system is obtained as follows:


    z 1  ˙  = M  z 1  +  L 1   



(11)




with   M =  A 11  −  A 12   S 1   . Then, using the value of   S 1   defined in the conditions of the theorem, the eigenvalues of the reduced system results in   { −  λ 1  , −  λ 2  , −  λ 3  }  , and considering    λ 1  < 0  ,    λ 2  < 0  , and    λ 3  < 0  , the reduced system corresponds to a globally exponentially asymptotically stable dynamical system. Now, let us define a candidate Lyapunov function for system (11) as   V  (  z 1  )  =  1 2   z 1 T   z 1   , whose derivative takes the form of


      V ˙   (  z 1  )  =      z 1 T    z ˙  1  =  z 1 T   ( M  z 1  +  L 1  )       =     z 1 T  M  z 1  +  z 1 T   L 1       ≤    −  λ 1   | |   z 1    | |  2  +  | |   z 1   | |  | |   L 1   | |       ≤    −  | |   z 1   | | (   λ 1   | |   z 1   | |  −  | |   L 1   | | ) .      



(12)







Therefore, the trajectories of system (11) converge to a vicinity of its origin bounded by    | |   z 1   | |  ≤    | |   L 1   | |    λ 1    . From (6), we have that    | | e | |  =  | |   T  − 1    | |  | | z | |  ≤  | |   T  − 1    | |  ( | |   z 1   | |  +  | |   z 2   | | )   , which, using (8), (10), and    | |   z 1   | |   , turns into


   | | e | |  ≤    ( | |   S 1   | |  +  1 ) [ ( |   a 24  −  V x   | + |   a 44   | ) Ψ + g sin Φ ]    λ 1   .  











Finally, it is straightforward to demonstrate that if   Ψ = Φ = 0  , the previous inequality reduces to   | | e | | = 0  . □





The lateral control law  δ  defined by the previous theorem represents a reference for the actuator controller of the vehicle, as shown in the following section.




3.2. Actuator Controller


A brushless direct current (BLDC) motor was used as the steering actuator of the vehicle. Its dynamics ([25,26,27,28]) are described by the following equation


      I ˙   a b c      =    V  a b c   − R  I  a b c   −  e  a b c     L − M          ω ˙  m     =    T e  −  T l  − b  ω m   J        T e     =    e  a b c  T   I  a b c     ω m         δ ˙     =  P 2   ω m      



(13)




where   V  a b c    is the three-phase input voltage,   I  a b c    is the three-phase current vector,   e  a b c    is the three-phase back-electromagnetic force,  δ  is the electrical rotor angle,   ω m   is the angular velocity of the rotor in rad/s, P is the number of poles, R is the armature resistance, L is the self-inductance, M is the mutual inductance of the motor, b is the viscous friction coefficient of the motor’s axle,   T e   is the generated electrical torque, and   T l   is the load torque experienced by the motor. It is important to note that  δ  corresponds to the steering angle of the vehicle, which represents the input signal for the vehicle’s lateral dynamics system. In addition, these equations are valid under the following assumptions:




	
The motor is not saturated and should be operated with the rated current.



	
The resistances of the three stator phase windings are equal.



	
The self-inductance and mutual inductance of the motor are constant.



	
The switching of the semiconductor devices is ideal.








The BLDC motor equations in (13) are expressed in the a-b-c coordinates, which means that the voltage and currents signals of the motor are defined with respect to a static three-phase reference frame whose basic vectors are shifted in phase    2 π  3   rad with respect to each other as follows:


       v a   ( t )  =      V a  cos  (  ω m  t )         v b   ( t )  =      V b  cos  (  ω m  t −   2 π  3  )         v c   ( t )  =      V c  cos  (  ω m  t +   2 π  3  )      .  



(14)







However, designing a control algorithm in this reference frame is complicated. Hence, the Park–Clarke transformation, also known as the direct–quadrature–zero transformation, is used to express the model of the motor in d-q-0 coordinates, which simplify the control design procedure. This is because it permits expressing the signals of the motor as constant values instead of sinusoidal waveforms, as the reference frame is attached to the rotor of the motor. The d component of this reference represents the magnetic flux and the q component represents the torque produced by the currents of the motor. As its name suggests, it is composed of two singular transformations: the Park and Clarke transformations. The former results in  α - β -0 coordinates that correspond to a static frame aligned to one of the original basic vectors, which reduces the significant components to only two [25]. This process is depicted in Figure 4.



The Park–Clarke transform and inverse are defined as


  P C T =   2 3         cos  θ      cos  θ −   2  π  3       cos  θ +   2  π  3         − sin  θ      − sin  θ −   2  π  3       − sin  θ +   2  π  3         1  2      1  2      1  2       ,  



(15)




and


  P C  T  − 1   =   2 3         cos  θ      − sin  θ      1  2        cos  θ −   2  π  3       − sin  θ −   2  π  3       1  2        cos  θ +   2  π  3       − sin  θ +   2  π  3       1  2       .  



(16)







The primary goal of FOC is to independently control the torque and flux in the motor, allowing for better performance in terms of the speed control, torque response, and efficiency. To this end, the control strategy consists of the following stages: first, the controller receives the reference for the angular position of the axle   δ  r e f   ; then, a PI controller defines a variable error between this reference and the current angular position of the motor  δ  and generates a reference for the angular velocity of the motor   ω  m , r e f   ; after this, the second PI controller defines an error with the current angular velocity of the motor   ω m   and generates a reference for the quadrature current of the motor   I  q , r e f   ; next, the third PI controller uses the actual quadrature current of the motor   I q   to generate a desired quadrature voltage   V q   to be applied to the motor and, at the same time, the fourth PI controller defines a desired direct voltage of the motor   V d   in order for the direct current   I d   to remain zero; finally, via the Park–Clarke transform, the   V  d q    voltages are converted to   V  a b c    in order to be applied to the BLDC motor. It is worth noting that the Park–Clarke transform and its inverse are necessary to transform the voltages and currents of the motor from the a-b-c coordinates to the d-q-0 coordinates and vice versa. This process is depicted in Figure 5, which shows a classic FOC scheme with an additional proportional–integral (PI) controller for the angular position of the motor. In the figure, the   P C T   block corresponds to the Park–Clarke transformation and the    ( P C T )   − 1    block to its inverse.



Overall, the control strategy is composed of four PI controllers and their corresponding proportional and integral control gains. The first is used to control the angular position  δ  of the motor with gains       K  P , 1      K  I , 1       ; the second is for controlling the angular velocity   ω m   with gains       K  P , 2      K  I , 2       ; and the rest control   I q   and   I d   with gains       K  P , 3      K  I , 3        and       K  P , 4      K  I , 4       , correspondingly.



The tuning process for all the PID controllers was based on a combination of the PID Tuning toolbox in Matlab/Simulink and an additional fine-tuning stage, which was done manually. The tuning process order was as follows: first,   PI 3   and   PI 4   were tuned and the voltages   V q   and   V d   were stabilized; then,   PI 2   was tuned and the angular speed was controlled; finally,   PI 1  , which controls the angular position of the motor, was tuned. For more information regarding the field-oriented control and the   d − q   reference frame, please refer to [25].





4. Simulation Results


The parameters used for the simulation results presented in this section are defined in Table 1 and the gains of the overall control law are shown in Table 2. It is worth noting that the control gains of the lateral sliding mode controller were tuned according to the necessary stability conditions established by Theorem 1, and the gains of the actuator’s controller were tuned heuristically. Furthermore, if the reader wishes to reproduce these results, the Simulink model can be downloaded from [29] or [30], and the configuration of the Simulink model is described in detail in Appendix A.



The path-following behavior of the proposed control scheme in the   x − y   coordinate plane is shown in Figure 6 for the whole experiment, where the dashed blue line corresponds to the current position of the vehicle and the solid red line represents the reference trajectory. It can be noted that the performance of the closed loop system was satisfactory, as the control objective was achieved, even when considering a constant longitudinal velocity of 22 m/s (79.2 km/h) and a constant road bank angle of 0.174533 rad (10°). The experiments were carried out with different values of longitudinal velocity and road bank angle; however, only the results obtained with the extreme values are reported, as we assumed that these better demonstrated the capabilities of the proposed control scheme. This can also be appreciated in Figure 7, where a close-up of the previous figure is presented, and the small difference between the reference path and the position of the vehicle is more visible.



This path-following error is also depicted at the top of Figure 8, where its maximum value during the whole experiment was 0.21 m and its average value was 0.033 m. Moreover, the heading angle error variable   e 2   is shown in the middle of the figure, where its maximum value was 0.09 rad and its average value was 0.019 rad. Also, the bottom of the figure depicts the steering angle of the vehicle, which had a maximum value of 0.25 rad (14.32°). It is important to emphasize that the bound of the resulting steering angle corresponds to the bound of the steering angle of a real automotive vehicle. This will be crucial if a real-time implementation of the proposed controller is considered.



Figure 9 shows the states of the lateral dynamical model, which correspond to the distance to the path y, the heading angle of the vehicle  ψ , and their corresponding derivatives. In addition, Figure 10 depicts the actuator’s mechanical and electrical states.



The performance of the actuator’s controller can be assessed by means of Figure 11, where the steering angle  δ  and its reference are shown. Also, this performance can be interpreted from Figure 12, where the error variables for the four internal PID controllers of the actuator are shown. It can be appreciated that the low-frequency steady state of the four error variables converged to the vicinity of zero, thus ensuring the fulfillment of the control objective.




5. Discussion


The simulation results presented in the previous section demonstrate that the designed control scheme achieved the path following of the proposed reference in a satisfactory manner. This is depicted in Figure 8, where a maximum lateral error of 0.2 m was presented during the experiment. It is worth noting that the experiment was carried out at a constant longitudinal speed of 80 km/h in comparison with [6], where the maximum test speed was 40 km/h. Moreover, a constant bank road angle was considered during the whole experiment, which represents another factor to be counteracted by the control law. Additionally, the actuator dynamics were considered for the simulations, which represent a more realistic implementation of the controller, as the generated control signals correspond to the voltage input of the electric actuator, which was assumed to be a BLDC electric motor according to most of the current commercial electric vehicles. To obtain this response, the actuator’s current demand was up to 50 A in its peak value, which fell within the limits of most of the available drivers for this type of motor. On the other hand, and due to the application of standard sliding modes, the control signals were characterized by the presence of high-frequency components, as shown in Figure 13 and Figure 14. Although this chattering effect was less visible in the mechanical variables of the vehicle, this is still an undesired feature of the proposed controller, as it reduces the life cycle of the actuators. Despite this, the overall effectiveness of the control scheme was demonstrated by means of the presented simulation results.




6. Conclusions and Future Work


A control scheme based on sliding modes for an electric vehicle following a path is presented. In addition, the control schemes considered a PI-based FOC (field-oriented control) for the steering actuator, which was assumed to be a BLDC motor. The general performance of the proposal was satisfactory, as the control objective was fulfilled despite considerations such as a constant 80 km/h longitudinal velocity and a constant road bank angle. In comparison with other works, the inclusion of the actuator dynamics represents a more realistic design for the control signal, which corresponds to the voltage of the electric actuator. Despite the presence of high-frequency components in the resulting control signal, the effectiveness of the overall control algorithm was demonstrated, as low bounds for the lateral error and yaw angle error variables were attained.



The next steps for this work will be oriented to the inclusion of high-order sliding modes (HOSMs) to the controller design to avoid the presence of high-frequency components in the control signal. Moreover, the implementation of the designed control scheme on simulators, such as CARLA [31] or CarSim [32], to enhance the complexity and realism of the experimental scenarios and to include the effect of sensors and signal conditioning stages in the performance of the controller can be included. Another improvement that will be implemented in future stages of the project is to consider the dynamic double-track model of the vehicle during the controller design process. The motivation is to increase the accuracy of the model, especially when the vehicle is operating at high speed and lateral tire slip is present during the experiments.
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Abbreviations


The following abbreviations are used in this manuscript:



	BLDC
	Brushless direct current motor



	FOC
	Field-oriented control



	SVPWM
	Space vector pulse-width modulation



	PI
	Proportional–integral control



	MPC
	Model predictive control



	IMU
	Inertial measurement unit



	LIDAR
	Light detection and ranging



	SMC
	Sliding mode control



	SAE
	Society of Automotive Engineers



	HOSM
	High-order sliding mode



	LKAS
	Lane-keeping assist system



	LDA
	Lane departure avoidance



	ELKS
	Emergency lane-keeping system










Appendix A. Configuration of the Closed-Loop System in Simulink


This section is intended to give specific hints that were used to obtain the corresponding reported results in case the reader wishes to simulate the Simulink dynamical model defined in this work [29,30]. The main blocks comprising the Simulink model are depicted in Figure A1.





[image: Machines 12 00219 g0a1] 





Figure A1. Block structure for the lateral controller in the Simulink model. 
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First, it is required to set up the model to make it easier to run. The model consists of lateral and longitudinal dynamics. Since the longitudinal dynamics are not required, the upper section can be commented out; this will result in a lighter model and a reduced simulation period. Since the longitudinal dynamics are removed, the longitudinal velocity needs to be added manually. For this, the “Signal Generator” block, which is already contained in the model, is connected to the label “Vx_latModel”. You can manually specify the velocity profile you wish for the experiment. In our case, this was set up to be 22 m/s (80 km/h approx).



In the left, the “LateralController” block is a variant block. Choose the variant “SMC Conventional V2”, which is the implementation of the proposed controller. In the middle, the block “Actuator” is a variant block where you can choose between “BLDC”, “generic transfer function”, or “No Actuator” as the corresponding model of the actuator. To replicate the reported simulations, the option “BLDC”, which converts the model into a stiff system, must be selected. If the model is executed, the accuracy of the simulations will be severely decreased. To fix this issue, the model settings must be redefined. In particular, the ODE solver must be set to a fixed step size solver with a sample time of   5 ×  10  − 6     s. The block to the right is the implementation of the lateral dynamics. This is a variant block too, and hence, it must be configured to “Not simplified model”. This ends the configuration process of the model.
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Figure 1. Overall control architecture for path following with different levels of autonomy. 
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Figure 2. Parameters and variables related to the lateral vehicle’s dynamics. R corresponds to instant trajectory radius. 
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Figure 3. Overall control scheme. 
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Figure 4. Voltage signals expressed in the three reference frames: (a)   V  a b c   , (b)   V  α β 0   , and (c)   V  d q 0   . 
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Figure 5. BLDC motor’s angular position control scheme. 
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Figure 6. Results of the path-following experiment, where the current path (dashed blue line) and the reference trajectory (solid red line) are depicted. 
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Figure 7. Close-up of the path-following experiment depicted in Figure 6, where the tracking error can be appreciated. 
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Figure 8. Error variables   e 1   (top) and   e 2   (middle), and control signal  δ  (bottom) of the lateral controller of the vehicle during the experiment. 
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Figure 9. States of the lateral dynamics of the vehicle. 
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Figure 10. BLDC internal states:  δ  (top),   ω m   (center), and   I  a b c    (bottom). 
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Figure 11. Steering angle  δ  and its reference   δ  r e f    during the experiment. 
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Figure 12. Error variables of the 4 PI controllers in the BLDC control loop. 
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Figure 13. Input voltages for the BLDC motor in the   d − q   reference frame. 
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Figure 14. Input voltages for the BLDC motor in the   a − b − c   reference frame. 
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Table 1. Parameters of the vehicle and the actuator.
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	Symbol
	Value
	Symbol
	Value





	   l r   
	1.58 m
	R
	0.35 Ω



	   l f   
	1.1 m
	L
	0.001 H



	   I z   
	2873 N   ·   m
	M
	0 H



	m
	2238.932 kg
	J
	0.00018 kg   ·   m2



	   C  α r    
	80,000
	P
	4



	   C  α f    
	80,000
	b
	0.0034 N   ·   m   ·   s   ·   rad−1



	  ϕ  
	0.174533 rad
	   T l   
	3.0 N   ·   m



	  λ  
	0.0433 Wb
	   V x   
	22 m/s










 





Table 2. Control gains for lateral and actuator controllers.
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	Symbol
	Value
	Symbol
	Value





	   λ 1   
	   − 1   
	   K  P , 2    
	−0.39820378606854



	   λ 2   
	   − 2   
	   K  I , 2    
	−44.4991237925307



	   λ 3   
	   − 3   
	   K  P , 3    
	70



	  η  
	16
	   K  I , 3    
	0.3



	   S 2   
	   1 ×  10 6    
	   K  P , 4    
	70



	   K  P , 1    
	21.2472922845302
	   K  P , 4    
	0.3



	   K  I , 1    
	1497.59558537531
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