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Abstract: This article presents an innovative method for planning and tracking the trajectory in the
image plane for the visual control of a quadrotor. The community of researchers working on 2D
control widely recognizes this challenge as complex, because a trajectory defined in image space can
lead to unpredictable movements of the robot in Cartesian space. While researchers have addressed
this problem for mobile robots, quadrotors continue to face significant challenges. To tackle this
issue, the adopted approach involves considering the separation of altitude control from the other
variables, thus reducing the workspace. Furthermore, the movements of the quadrotor (pitch, roll,
and yaw) are interdependent. Consequently, the connection between the inputs and outputs cannot
be reversed. The task complexity becomes significant. To address this issue, we propose the following
scenario: When the quadrotor is equipped with a downward-facing camera, flying at high altitude
is sensible to spot a target. However, to minimize disturbances and conserve energy, the quadrotor
needs to descend in altitude. This can result in the target being lost. The solution to this problem is a
new methodology based on the principle of differential flatness, allowing the separation of altitude
control from the other variables. The system first detects the target at high altitude, then plots a
trajectory in the image coordinate system between the acquired image and the desired image. It
is crucial to emphasize that this step is performed offline, ensuring that the image processing time
does not affect the control frequency. Through the proposed trajectory planning, complying with
the constraints of differential flatness, the quadrotor can follow the imposed dynamics. To ensure
the tracking of the target while following the generated trajectory, the proposed control law takes
the form of an Image Based Visual Servoing (IBVS) scheme. We validated this method using the
RVCTOOLS environment in MATLAB. The DJI Phantom 1 quadrotor served as a testbed to evaluate,
under real conditions, the effectiveness of the proposed control law. We specifically designed an
electronic card to transfer calculated commands to the DJI Phantom 1 control joystick via Bluetooth.
This card integrates a PIC18F2520 microcontroller, a DAC8564 digital-to-analogue converter, and
an RN42 Bluetooth module. The experimental results demonstrate the effectiveness of this method,
ensuring the precise tracking of the target as well as the accurate tracking of the path generated in the
image coordinate system.

Keywords: advanced guidance and navigation; IBVS; path planning; path tracking; quadrotor;
flatness control; DJI Phantom 1

1. Introduction

Visual servoing, applied to drone navigation, is an approach that combines computer
vision and control theory. This integration allows the quadrotor to navigate autonomously
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with high accuracy and efficiency. Through the utilization of visual feedback obtained
from cameras installed onboard, drones are able to continuously adapt their position and
orientation in relation to visual landmarks or objects of interest within their surroundings.
This advanced technology enables unmanned aerial vehicles (UAVs), commonly known as
drones, to execute intricate operations such as accurate object tracking, real-time obstacle
avoidance, and precise maneuvering in environments where GPS signals are unavailable
or obstructed by obstacles. Visual servoing algorithms facilitate the ability of drones to
make instantaneous decisions by utilizing the visual data they perceive. This enables the
drones to navigate in a flexible and adaptable manner in different situations. This capability
has significant implications across various industries, such as surveillance, agriculture,
infrastructure inspection, and search and rescue missions. Drones equipped with visual
servoing technology can operate with improved autonomy and effectiveness, as evidenced
by studies [1–4]. Drones equipped with state-of-the-art visual servoing techniques have the
capability to monitor traffic patterns, thereby ensuring improved traffic flow and increased
safety. Within the domain of cartography and geographical surveying [5,6], these drones
possess the capability to traverse intricate landscapes, acquiring high-definition visual
data for meticulous mapping purposes. This functionality is also utilized in the field
of agriculture [7,8], where unmanned aerial vehicles (UAVs) aid in the process of crop
monitoring and precision farming.

Generally, the methods in visual servoing are categorized into two families: 3D visual
servoing or Position-Based Visual Servoing (PBVS) and 2D visual servoing or Image-
Based Visual Servoing (IBVS) [9]. PBVS is a technique that aims to estimate the relative
pose of visual targets in a three-dimensional (3D) space. This estimation allows for the
accurate control of the drone’s position. However, IBVS operates directly in the image
coordinate system (the image plane) by utilizing image feature errors to calculate the control
commands. The utilization of image feature errors in the IBVS-based approaches eliminates
the necessity for any prior knowledge regarding the geometry of the target. IBVS-based
approaches reduce the complexity of calculations and improve the resilience of the system.
The ability to regulate the drone/camera system without reconstructing the target’s relative
pose gives the IBVS-based approaches a significant advantage.

Several works combining visual sensors with UAVs have been proposed. The authors
of [10] employ perspective points as a means of directing a quadrotor through enclosed
passageways while avoiding collisions with the surrounding walls. The authors of [11–14]
used, respectively, monocular, stereo, and RGB-D cameras to acquire comprehensive
3D data pertaining to the surrounding environment. The “teach and repeat” approach,
which involves capturing, storing, and organizing significant visual representations of
the surroundings to facilitate robot navigation, has been the subject of several research
studies [15–19]. In order to achieve the tracking of the visual trajectory of quadrotors in in-
door environments, a recent study proposed a hierarchical visual servo control scheme. This
scheme effectively handles collision avoidance, visibility, and visual tasks in a hierarchical
manner, as outlined in [20].

Elementary geometric shapes in the 2D space of the image, such as points of interest,
lines, ellipses, cylinders, and projective invariants are used as visual primitives in these
methods. However, matching the primitives in images can be a complex task. For example,
if we use the coordinates of four points of interest in the image as the primitives, it would
be difficult to directly propose a desired trajectory, as this would require proposing four
distinct trajectories. This does not necessarily reflect the user’s concerns regarding the
movements made in Cartesian space. The dynamics of a quadrotor (the UAV considered in
this work) are very fast and nervous. In order to efficiently control this specific system, it is
imperative to create a regulator with a high-frequency capability [21]. In contrast, visual
servoing involves a preliminary stage of image processing that is designed to extract the
object’s distinctive features. This phenomenon may have a negative impact on the rate
of progression of the control law. Furthermore, the complex nature of image processing
may lead to temporal lags in motion control, potentially leading to the loss of targets. In
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the context of a conventional IBVS-based system, it should be noted that configuring the
kinematic tensor of the quadrotor does not provide a guarantee of its successful execution
in the physical domain. This is because of problems with controllability, especially when
the system is not fully activated. In contrast to the quadrotor, which only has four inputs,
the kinematic tensor has a dimension of six. It is extremely difficult to complete all six
commands generated by the visual servo algorithm using only four control inputs.

The concept of differential flatness introduced and developed by Fliess [22] simplifies
the dynamic behavior modeling of a system by identifying a set of fundamental variables
called “flat outputs”. As we will see in the rest of this paper, this approach has numerous
interesting consequences regarding system control. Firstly, it redirects the process control
towards the concept of a path that the system must adhere to. In other words, the motion
required from a system has to fit the system’s capabilities, avoiding many problems that
control experts often face. Generating an appropriate desired trajectory is a key stage in
flatness-based control. This trajectory takes into consideration the system’s model in an
implicit manner.

Typically, when a quadrotor is equipped with a downward-facing camera, conven-
tional logic would suggest flying at a high altitude to detect a target. However, to minimize
disturbances and save energy, the quadrotor is compelled to descend in altitude, poten-
tially resulting in the loss of the target in the camera’s field of view and the possibility
of encountering obstacles. To overcome all the aforementioned issues, we propose a new
trajectory planning and tracking method based on the concept of differential flatness. The
key idea of this approach is to separate altitude control from the control of the other vari-
ables, allowing the quadrotor to initially fly at a high altitude to increase the camera’s field
of view. Once the target is detected, a path is planned in the image coordinate system
between the detected image and the desired image at the same altitude. This trajectory is
then converted into a trajectory in Cartesian space, independent of altitude. This planning,
conducted offline, makes the quadrotor move in a way that gets it to its goal. It does this by
setting dynamics like a smooth start, acceleration in the middle of the path, and a smooth
arrival, which control the dynamics in the Cartesian plane. To reinforce this approach,
we introduce a visual servoing method, demonstrating that a single point of the target to
reach, representing, for example, the object’s center of gravity, is sufficient. A trajectory
generation block then converts the chosen trajectory in the image plane into a trajectory
expressed in Cartesian space, independent of the altitude of the quadrotor. Furthermore, to
get around problems with underactuated control and strong coupling of the quadrotor, we
suggest a flatness-based control that would make the system controllable and make sure
the generated trajectory converges asymptotically.

We include numerical simulations in order to validate the efficacy of this novel control
approach. We also tested the proposed control laws under real-world conditions. We
used the DJI Phantom 1 quadrotor as a testbed for this. Our team developed a specialized
electronic card with the purpose of transferring calculated commands to the DJI Phantom 1
control joystick through the use of a Bluetooth connection. The experiments demonstrate
the effectiveness of this method by ensuring accurate trajectory tracking in the image plane
and precise target tracking. These advancements promise to significantly enhance the
capabilities of camera-equipped quadrotors to reach fixed targets in complex environments,
paving the way for new applications and developments in the field of aerial robotics.

This paper is organized as follows: Section 2 describes the quadrotor dynamic model.
Section 3 explains the control strategy. The implementation of the control strategy takes
place in two stages. Establishing the quadrotor’s kinematic actions to track the trajectory in
the image plane is the first step. This phase is offline. In the second phase, a differential
flatness control strategy guarantees the asymptotic convergence of the Cartesian trajectory
while maintaining a certain robustness. Section 4 shows the simulation results to verify the
methodology’s efficiency. The experimental tests performed using the DJI Phantom 1 are
presented in Section 5.
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2. Quadrotor Dynamic Model

The quadrotor dynamic model, which is widely employed [23–25], can be expressed
mathematically as follows:

..
x = u1(cos ψ sin θ cos ϕ + sin ψ sin ϕ)− K1

.
x

m
..
y = u1(sin ψ sin θ cos ϕ − cos ψ sin ϕ)− K2

.
y

m
..
z = u1(cos θ cos ϕ)− g − K3

.
z

m..
θ = u2 − lK4

.
θ

I1
..
ϕ = u3 − lK5

.
ϕ

I2
..
ψ = u4 − K6

.
ψ

I3

. (1)

Numerous experimental tests have supported this model. In Equation (1), (x, y, z)
are the coordinates of the quadrotor; (θ, ϕ, ψ) represent the Euler angles for pitch, roll,
and yaw; g is the gravitational acceleration; l represents the distance from the quadrotor’s
center of gravity to its rotors; m represents the whole mass of the quadrotor; (I1, I2, I3)
are the moments of inertia along the directions x, y, and z; (K1, K2, K3, K4, K5, K6) are the
drag coefficients (in this work, we make the assumption that the drag force is negligible,
as it becomes insignificant at low velocities); and (u1, u2, u3, u4) are the command inputs
defined by [24] as follows: 

u1 = (T1+T2+T3+T4)
m

u2 = l(−T1−T2+T3+T4)
I1

u3 = l(−T1+T2+T3−T4)
I2

u4 = C(T1−T2+T3−T4)
I3

. (2)

In Equation (2), (T1, T2, T3, T4) represent the thrusts produced by the four rotors. These
variables are the effective control inputs of the system. C denotes the force–moment scaling
factor; u1 represents the total thrust on the body according to the Z-axis; u2 and u3 are the
pitch and roll inputs; and u4 is the yaw input.

3. Control Strategy

The strategy of control allowing the quadrotor to follow a specific trajectory in the
image plane is explained as follows: The quadrotor flies at a predefined altitude zd, usually
at a high altitude for a better view from its downward-facing camera. When the quadrotor
locates the target, we can select any path in the image coordinate system that connects the
first image the camera captures to the desired final image, both at the same altitude zd. This
trajectory takes into account the relative position of the target in relation to the quadrotor
as well as the velocity, thus making it possible to specify a desired dynamic. For example,
we can plan for a smooth start, acceleration in the middle of the path, and a smooth arrival.
This also means that we can impose dynamics on the quadrotor itself in the Cartesian plane
to reach the target.

In this study, we demonstrate that a single point of the target to be reached is sufficient
to achieve visual control. A trajectory generation module converts the path chosen in the
image plane into another expressed in Cartesian space. The trajectory thus generated will
be independent of the altitude of the quadrotor. Thanks to the notion of differential flatness,
we only need to know the positions (x, y, z), and the yaw orientation ψ to describe and
control all the remaining variables of the system. Given that we previously imposed the
altitude z independently of the other variables, the trajectory generated in Cartesian space
provides the three other variables (x, y, ψ). The control strategy takes place in two stages.
Firstly, in the initial stage, the focus is on developing the required movements that the
quadrotor must execute to track the trajectory within the image plane. This phase occurs
offline, meaning it is conducted prior to the actual execution of the trajectory. During this
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stage, intricate planning takes place, mapping out the sequence of movements necessary
for the quadrotor to precisely follow the desired trajectory when projected onto the image
plane. This planning ensures that when the quadrotor is in motion, it can adhere to the
trajectory outlined in the image plane. The second stage consists of ensuring asymptotic
convergence of the trajectory thus established in Cartesian space with a given level of
robustness using a control based on differential flatness. Differential flatness, as a concept,
becomes instrumental in orchestrating the quadrotor’s movements in a way that not only
follows the planned trajectory in the image plane but also guarantees the asymptotic
convergence in three-dimensional Cartesian space. The term “asymptotic convergence”
implies that the quadrotor progressively approaches and settles onto the desired trajectory
over time.

3.1. Path Generation in Cartesian Space (Offline)

It should be emphasized that all the simplification hypotheses addressed in this
paragraph are limited to the problem of generating the trajectory in Cartesian space from
the desired trajectory chosen in the image plane. Subsequently, the dynamics of all system
variables will be taken into account in the control problem. The principle of this step is
illustrated in Figure 1. Once the quadrotor has been stabilized at a specific altitude, meaning
the roll and pitch angles are very low, we proceed to acquire the image containing the
target. Then, we choose an arbitrary trajectory that connects the initial image captured by
the camera to the desired image to reach the same altitude. Since both images are captured
at the same altitude, the trajectory connecting these two images can be independent of z
altitude. In other words, we can consider an in-plane trajectory, as shown in Figure 2. Since
the generated trajectory in Cartesian space is independent of the altitude of the quadrotor,
we can choose a lower altitude for the quadrotor. This decision aims to save energy and
reduce sources of disturbance that could affect the system. Therefore, we can select a
trajectory in the image plane that bypasses obstacles, as illustrated in Figure 1.
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Due to the quadrotor’s virtual displacement being limited to a certain plane and the
dynamics of the desired trajectory, we can look at the onboard camera’s behavior on the
quadrotor in a way that is similar to that of a differential-based mobile robot. This robot
operates within a plane that is parallel to the (Xw, Yw) plane, and it maintains a constant
distance of zd from it. Moreover, the mobile robot executes a rotational movement around
the ZW-axis with an angle ψ (as shown in Figure 2), adhering to the following dynamics:

.
xr = υr cos(ψ)
.
yr = υr sin(ψ)

.
ψ = ωr

, (3)

where
.
xr and

.
yr denote the translational speeds along the Xw and Yw axes of the robot,

respectively, and υr and ωr represent the robot’s linear and angular velocities, respectively.

3.1.1. Characteristics of the Descriptor

Based on the dynamics described in Equation (3), recognition of the translation ve-
locities (

.
xr,

.
yr) along the Xw and Yw axes allows deduction of the orientation ψ along the

ZW-axis. Indeed:

ψ = atan2
( .

yr
.

xr

)
. (4)

Since we know that zc = z = zd = constant, we can deduce the translation velocities
(

.
xr,

.
yr) by exploring the location of a single point P on the target. P can be arbitrarily chosen

from the target, but it should not coincide with the camera’s projection center. Indeed, the
points belonging to the camera’s projection center remain unchanged when subjected to
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rotations around the ZW-axis. To simplify the detection process, we can choose the centroid
of the target or the centroid of a part of the target, as depicted in Figure 3.
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3.1.2. Image-Based Visual Servoing

Consider P a point in the 3D Cartesian coordinate system, where its coordinates
are represented by X = (Xc, Yc, Zc = zd = constant). Given the coordinates (xm, ym)
expressed in millimeters, point p represents the projection of P onto the image coordinate
system. In this work, the visual data considered are denoted by S = (xm, ym). The
following equations define the mathematical expressions for these coordinates:xm = Xc

Zc
= (u−cu)

f .αu

ym = Yc
Zc

= (v−cv)
f .αv

. (5)

The pair (u,v) denotes the pixel-based coordinates of the image point p. The parameters
a = (cu, cv, f , αu, αv) refer to the camera’s intrinsic attributes, where (cu, cv) represents
the coordinates of the image’s principal point, f denotes the focal length, and (αu, αv)
represent the vertical and horizontal scale factors expressed in pixels per millimeter. By
applying the operator of time derivative to the projection Equation (5), we get the following:

.
S = ls. V. (6)

The kinematic tensor of the camera, denoted as V, is composed of the translational
velocities vc and the rotational velocities ωc. Ls is the matrix that represents the inter-
action between variables, commonly known as the image Jacobian. It is derived from
the following:

Ls =

[
− 1

zd
0 xm

zd
xmym −

(
1 + xm

2) ym

0 − 1
zd

ym
zd

1 + ym
2 − xmym − xm

]
. (7)
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Since the robot’s movement is in the two-dimensional plane, using Equation (4),
we can compute the translation velocity along the Yc-axis given the translation velocity
along the Xc-axis and the rotation velocity along the Zc-axis. The interaction matrix in
Equation (7) becomes the following:

Ls =

[
− 1

zd
ym

0 −xm

]
. (8)

Equation (6) can be reformulated in the subsequent format:( .
xm.
ym

)
=

(
− 1

zd
ym

0 −xm

)(
vr
ωr

)
. (9)

3.1.3. Generation of the Trajectory in Cartesian Space

Let (x∗(t), y∗(t)) be the desired trajectory chosen in the image coordinate system. We
generate a robot-executed trajectory in the image plane using a homographic transforma-
tion, ensuring asymptotic convergence to the desired trajectory. Using Equation (9), the
two control inputs of the mobile robot are given by the following:

(
vr
ωr

)
=

(
− 1

zd
ym

0 −xm

)−1( .
xm.
ym

)
. (10)

Since we assumed that point p does not coincide with the projection center, and by
explicitly expressing the image Jacobian inverse (for xm ̸= 0), we obtain the following:(

vr
ωr

)
=

(
−zd − zdym

xm
0 − 1

xm

)( .
xm.
ym

)
. (11)

In this situation, a reversible correlation is established between the outputs and inputs.
Subsequently, we utilize a precise linearization technique as proposed in [26]. The linearized
system that is obtained can be represented as a system that exhibits an integration as follows:{ .

xm = ϑx.
ym = ϑy

, (12)

where ϑx and ϑy represent the two auxiliary control inputs that need to be determined in
order to achieve asymptotic tracking of the intended path. The control law governing the
behavior of the mobile robot is expressed as follows:(

vr
ωr

)
=

(
−zd − zdym

xm
0 − 1

xm

)(
ϑx
ϑy

)
, (13)

with the following: {
ϑx =

.
x∗ + k1(x∗ − xm)

ϑy =
.
y∗ + k2(y∗ − ym)

, (14)

where k1 and k2 must have values guaranteeing asymptotically stable error dynamics. It is
sufficient to take k1 > 0 and k2 > 0, ensuring asymptotic tracking of the desired trajectory
(x∗, y∗). Once we have synthesized the two controls (v r, ωr) that ensure asymptotic track-
ing of the specified path in the image coordinate system we can deduce, using Equation (3),
the necessary displacements (xd, yd, ψd) that the quadrotor must execute to ensure the
pursuit of this trajectory.
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3.2. Tracking of the Trajectory Generated in Cartesian Space

The proposed method for ensuring the tracking of the generated trajectory in Cartesian
space is illustrated in Figure 4. This method consists of two distinct control loops. The first
loop deals with altitude control, while the second loop manages the displacements and
orientation in the plane using a flatness-based control.
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Figure 4. Tracking of the trajectory generated in Cartesian space (online).

3.2.1. Loop 1: Control of the Altitude

As stated in Section 2, the control input u1 governs the displacement along Z. By
employing the input–output feedback linearization method to the third equation of the
system of Equation (1), the linearizing control will be given by the following:

u1 =
(Nuz + g)
cosθcosφ

, with cosθcosφ ̸= 0. (15)

Note that Nuz is the linearized system’s new input:

..
z = Nuz. (16)

To ensure that the altitude z(t) tracks the desired altitude zd(t), it is sufficient to take
the new input as follows:

Nuz =
..
zd + k11

( .
zd −

.
z
)
+ k12(zd − z). (17)

The coefficients k11 and k12 are chosen such that the polynomial s2 + k11s + k11 is a
Hurwitz-type polynomial.

3.2.2. Loop 2: Tracking Based on Differential Flatness

In this paragraph, we provide a flatness-based control approach aimed at achieving
and guaranteeing the asymptotic convergence of the trajectory generated in Section 3.1.3.
The study of flat systems is a complex field within the disciplines of differential geometry
and algebra. The concept of differential flatness is introduced in [22]. Let us consider a
nonlinear system that Equation (18) describes as follows:

.
x = f (x, u), x ∈ Rn and u ∈ Rm. (18)
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The system in (18) is considered differentially flat if a vector F ∈ Rm that satisfies the
given condition exists as follows:

F = ξ
(

x, u,
.
u, . . . , u(r−1)

)
, (19)

where elements are differentially independent. Moreover, there should be the existence of
η(.) and Γ(.) such that:

x = η
(

F,
.
F,

..
F, . . . , F(α−1)

)
, (20)

u = Γ
(

F,
.
F,

..
F, . . . , F(α)

)
, (21)

In the given context, α and r represent finite multi-indices, while ξ, η, and Γ denote vectors
consisting of smooth functions. F is commonly known as the flat output of the system.
A flat system is characterized by the ability to express the state and control variables in
terms of the flat output and its derivatives. The open-loop flatness control, referred to as
the Brunovosky control, is denoted by Equation (21) and is recognized for its capability to
achieve an exact linearization of the system. In the case of a differentially flat system, the
desired trajectory Fd can be determined. This allows for the definition of the desired state
xd and the desired open-loop control ud in the following manner.

xd = η
(

Fd,
.
Fd,

..
Fd, . . . , F(α−1)

d

)
, (22)

ud = Γ
(

Fd,
.
Fd,

..
Fd, . . . , F(α)

d

)
. (23)

In the case that the system demonstrates inherent stability, it will exhibit satisfactory
behavior and adhere to the planned trajectory. In order to enhance the convergence speed,
unstable systems require the addition of a closed-loop correction term to the existing open-
loop control. This correction term is crucial for ensuring accurate trajectory tracking. Thus,
we propose a closed-loop flatness control system. The notation FTC, which stands for
Flatness-Based Tracking Control, is used to represent this loop. The control system consists
of two components: the open-loop control, represented by Equation (21) and a loop term ϑ.
The loop term ϑ is a linear control that is designed to stabilize the linearized system. The
FTC is provided in the following manner:

uFTC = Γ
(

Fd,
.
Fd,

..
Fd, . . . , ϑ

)
, (24)

where ϑ(t) indicates the newly introduced command. When the partial derivative of Γ
with respect to F(α) is locally invertible, it results in the following decoupled system:

F(α) = ϑ, (25)

with the following:

ϑ = F(α)
d + ∑α−1

i=0 ki

(
F(i)

d − F(i)
)

. (26)

Let K(s) = sβ + ∑
β−1
i=0 kisi. K(s) is a diagonal matrix. The components of K(s) are

polynomials. The roots of these polynomials have a strictly negative real part. The proposed
K(s) enables the achievement of the asymptotic trajectory tracking lim

t→∞
(Fd − F) = 0.

As illustrated in Figure 4, the control, based on differential flatness, ensures the
necessary displacements of the UAV to follow the desired trajectory in the image plane.
This command employs an open-loop method to make the system linear and a closed-loop
correction term to make sure that the desired path converges asymptotically, even when
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there are disturbances. Replacing the control u1 expressed by Equation (15) in the model
describing the quadrotor’s dynamics (Equation (1)), we obtain the following:

..
x = (Nuz + g) tan θ cos ψ + (Nuz + g) tan(ϕ)

cos θ sin ψ
..
y = (Nuz + g) tan θ sin ψ − (Nuz + g) tan(ϕ)

cos θ cos ψ
..
z = Nuz =

..
zd + k11

( .
zd −

.
z
)
+ k12(zd − z)

..
θ = u2..
ϕ = u3..
ψ = u4

. (27)

We can demonstrate that this system is flat and has the following flat outputs: F1 = z;
F2 = x; F3 = y; F4 = ψ. Via the first and second equations within system (27), we can
express the variables θ and ϕ in terms of the flat outputs:

θ = arctan
(

cos(ψ)
..
x+sin(ψ)

..
y

..
z+g

)
ϕ = arcsin

(
sin(ψ)

..
x−cos(ψ)

..
y√

..
x2
+

..
y2
+(

..
z+g)

2

)
. (28)

The control variables can be represented in relation to the flat outputs and their
respective derivatives: 

u2 =
..
θ = d2

dt

(
arctan

(
cos(ψ)

..
x+sin(ψ)

..
y

..
z+g

))
u3 =

..
ϕ = d2

dt

(
arcsin

(
sin(ψ)

..
x−cos(ψ)

..
y√

..
x2
+

..
y2
+(

..
z+g)

2

))
u4 =

..
ψ

. (29)

We have just expressed all the variables of the system in terms of the dynamics of
(z, x, y, ψ). Subsequently, system (27) is flat and has the following flat outputs: F1 = z;
F2 = x; F3 = y; and F4 = ψ. To execute the desired trajectory (xd, yd, ψd), created using
Equation (29), it is possible to infer the open-loop control that will achieve this desired
trajectory: 

u2d = d2

dt

(
arctan

(
cos(ψd)

..
xd+sin(ψd)

..
yd..

zd+g

))
u3d = d2

dt

(
arcsin

(
sin(ψd)

..
xd−cos(ψd)

..
yd√

..
x2

d+
..
y2

d+(
..
zd+g)

2

))
u4d =

..
ψd

. (30)

At this stage, flatness has been utilized for the computing controls that match the open-
loop trajectories of the system. Once the system reaches a state of stability, it will respond
accordingly and adhere to the intended path. However, for non-stable systems or when one
aims to expedite convergence, it is imperative to augment this open-loop command with
a small closed-loop correction term to guarantee precise trajectory tracking. To generate
these correction terms, we will make hypotheses. It is important to emphasize that these
hypotheses only apply to the derivation of the correction terms and are considered solely
in the vicinity of the desired trajectory. Once the quadrotor attains its desired trajectory, it
is reasonable to hypothesize that the angles θ, ϕ, and ψ will decrease in magnitude. The
expressions for the second derivative of θ and ϕ are provided as follows:

..
θ =

F(4)
2..

F1+g
− 2 F(3)

2 F(3)
1( ..

F1+g
)2 + 2

..
F1

(
F(3)

1

)2

( ..
F1+g

)3 −
..
F2F(4)

1( ..
F1+g

)3

..
ϕ =

F(4)
3..

F1+g
+ 2 F(3)

3 F(3)
1( ..

F1+g
)2 − 2

..
F3

(
F(3)

1

)2

( ..
F1+g

)3 +
..
F3F(4)

1( ..
F1+g

)2

. (31)
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By employing the theorem provided by [27], which ignores all terms in the polynomial
equation above the fourth degree, Equation (31) becomes the following:

..
θ =

F(4)
2..

F1+g
..
ϕ =

F(4)
3..

F1+g

. (32)

Assuming that the quadrotor attains its desired altitude (z − zd = 0), the expressions
for the commands can be written as follows:u2 =

..
θ =

F(4)
2
g

u3 =
..
ϕ =

F(4)
3
g

. (33)

Finally, here are the expressions for the closed-loop control laws that confirm asymp-
totic convergence (FTC: Flatness Tracking Control) toward the desired path, even when
there are disturbances:

u2FTC = u2d + k21e(3)2 + k22e(2)2 + k23
.
e2 + k24e2

u3FTC = u3d + k31e(3)3 + k32e(2)3 + k33
.
e3 + k34e3

u4FTC = u4d + k41
.
e4 + k42e4

, (34)

where ei = Fid − Fi; (i = 2, 3, 4), and the kij terms are designated using the pole placement
technique.

4. Simulation Results

As mentioned in Section 3, our method consists of two steps: a first step for generating
the trajectory in Cartesian space, which is performed offline, and a second step involving
the execution of the generated trajectory. The RVCTOOLS library was used for conducting
the simulations.

4.1. Step 1: Trajectory Generation (Offline)

In order to evaluate the efficiency of the proposed tracking approach, we implemented
the following procedure: The quadrotor initially reached a predefined altitude. At time
t = 10 s (the time required for the quadrotor to stabilize at the altitude zd = 15 m), we
detected point P on the target. In our simulation, we considered the midpoint on one side
of an object defined by four points. The next step involved choosing an arbitrary path in
the image coordinate system that linked the starting and ending positions of point P on
the target, both captured at the same altitude. It is crucial to consider that we can trace an
arbitrary trajectory on the screen of an interface and extract an analytical expression for
it. Given that we have the capability to define the dynamics of this trajectory (in terms of
position and velocity), we opted for a polynomial-type trajectory, where PI =

(
x∗i , y∗i

)
was

the initial position of point P on the object in the image coordinate system at time ti and
Pf =

(
x∗f , y∗f

)
was its final position at time t f . Let us consider the task of finding a path

linking these two points and passing through a peak (maximum). To illustrate this, let us

consider the example of a point with coordinates
(

x∗f +x∗i
2 , 2y∗f − y∗i

)
, which represents the

maximum of the curve between y∗i and y∗f . We suggest the following dynamics: a gradual
start, a sudden increase in speed during the path, and ultimately a smooth finish. The
intended path y∗(x∗) must meet the following constraints:
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y∗
(
x∗i
)
= y∗i

y∗
(

x∗f
)
= y∗f

y∗
(

x∗f +x∗i
2

)
= 2y∗f − y∗i

dy∗
dx∗

(
x∗f +x∗i

2

)
= 0

d2y∗

d2x∗

(
x∗f +x∗i

2

)
< 0

. (35)

We can use, for example, the polynomial equation in x∗, which fulfills the aforemen-
tioned constraints.

y∗(x∗) = y∗i +
(

y∗f − y∗i
)( x∗ − x∗i

x∗f − x∗i

)9 − 12

(
x∗ − x∗i
x∗f − x∗i

)
+ 4

(
x∗ − x∗i
x∗f − x∗i

)2
. (36)

It remains to construct the evolution of x∗(t). This must satisfy the specified limit
conditions:

x∗(ti) = x∗i ,
.
x∗(ti) = 0, · · · , x∗(5)(ti) = 0, (37)

x∗
(

t f

)
= x∗f ,

.
x∗
(

t f

)
= 0, · · · , x∗(5)

(
t f

)
= 0. (38)

This translates to the 11th-degree polynomial as follows:

x∗(t) = x∗i +
(

x∗f − x∗i
)

σ6(t)
(

462 − 1980σ(t) + 3465σ2(t)− 3080σ3(t) + 1386σ4(t)− 252σ5(t)(t)
)

, (39)

where:

σ(t) =
t − ti
t f − ti

. (40)

The dynamics of the desired trajectory are depicted in Figure 5. Figure 5a,b illustrate
the desired position trajectory, connecting the two boundary points in the image plane
and passing through a maximum. Figure 5c,d show the evolution of the trajectory along
the axes (u and v), while Figure 5e,f present the velocity dynamics of these trajectories,
reflecting the desired dynamics with a gradual start, acceleration in the middle, and smooth
convergence. The image-based visual control is implemented using Equations (13) and (14).
The coefficients of Equation (14) are defined as follows: k1 = 10 ; k2 = 10.
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Figure 5. The dynamics of the desired trajectory: (a,b) the desired position trajectory of a point P;
(c) the evolution of the trajectory along the u-axis; (d) the evolution of the trajectory along the v-axis;
(e) the velocity dynamics of the trajectory along the u-axis in pixel/s; and (f) the velocity dynamics of
the trajectory along the v-axis pixel/s.

The simulation results are presented in Figure 6. Figure 6a,b show the evolution of
the desired trajectory and the trajectory obtained through visual control. It is evident that
the visual control algorithm operates effectively in generating a trajectory faithful to the
desired path. Figure 6c–e represent the necessary displacements generated by the visual
control algorithm. These displacements indicate the movements that the quadrotor must
execute to track the desired trajectory chosen in the image plane.

4.2. Step 2: Generated Trajectory Performed by the Quadrotor (Online Tracking)

In the previous step, we generated desired trajectories for the variables x, y, and Ψ.
Given that the proposed method separates altitude control (the displacement along the
z-axis) from the other variables, we have the ability to independently choose the desired
trajectory for the altitude. To evaluate the effectiveness of our control strategy, although
we considered a constant altitude in the trajectory generation problem, we introduced
a variable altitude as a source of disturbance, as follows: The quadrotor stabilizes at an
altitude zd = 15 m, then undergoes a gradual takeoff, acceleration in the middle, and
smooth convergence towards the altitude zd = 1 m. The parameters of Equation (17)
ensuring the pursuit of this desired trajectory are chosen as follows: k11 = 10 and k12 = 25.
Taking into account the physical characteristics of the quadrotor, the control input for
altitude must be bounded by |u1| < 15. Figure 7a,b illustrate the evolution of the desired
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altitude and the altitude achieved by the quadrotor. It is clear that the quadrotor stabilizes
around the altitude z = 15 m in less than 4 s and follows the desired trajectory. The evolution
of the control law ensuring the desired altitude is presented in Figure 7c,d. It is evident
that this is a continuous, smooth, and physically achievable evolution.
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Figure 7. Control of the quadrotor altitude: (a,b) evolution of the desired altitude and the performed
altitude of the quadrotor; and (c,d) evolution of the altitude control law.

To achieve the generated trajectory for the variables x, y, and Ψ, a flatness-based
control was proposed. The gain parameters, which define the dynamics of the errors, are
listed in Table 1.

Table 1. The gain parameters.

Gain k21 k22 k23 k24 k31 k32 k33 k34 k41 k42

Value 4 6 4 1 4 6 4 1 2 1

Figure 8a–d illustrate the desired trajectories (the displacement along x, displacement
along y, and orientation along the z-axis) as well as the trajectories actually executed by
the quadrotor. It is clear that the proposed method effectively ensures the pursuit of the
generated trajectory. Figure 8e–g present the evolution of the control laws that ensure the
pursuit of the desired trajectories. Figure 8h,i represent the variation of the roll angle and
pitch angle, respectively. It is evident that these two variables remain sufficiently small
during the trajectory tracking.
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uously send a 240 × 320 pixel stream on the 2.4 GHz frequency with a rate of 15 frames 
per second. The desire to reduce the calculations related to image segmentation drove the 
choice of this minimal configuration. This segmentation must provide, in real time, the 
position of the center of gravity of the target. The target is a black mobile robot, which 
contrasts significantly with the color of the navigation space (bare terrain). The extraction 
of the target is carried out thanks to a simple binarization of the image followed by a mor-
phological opening operation (erosion and dilation). This last operation is necessary to 
marginalize the shadow of the quadrotor as best as possible. Finally, a selection based on 
the proportion of extracted regions allows the identification of the target and the calcula-
tion of its center of gravity. Figure 9 shows the binarization and selection operations of 
the target based on the size criterion. 

Figure 8. Generated trajectory performed by the quadrotor: (a,b) desired (in black) and performed
(in blue) trajectories along the x-axis and y-axis, respectively; (c,d) desired (in black) and performed
(in blue) of the yaw angle; (e) input control u2; (f) input control u3; (g) input control u4; (h) roll angle
variation; and (i) pitch angle variation.

5. Experimental Results

The strategy adopted in this section is similar to that addressed in the simulation
section. Starting from the very conclusive simulation results presented in Section 4, we
explore in this section the performance of our proposed control law on a real platform. We
use the DJI Phantom 1 quadrotor for this. We configure the onboard camera to continuously
send a 240 × 320 pixel stream on the 2.4 GHz frequency with a rate of 15 frames per second.
The desire to reduce the calculations related to image segmentation drove the choice of
this minimal configuration. This segmentation must provide, in real time, the position
of the center of gravity of the target. The target is a black mobile robot, which contrasts
significantly with the color of the navigation space (bare terrain). The extraction of the target
is carried out thanks to a simple binarization of the image followed by a morphological
opening operation (erosion and dilation). This last operation is necessary to marginalize
the shadow of the quadrotor as best as possible. Finally, a selection based on the proportion
of extracted regions allows the identification of the target and the calculation of its center
of gravity. Figure 9 shows the binarization and selection operations of the target based on
the size criterion.
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To control the quadrotor with the command values calculated using the proposed
algorithm, we designed an electronic card that was integrated into the control joystick. This
card receives the necessary thrusts via a Bluetooth connection and transforms them into
four voltages to power the four motors of the quadrotor. This design includes a PIC18F2520
microcontroller, a DAC8564 digital-to-analogue converter, and a RN42 Bluetooth module.
The generated thrusts are deduced based on Equation (2), with m = 0.670 kg, l = 0.175 m,
I1 = I2 = 0.0137 kg.m2, I3 = 0.0231 kg.m2, and C = 0.4. Equation (41) enables the
conversion of the generated commands for each motor into thrust values.
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The desired trajectory in the image plane is built using Equations (36)–(40) with
x∗i = 171, y∗i = 178, ti = 0.66s, x∗f = 108, y∗f = 77, and t f = 2. Figure 10 shows the results
of an experiment in which the DJI Phantom 1 takes off to reach an altitude of 15 m. Once
the target has been detected (which will give us a starting point of x∗i = 171, y∗i = 178), a
trajectory is generated in the image plane (the yellow curve). The mobile robot playing the
role of the target is static throughout the experience. Its orientation, as well as its apparent
size in successive images, are tracked by the movement of the quadrotor. The task of the
quadrotor during this experience is to make the necessary movements to ensure that the
target remains on the desired trajectory. In this phase, we introduced a Kalman filter to
estimate the position and size of the target. This filter has proven to be very useful because
the analogue transmission of the live streaming is sometimes very noisy. This makes the
target detection phase impossible. Figure 10b perfectly illustrates this case. Despite the
total absence of the target, our algorithm continues to generate the necessary commands
based entirely on the estimated position (the yellow square). In Figure 10a,c–e, the green
square shows the success of the target identification phase. We notice that the size of the
target is almost constant during the first half of the flight (Figure 10a–c). This is completely
normal since we have separated the u1 command responsible for altitude from the rest
of the commands. However, the size of the target suddenly changes in the second half of
the flight (it became 10 to 15% smaller; see Figure 10d,e). This is due to a gust of wind.
Despite this, the quadrotor continues to follow the desired trajectory by manipulating
the u2, u3, and u4 commands. This result shows in an experimental manner the benefit
of the separation of commands proposed in the diagram of Figure 4. Finally, Figure 11
shows the desired and achieved trajectories. If we take into account the DJI Phantom 1’s
experience with wind gusts and the target’s intermittent absence, the superposition of the
two trajectories is almost perfect.
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Figure 10. IBVS-Based Image Plan Path planning and tracking with the DJI Phantom 1: (a) tracking
start; (b) continuation of the tracking without target recognition; (c) tracking reaching halfway
through the flight (frame 138); (d) tracking under wind gusts (target size decreases); and (e) the
achievement of the desired trajectory. For all sub-figures, the red rectangle delimits the zone of
interest in which the target recognition operation is carried out. The yellow curve represents the
desired trajectory. The green square demarcates the recognized target. The yellow square represents
the estimated size and position of the target.
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6. Discussion

Our work primarily focuses on planning and implementing a specific trajectory from
the image plane (a 2D space) to a 3D space. The research community specializing in 2D
control widely acknowledges this issue as intricate, given that a specific path in the image
space can lead to unpredictable robot motion in Cartesian space.

Although we have recently resolved this issue for a mobile robot [28], it continues to
pose a significant challenge for a quadrotor. Indeed, our previous approach was based on
the assumption that the coordinates of an image point (u and v) could serve as a flat output
for a two-wheeled robot. This allowed us to establish a relationship between the flat output
space and the workspace (2D/2D). Nevertheless, this methodology is not suitable for the
scenario involving a quadrotor.

We employ a methodology to tackle this problem, which involves investigating the
feasibility of decoupling altitude control from the other variables, thereby reducing the
workspace. Furthermore, due to the interconnection of the quadrotor’s movements (pitch,
roll, and yaw), it is not feasible to establish a reversible relationship between the outputs
and inputs. This highlights the intricate nature of the task. We would like to emphasize
that trajectory planning entails applying dynamics to the trajectory.

In order to address these challenges, we opted to utilize a virtual dynamics system
that is based on the kinematic model of a two-wheeled mobile robot for the trajectory
generation. We chose this approach because existing evidence suggests that this framework
can establish a reversible relationship between the outputs and inputs. Following that,
we were able to successfully generate the required motions in 2D space to accomplish
this trajectory in the 2D image plane. Subsequently, it became imperative to establish the
mapping between the motions produced in the two-dimensional (2D) realm of the virtual
robot and the motions occurring in the three-dimensional (3D) realm of the quadrotor.

Our methodology effectively addresses the issue of energy conservation and mitigates
disturbances that may impact the quadrotor, such as wind gusts. Once we have executed
the required maneuvers to reach the desired destination, we were able to initiate a descent
in altitude.

Another notable contribution to this work is the use of a camera as an information
source for guiding the quadrotor’s control decisions. Nevertheless, this presents a practical
obstacle in terms of control frequency. Quadrotor control necessitates a high control
frequency, whereas image processing necessitates a lower control frequency, resulting in
potential synchronization issues. In our control approach, we addressed this problem
by implementing an offline planning strategy, ensuring that the time required for image
processing does not impact the control frequency.

As previously stated, we have the ability to choose a trajectory within the image plane.
In a practical implementation, the control tower must manually specify the trajectory. The
task involves tracing the trajectory to avoid obstacles shown on the interface screen and
then formulating an analytical expression to integrate into the control loop. Given our
system’s outdoor operation and susceptibility to external disturbances, it is imperative to
improve the control algorithm in order to guarantee its robustness.

7. Conclusions

In this paper, we present a novel method for trajectory planning and tracking in the
image plane for the visual control of a quadrotor. This approach relies on the concept
of differential flatness, allowing the separation of altitude control from the control of the
other variables. The control strategy is implemented in two steps. The first step involves
determining the necessary displacements that the quadrotor must execute to follow the
trajectory in the image plane, conducted offline. To facilitate the trajectory planning,
a new visual servoing method was proposed, demonstrating that a single point of the
target to be reached is sufficient for the visual control. The second step aims to ensure
the asymptotic convergence of the trajectory generated in Cartesian space with a given
level of robustness. To overcome the challenges related to underactuated control and
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strong coupling of the quadrotor, a flatness-based control was introduced. This approach
ensures the controllability of the system and guarantees the asymptotic convergence of the
generated trajectory. The simulations performed on MATLAB using RVCTOOLS library
and experiments performed with the DJI Phantom 1 demonstrate the effectiveness of the
proposed method.
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