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Abstract: Scarfing is a type of flame treatment used to improve the quality of metal generated during
steelmaking. It employs the principles of gas cutting to remove impurities and defects. Due to
the high-temperature conditions and the need for uniform metal treatment, mechanical scarfing
performed via a frame is preferred over manual hand scarfing. To achieve stable mechanical scarfing,
a properly designed frame is essential. Generally, while using more material can create stable
equipment, it also increases costs. Therefore, this study proposed a design method that selects
an acceleration profile to minimize the shock on the frame during scarfing equipment operation
while using a multi-objective genetic algorithm to minimize weight and maximize rigidity. Because
modifying existing scarfing equipment based on the optimization results would incur additional costs
and time, pre-optimizing through simulation before equipment fabrication is crucial. Optimization
was achieved via the dimensional optimization of the existing frame equipment. As a result, the
weight of each part and the deformation decreased by an average of 17.05 kg and 3.93%, respectively.

Keywords: acceleration profile; design method; genetic algorithm; industrial design; optimization;
scarfing equipment

1. Introduction

The metal production process generally proceeds in the order of smelting, steelmaking,
casting, and rolling. In the steelmaking phase, impurities such as carbon, phosphorus,
and sulfur are removed from the metal. However, this process can lead to defects, such as
decarburization layers, micro-cracks, rust, and other impurities on the surfaces of slabs and
billets [1,2]. Such surface defects can be predicted through thermal transfer analysis [3–5].
Moreover, these surface defects on steel ingots or plates can significantly impact product
quality. Therefore, it is essential to minimize the possible defects that may arise during the
steelmaking process to produce high-grade products such as automotive steel plates [6–8].

Scarfing is a type of flame treatment that utilizes the principles of gas cutting to remove
defects by melting a wide, shallow area of the steel surface. It is used to remove surface
defects such as pits, cracks, non-metallic inclusions, or decarburization layers on steel
ingots or plates [9]. By performing scarfing, defects on the steel surface are eliminated,
enhancing the stability of the steel [10–13]. The basic principle of this technology involves
the chemical reaction between iron and oxygen, as shown in Figure 1. First, the preheat
zone is heated to the ignition temperature of oxygen. Then, a strong blast of pure oxygen
is applied, leading to intense combustion in the preheated area and the formation of iron
oxide. Because the generated iron oxide has a lower melting point than the base material, it
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melts due to the heat generated by the combustion. Simultaneously, it is removed by the
flow of oxygen, completing the scarfing process.

Fe +
1
2

O2 → FeO2 + 64.0 Kcal (1)

2Fe +
3
2

O2 → Fe2O3 + 190.7 Kcal (2)

3Fe + 2O2 → Fe3O4 + 266.9 Kcal (3)
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to its excellent productivity, which reduces costs. The reduced working time due to the 
design used for this technique allows for the simultaneous scarfing of the top, bottom, and 
sides of the slabs and consequently produces a high-quality scarfing surface. Additionally, 
mechanical scarfing substantially reduces fuel consumption compared to hand scarfing, 
lowering CO2 emissions. However, due to its functional limitations, a post-process in 
which workers manually perform hand scarfing to adjust and improve the working ma-
terial is inevitably required after mechanical scarfing. In the case of hand scarfing, quality 
differences can arise depending on the skill level of the worker, and hazardous situations 
may occur due to poor working conditions [14]. Moreover, there is the drawback of ex-
cessive energy consumption when workers visually assess the slab shape to perform the 
task, resulting in increased carbon emissions. To address these issues, there is growing 
attention toward the development of energy-efficient, low-pressure spray scarfing equip-
ment tailored to the slab conditions [15]. 

When conducting mechanical scarfing, the scarfing unit is mounted on a frame, and 
stability is ensured as the operation occurs at high temperatures. However, during the 
manufacture of frame equipment, excessive focus on stability can lead to the use of un-
necessary materials and components, which can incur additional costs [16–18]. When re-
starting scarfing equipment after a stop, different shocks are applied to the structure de-
pending on the acceleration profile [19–21]. Therefore, an acceleration profile that mini-
mizes the shock should be used. In this study, as shown in Figure 2, we utilize a multi-
objective genetic algorithm (MOGA) to adjust the dimensions of up to three parts of each 
component in the scarfing equipment, aiming to minimize weight and maximize rigidity. 
We discern that the acceleration profile minimizes shock while satisfying the maximum 

Figure 1. Scarfing schematic.

The types of scarfing methods include mechanical scarfing, which uses gas torches
to mechanically remove surface defects from the front and back of slabs; hand scarfing,
where an operator manually removes defects; grinding scarfing, which uses abrasive
stones to eliminate surface defects; and hard scarfing, which employs gases (e.g., acetylene
and propane) to melt imperfections. Among these, mechanical scarfing is widely used
due to its excellent productivity, which reduces costs. The reduced working time due
to the design used for this technique allows for the simultaneous scarfing of the top,
bottom, and sides of the slabs and consequently produces a high-quality scarfing surface.
Additionally, mechanical scarfing substantially reduces fuel consumption compared to
hand scarfing, lowering CO2 emissions. However, due to its functional limitations, a
post-process in which workers manually perform hand scarfing to adjust and improve
the working material is inevitably required after mechanical scarfing. In the case of hand
scarfing, quality differences can arise depending on the skill level of the worker, and
hazardous situations may occur due to poor working conditions [14]. Moreover, there is the
drawback of excessive energy consumption when workers visually assess the slab shape to
perform the task, resulting in increased carbon emissions. To address these issues, there is
growing attention toward the development of energy-efficient, low-pressure spray scarfing
equipment tailored to the slab conditions [15].

When conducting mechanical scarfing, the scarfing unit is mounted on a frame, and
stability is ensured as the operation occurs at high temperatures. However, during the
manufacture of frame equipment, excessive focus on stability can lead to the use of unneces-
sary materials and components, which can incur additional costs [16–18]. When restarting
scarfing equipment after a stop, different shocks are applied to the structure depending on
the acceleration profile [19–21]. Therefore, an acceleration profile that minimizes the shock
should be used. In this study, as shown in Figure 2, we utilize a multi-objective genetic
algorithm (MOGA) to adjust the dimensions of up to three parts of each component in the
scarfing equipment, aiming to minimize weight and maximize rigidity. We discern that
the acceleration profile minimizes shock while satisfying the maximum transfer speed per
second. The extent of this effect is verified through the maximum stress values applied to
the frame.
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Optimization is carried out after generating a response surface model that represents
the relationship between the results and design variables [22]. Here, the response surface
model can be obtained using different experimental design methods that calculate the out-
comes for candidate variables. Experimental design enumerates the possible combinations
of candidate variables to achieve the desired outcomes, and the methods for setting up
the experimental design include central composite design and Box–Behnken design. Both
methods define the possible combinations of candidate variables at three levels, but the
Box–Behnken design can yield optimal results with fewer experiments compared to the
central composite design [23–31]. Therefore, in this study, Box–Behnken design is employed
to set up the experimental design, and the response surface model is generated based on
the derived results.

After obtaining the response surface, design variables are optimized based on a MOGA.
Dao [32] and Hashemian [33] used genetic algorithms to optimize the structure. However,
their optimization was a single-objective function optimization rather than a multi-objective
function, and they did not consider the acceleration profile of the machine as it moved.
There are a variety of optimization methods that can be used to optimize a single-objective
function, such as least-squares, genetic algorithms, and artificial neural networks [34].
However, the problem with multiple objectives is that it is difficult to optimize each
objective at the same time, similar to how excessive materials are used in machine designs
which focus on minimizing strain regardless of increasing the weight of the machine. To
address this problem, a MOGA has been used. There are various genetic algorithms such as
Vector Evaluated Genetic Algorithm (VEGA) and MOGA. Both VEGA and MOGA have the
advantage of being simple to build, but VEGA has the disadvantage of converging to the
extremes of each objective. MOGA assigns fitness through Pareto ranking. A fitness value
is assigned to each solution based on the population’s ranking, assuming that all objectives
are minimized. Figure 3 below explains the MOGA process. As mentioned above, the
fitness value is evaluated after assigning a fitness rank to each solution. The process is
repeated to identify the Pareto solutions and find the optimal solution that satisfies the
objective function [35–44]. Figure 3 shows a diagram of the structure of MOGA. As shown
in Figure 3, MOGA consists of initialization, evaluation, selection, crossover, and mutation.
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First, the initial population is randomly generated in the initialization step, and then the
fitness is calculated for each individual according to the objective function in the evaluation
stage. Pareto ranking is used to rank solutions by assigning a fitness value to each solution.
Then, the parent generation is selected from the current population based on the fitness.
In the crossover phase, offspring are created by combining genetic materials from pairs of
parents, and in the mutation procedure, random changes are introduced in the offspring
to maintain genetic diversity. The algorithm then terminates when a predefined number
of generations is reached or the population converges to a satisfactory solution, otherwise
it repeats the algorithm again. An additional advantage of MOGAs is that they can be
optimized without the need for complex physical or mathematical analysis. In this study,
the objective functions are defined as minimizing mass and deformation to achieve both
weight reduction and increased rigidity in the frame equipment.
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2. Geometry
Frame for the Scarfing Process

The model and structure of the scarfing equipment frame are shown in Figure 4. The
frame structure consists of four major parts, each named based on the axis along which
the equipment is aligned: x-axis part, y-axis part, z-axis part, and head part. Except for the
head part, each part is equipped with motors and rack gears suitable for transferring the
scarfing equipment along the x-, y-, and z-axes. The x-axis part is anchored to the ground
with anchor bolts and supports the other three parts via a saddle plate, enabling movement
along the x-axis. The y-axis part is double-ended and supports the head part in the center,
allowing for y-axis movement. It is connected to the z-axis part via an LM guide, enabling
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movement along the z-axis. The z-axis part is directly connected to the x-axis part and
supports both the y-axis and head parts, allowing for z-axis movement.
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Structural analysis was performed on each part of the scarfing machine to determine
which parts of the machine to apply the acceleration profile before selecting the optimal
acceleration profile. The scarfing machine is stressed even before it is driven due to its own
weight. When the machine is driven, it is impacted further by the acceleration. This leads
to increased stress concentration, which in turn leads to the deformation of the machine.
Therefore, different acceleration profiles were applied to the most stressed parts in the
structural analysis to select the optimal acceleration profile that minimizes deformation
when the machine is driven. In addition, three variables were selected, including the stress
concentration of each part and the structural stress concentration of the scarfing machine,
and optimized as an objective function to minimize the weight and deformation of the
machine. The boundary conditions for the structural analysis of each part can be found
in Table 1. The load condition is the self-weight of each part. As shown in Figure 5, fixed
support conditions were applied to the surface where the anchor bolts are connected for the
x-axis part, and fixed support conditions were applied to the surface that is in contact with
other parts. The material used was structural steel, which is provided as a default option
in the ANSYS 2022 R1 software. The structural analysis results are shown in Figure 5a–d,
which display the x-axis, y-axis, z-axis, and head parts, respectively. The highest stress
was recorded in the y-axis part. This elevated stress in the y-axis part is due to its unique
positioning. Compared with the other parts, it is elevated from the ground and fixed to
the z-axis part, resulting in concentrated stress at the connection point with the z-axis part.
Therefore, considering the direction in which the y-axis part is transferred, we proposed an
acceleration profile that minimizes deformation due to shock, and selected design variables
for optimization based on a sensitivity analysis of the dimensions that constitute each part.
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Table 1. Boundary conditions of structural analysis.

Boundary Condition X-Axis Y-Axis Z-Axis Head

Material Structural steel
Load [kg f ] 6018.2 3874.2 3899 412.5

Fixed support Anchor bolts
(Marked on Figure 5a)

Surface in contact with
z-axis part

(Marked on Figure 5b)

Surface in contact with
x-axis part

(Marked on Figure 5c)

Surface in contact with
y-axis part

(Marked on Figure 5d)
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3. Optimization Method
3.1. Selection of Acceleration Profile

The shock exerted on the frame of the scarfing equipment varies with the control
method used during its transfer. The control method involves sketching an acceleration
profile and applying it to the frame equipment. Rapid acceleration or deceleration of
the stationary scarfing equipment can result in shocks to the equipment. If such shocks
repeatedly occur, deformation or fracturing may occur, causing the equipment to fail.
Minimizing shocks during operation is crucial because this directly impacts the lifespan
of the scarfing equipment. Furthermore, if mechanical scarfing is followed by a lot of
post-processing by hand scarfing due to a deformation of the scarfing equipment, the
quality of the product after scarfing depends on the skill level of the operator, and worker
safety accidents may occur. In addition, the advantages of mechanical scarfing, such as
reduced fuel consumption, working time, and CO2 emissions, are lost when hand scarfing
is required. To mitigate this issue, this study aims to propose an optimal acceleration profile
by comparing three different acceleration profiles. In terms of force, it is the product of
acceleration and mass. In selecting the acceleration profile, Figure 6a shows the acceleration
profiles of a quadratic, triangle, and trapezoid, with 0, 1, and 2 points, where the force
changes dramatically. Each acceleration profile was made to reach 25 minutes-per-minute
(mpm), the driving speed of the scarifying machine, after 1 s, and the initial velocities
were both 0 mpm. In the case of the triangle profile shown in Figure 6a, a target speed of
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25 mpm must be reached and maintained within 1 s. Therefore, the acceleration increases
for 0.5 s and then decreases for the next 0.5 s, ultimately maintaining a speed of 25 mpm.
For the quadratic profile, a speed of 25 mpm must also be reached and maintained after
1 s, following y = −2500x2 + 2500x to set the acceleration. For the trapezoid profile, the
acceleration increases for 0.25 s, remains constant from 0.25 to 0.75 s, and then decreases.
The speed is stabilized at 25 mpm by the time it reaches 1 s. Figure 6b shows the area of
maximum deformation in the y-axis part when the triangle acceleration profile is applied
to operate the scarfing equipment. Figure 6c shows the results of the application of the
quadratic acceleration profile, and Figure 6d presents the results of the application of the
trapezoid acceleration profile. For the y-axis part, which has a fixed-end support shape,
the largest deformation occurred at the bottom center under all acceleration profiles. The
maximum stress occurred at the point of connection with the z-axis part. The application of
the acceleration profiles showed that the smallest deformations occurred when accelerating
along the quadratic profile, which has no points where the force changes abruptly. This
confirms that applying acceleration in the form of a quadratic profile when stopping or
starting the scarfing machine has less of an impact on the scarfing machine. This is due to
the quadratic profile having less-abrupt force changes compared to the other two profiles.
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3.2. Design of Experiment

Generally, various techniques, such as response surface analysis, interaction plots, and
sensitivity analysis, are carried out to understand the relationship between design factors
and objective functions. For such analyses, the design of experiments is conducted, and
the objective functions are calculated for multiple cases based on the values of the design
variables. In most systems, the input and output variables are not linear; therefore, to
accommodate this non-linearity, the independent and dependent variables are represented
by the quadratic regression below (Equation (4)), where xi, xj, and xii are the independent
variables and y is the dependent variable. Also, β0 is a constant, and βi, βii, and βij are the
regression coefficients.

y = β0 + ∑ βixi + ∑ βiix2
ii + ∑ βijxixj (4)
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Popular methods for constructing the design of experiments include central composite
design and Box–Behnken design. The central composite design sets up the experimental
plan based on the vertices, axial points, and center points of design variables, as shown
in Figure 7a. The Box–Behnken design sets up the experimental plan within the safety
range without axial points, as shown in Figure 7b. The Box–Behnken design requires
three levels for each factor, and the number of experiments required (N) is defined as
N = 2k(k − 1) + C0, where k is the number of design variables and C0 is the number of
center points. In this article, we set the number of design variables to 3 and the number
of center points to 1; therefore, the number of experiments required for the Box–Behnken
design is 13, as shown in Table 2. In contrast, the central composite design requires five
levels for each factor, and the number of experiments is defined as N = 2k + 2k + C0.
Accordingly, a total of 15 experiments are required. The advantage of a Box–Behnken
design is that the predicted variance is reasonably distributed across the experimental
design area. It also has the advantage of requiring fewer experiments than the central
composite design to evaluate multiple variables and their interactions, and is more practical
and efficient than central composite design with the same number of factors. In addition,
Box–Behnken design has the advantage of reducing the number of experiments performed
under extreme conditions that are prone to unsatisfactory results because it does not include
combinations where all factors are at their highest and lowest levels at the same time [24].
Considering these advantages, in this article, the design of experiments was created using
Box–Behnken design, and based on the results, a sensitivity analysis was performed to
select only the two most sensitive factors per part for optimization.
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Table 2. Box–Behnken design.

Case Factor 1
Level

Factor 2
Level

Factor 3
Level

1 0 0 0
2 −1 −1 0
3 +1 −1 0
4 −1 +1 0
5 +1 +1 0
6 −1 0 −1
7 +1 0 −1
8 −1 0 +1
9 +1 0 +1
10 0 −1 −1
11 0 +1 −1
12 0 −1 +1
13 0 +1 +1
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When constructing the experimental design for the structural analysis of the x-axis
part, the three dimensions were selected as input variables (Figure 8), and the maximum
deformation and mass were chosen as the output variables. The names of each design
variable were defined as saddle plate thickness, top rail plate width, and bottom rail
plate width, and the dimensions for these existing design variables are shown in Table 3.
These factors were selected to ensure that dimensional changes in each part would not
interfere with the other parts and would not disrupt machine operation. The results of the
experimental plan based on the Box–Behnken design revealed that the thickness of the
saddle plate and the width of the top rail plate are sensitive factors affecting maximum
deformation (Figure 9a), and in the case of the response surface, they showed near-linear
changes (Figure 9b). Additionally, there was no interaction between the two factors, as
shown in Figure 9c.
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Table 3. Dimensions of each design parameter.

Factor X-Axis Y-Axis Z-Axis Head

Factor 1 [mm ] 10 6 6 7.6
Factor 2 [mm ] 150 70 6 20
Factor 3 [mm ] 150 10 2560 12
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When constructing the experimental design for the structural analysis of the y-axis
part, the input variables were selected as three dimensions (Figure 10), and the output
variables were chosen as the maximum deformation and mass. The names of each design
variable were defined as front beam thickness, behind beam width, and plate height, and
the dimensions for these existing design variables are shown in Table 3. The results of
the experimental plan based on the Box–Behnken design showed that the thickness of the
front beam and width of the behind beam are sensitive factors to maximum deformation,
as shown in Figure 11a. In the case of the response surface, the deformation reached
its minimum value when the front beam thickness is 30 mm, as shown in Figure 11b.
Additionally, the two factors were independent of each other, as shown in Figure 11c.
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When constructing the experimental design for the structural analysis of the z-axis
part, input variables were selected as three dimensions (Figure 12), and output variables
were chosen as the maximum deformation and mass. The names of each design variable
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were defined as the horizontal beam plate thickness, vertical beam plate thickness, and rail
length, and Table 3 lists the dimensions for these existing design variables. The results of the
experimental design based on the Box–Behnken design revealed that the thickness of the
horizontal beam plate and the width of the vertical beam plate are sensitive factors affecting
maximum deformation, as shown in Figure 13a. In the case of the response surface, they
showed near-linear changes, as shown in Figure 13b. Additionally, there was no interaction
between the two factors, as shown in Figure 13c.
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When constructing the experimental design for the structural analysis of the head
part, input variables were selected as three dimensions (Figure 14), and output variables
were chosen as the maximum deformation and mass. The names of each design variable
were defined as the servo motor base thickness, servo motor base height, and handling
head body thickness. Table 3 lists the dimensions for these existing design variables. The
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results of the experimental design based on the Box–Behnken design revealed that the
servo motor base thickness and servo motor base height are sensitive factors to maximum
deformation, as shown in Figure 15a. In the case of the response surface, they showed
near-linear changes, as shown in Figure 15b. Additionally, there was no interaction between
the two factors, as shown in Figure 15c.
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Table 4 lists the optimization results obtained through MOGA, which sets the mini-
mization of deformation and weight as objective functions based on the sensitivity analysis
for each part. The parameters of MOGA are “Number of initial samples” and “Number
of samples per iteration” set to 100. “Maximum allowable Pareto percentage” is set to
70%, and the “Maximum number of iterations” is set to 20. Therefore, the optimization
process is terminated when the resulting MOGA edge contains 70 points, which is 70% of
the number of samples per iteration of 100, or when the maximum number of iterations is
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reached [45,46]. In the case of the x-axis part, structural analysis revealed that the maxi-
mum stress occurs in the saddle plate, which connects with the other parts. To improve the
equipment’s stability, this component was optimized by increasing its thickness from 10 to
35.95 mm. Additionally, to reduce the weight, the width of the top rail plate, which is the
connection point between the ground-fixed rail and the scarfing equipment’s transporting
rail, decreased from 150 to 101.84 mm. As a result of the optimization, the weight of the
x-axis part and the deformation decreased by 11.3 kg and 3.31%, respectively.

Table 4. Optimization results of each part.

Factor
X-Axis Y-Axis Z-Axis Head

Original Optimized Original Optimized Original Optimized Original Optimized

Factor 1 [mm] 10 35.95 6 30.03 6 4.05 7.6 11.6
Factor 2 [mm] 150 101.84 70 44.72 6 7.96 20 16.8

Mass [kg] 6018.2 6006.9 3874.2 3846.4 3899.0 3876.0 412.5 406.4
Maximum

deformation [mm] 3.289 × 10−1 3.180 × 10−1 2.798 × 10−1 2.765 × 10−1 1.133 × 10−1 1.111 × 10−1 4.257 × 10−1 3.862 × 10−2

For the y-axis part, the head part is attached, concentrating the load on the front beam.
Thus, to reduce deformation, the thickness of the front beam was optimized, increasing
from 6 to 30.03 mm. However, if the thickness exceeds 30.03 mm, the weight of the front
beam becomes considerably large, increasing the deformation. Additionally, the width
of the behind beam, which receives a relatively smaller load, was optimized from 70 to
44.72 mm, satisfying the weight minimization objective. As a result, the weight of the y-axis
part and the deformation were reduced by 27.8 kg and 1.18%, respectively, confirming an
improvement in rigidity.

For the z-axis part, the y-axis and head parts are attached to the horizontal beam.
This load is supported by the vertical beam, resulting in maximum stress occurring in the
vertical beam. The thickness of the vertical beam plate was increased from 6 to 7.96 mm to
minimize the deformation in the vertical beam. Conversely, the thickness of the horizontal
beam plate, which receives a relatively lower load from the y-axis part, was reduced from 6
to 4.05 mm, achieving weight minimization. As a result, the weight of the z-axis part was
reduced by a total of 23 kg, and the deformation also decreased by 1.94%.

For the head part, the maximum stress was identified in the servo motor base, which
received a substantial load due to motor support. To minimize deformation, the thickness
of the servo motor base was increased from 7.6 to 11.6 mm. The thickness of the handling
head body, which receives a relatively smaller load, was reduced from 20 to 16.8 mm as the
thickness of the servo motor base increased, leading to a total weight reduction of 6.1 kg
for the head part. Additionally, the deformation decreased by 9.28%, achieving the highest
rigidity maximization among all components.

4. Conclusions

This study proposed a MOGA for optimizing scarfing equipment and an acceleration
profile to minimize shock during equipment operation. Additionally, the deformation
rate occurring during equipment operation was predicted using this acceleration profile.
For the optimization of the scarfing equipment, design variables that could be changed in
the design drawings were selected, and their initial ranges were determined in a manner
that did not induce deformation in other parts. Subsequently, Box–Behnken design was
employed to generate combinations of variables, and sensitivity analysis was conducted to
identify two design variables for each part. An optimization process was carried out using
the selected variables with the MOGA.

As a result of optimization, the thickness or width of components where maximum
stress occurs increased, enhancing the stability of the scarfing equipment. Conversely,
dimensions of components subjected to relatively lower stress were reduced, making the
equipment more lightweight. The weight reduction for each part amounted to 11.3, 27.8,
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23, and 6.1 kg, for a total decrease of 68.2 kg, and the rigidity increased by an average of
approximately 3.93% compared to that of the original equipment.

Minimizing the deformation during operation is critical because scarfing equipment
is both heavy and bulky. Focusing solely on minimizing deformation during production
could lead to the use of unnecessary materials and components, thereby wasting production
costs and potentially increasing the equipment’s weight. This could amplify the shock due
to inertia during operation.

Based on these simulation results, performing appropriate simulations and optimiza-
tions in the early stages of equipment production is highly rational considering the addi-
tional costs and time associated with the replacement of the actual equipment. Moreover,
this study provides practical guidelines for the design and operation of scarfing equipment.
The approach utilized in this study is applicable to other industrial sectors and will help
lay the foundation for future research and development.
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