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Abstract: A high-pressure hydraulically adjusted servomotor is an electromechanical–hydraulic
integrated system centered on a servo valve that plays a crucial role in ensuring the safe and stable
operation of steam turbines. To address the issues of difficult fault diagnoses and the low maintenance
efficiency of adjusted hydraulic servomotors, this study proposes a model for detecting abnormalities
of hydraulically adjusted servomotors. This model uses a multi-scale one-dimensional residual neural
network (M1D_ResNet) for feature extraction and a genetic algorithm (GA)-optimized support vector
data description (SVDD). Firstly, the multi-scale features of the vibration signals of the hydraulically
adjusted servomotor were extracted and fused using one-dimensional convolutional blocks with
three different scales to construct a multi-scale one-dimensional residual neural network binary
classification model capable of recognizing normal and abnormal states. Then, this model was used
as a feature extractor to create a feature set of normal data. Finally, an abnormal detection model
for the hydraulically adjusted servomotor was constructed by optimizing the support vector data
domain based on this feature set using a genetic algorithm. The proposed method was experimentally
validated on a hydraulically adjusted servomotor dataset. The results showed that, compared with the
traditional single-scale one-dimensional residual neural network, the multi-scale feature vectors fused
by the multi-scale one-dimensional convolutional neural network contained richer state-sensitive
information, effectively improving the performance of detecting abnormalities in the hydraulically
adjusted servomotor.

Keywords: multi-scale one-dimensional residual neural network; genetic algorithm; support vector
data domain description; hydraulically adjusted servomotor; anomaly detection

1. Introduction

Steam turbines are powerful pieces of mechanical equipment used for thermal power
plants and nuclear power plants that play important roles in the power industry with their
high efficiency and advanced performance [1]. As a part of the electro-hydraulic (EH)
oil control system of a steam turbine, high-pressure adjusted hydraulic servomotors are
responsible for providing a power source for valve mechanisms (the valve and the device
connected to the valve) and play an important role in ensuring the safe and stable operation
of steam turbines [2]. Due to the harsh working environment and strong non-linearity of
the system, their faults are difficult to diagnose through traditional regular maintenance
schemes and maintenance methods, thus seriously affecting the safe operation of steam
turbines [3]. Steam turbines’ fault statistics show that abnormal shutdown accidents of
steam turbines caused by the failure of regulation systems account for one-third of failures.
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For example, the 200 MW heating unit of a power plant once tripped due to a jammed
electro-hydraulic servo valve in the hydraulically adjusted servomotor [4]. Therefore, it is
of great significance to conduct effective fault detection for adjusted hydraulic servomotors.

Yu et al. successfully applied parameter detection, modeling, and simulation methods
for the diagnosis of sticking faults in hydraulically adjusted servomotors’ slide valves [5,6].
By introducing an expert system, Li et al. proposed a detection method for various faults
of slide valves and electro-hydraulic converter jamming faults [7]. Wang et al. combined
expert knowledge and fault information of a DEH system’s equipment and used fault trees
to find the causes of the system’s degradation [8]. Wang et al. combined a PSO (particle
swarm optimization) algorithm with a BP (backpropagation) neural network to effectively
diagnose faults in servo valves [9]. Xu et al. verified that the GA (genetic algorithm)
can be applied to diagnose faults via simulation [10]. Feng et al. proposed a strategy for
diagnosing jamming faults based on DEH data and achieved good results by verifying the
actual data [11]. Zhang et al. combined the system identification method and GA to realize
the diagnosis of sticking faults in hydraulically adjusted servomotors [12]. However, this
research mainly focused on the two types of faults, namely piston rod sticking and the
servo valve sticking, and the research method was mainly simulations, which have the
disadvantages of studying a single type of fault and a limited research method. With the
advent of Industry 4.0 and the era of intelligent manufacturing, diagnostic systems that
rely on knowledge and simulation have been unable to meet the requirements of modern
intelligent fault diagnoses [13]. Yang et al. implemented a classification of seven states
of hydraulically adjusted servomotor based on the pressure signal of the hydraulically
adjusted servomotor using 1DCNN [14]. Zhou et al. applied the support vector data
domain description (SVDD) algorithm to the detection of faults in a hydraulically adjusted
servomotor based on the pressure, displacement, and other signals during the operation
of the equipment. However, as research has been carried out on only three types of faults
(internal leakage of the valve core of the electro-hydraulic servo valve, internal leakage
of the seal ring wear at the piston rod of the hydraulic cylinder, and internal leakage of
the solenoid valve), the limited fault types easily leads to the problem of a high false-
positive rate in the early-warning model [15]. During operation, the hydraulically adjusted
servomotor will cause vibrations due to various forces. When it is in an abnormal operating
state, a series of vibration impacts and shock attenuation responses will occur. The resulting
vibration signals contain rich information on the faults’ characteristics, which is crucial
for the identification and localization of the faults [16]. Compared with a pressure sensor,
a vibration sensor is more convenient to install, has the advantages of being simple test
equipment, and is more suitable for industrial scenarios.

In recent years, with improvements in computing power, deep learning, especially
CNNs, has become a research hotspot in the field of fault diagnosis [17]. Compared with
the process of traditional machine learning diagnosis, in which each part is conducted
independently, CNNs can automatically extract the features, and the feature extraction
process is directly oriented to the classification of faults. This end-to-end joint optimization
is conducive to improving the generalizability of the model. Since Krizhevsky et al. used
a CNN to obtain the best classification in the ImageNet Large-Scale Visual Recognition
Challenge in 2012 [18], CNNs have been widely used in the field of image recognition.
After He Kaming proposed the landmark residual network (ResNet) and became the
champion of the ILSVRC 2015 Challenge [19], many scholars have applied ResNet to
intelligent fault diagnosis. Wang et al. combined ResNet with a convolutional block
attention module and integrated it with a graph convolutional network to propose a novel
method of fault diagnosis for rotating machinery using unbalanced datasets [20]. However,
the state signal during a machine’s operation is usually a one-dimensional vector, and
converting the original signal into a two-dimensional picture may cause a certain degree
of distortion. Therefore, the one-dimensional residual network (1D_ResNet) is directly
used to process the original one-dimensional time series signal, which not only ensures
the authenticity of the input but also simplifies the network’s structure and reduces the
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number of parameters, which is conducive to the application of the model in real-time
diagnoses of equipment. Liu et al. improved the predictive accuracy of the problem of
burring in the process of manufacturing aluminum alloy wheels under conditions of limited
samples using 1D-ResNet combined with the migration learning technique [21]. Tan et al.
proposed an improved one-dimensional Inception-ResNet (1D-Inception-ResNet) neural
network that enhances the generalization and migration of the model across devices [22].
However, since the one-dimensional signal may contain various fault features with low to
high frequencies, the traditional single-scale 1D_ResNet cannot capture this information
at different frequency scales at the same time, which give it a weak ability to extract
features. Therefore, by combining the multi-scale method with 1D_ResNet, the model
can understand the signal’s characteristics more comprehensively. Liu et al. proposed
a multi-scale kernel residual convolutional neural network (MK-ResCNN) to improve
the accuracy of diagnoses of faults in electric motors to 94.67% under non-stationary
conditions [23]. However, since MK-ResCNN is connected to the multi-scale nuclear
channel only after the convolution operation of the original one-dimensional signal, and
the information loss caused by the convolution operation cannot be compensated for by
the subsequent multi-scale convolution kernel, this study made improvements based on
these points. A multi-scale one-dimensional ResNet (M1D_ResNet) network was designed,
which can directly extract the features from the original one-dimensional signals at different
scales, thus avoiding the problem of information loss before the information flows into
multi-scale channels.

The main task of early warnings of faults in mechanical equipment is that the model
should identify the abnormal behavior of the equipment using real-time data. However,
the equipment in the industrial field is in a normal working state most of the time, but the
faulty state is very random, so compared with data on the normal state of the equipment,
which can easily be obtained, the collection of data on the abnormal state is quite difficult.
Moreover, even if small amounts of faulty data are obtained, it is difficult to fully describe
all faulty states [24,25]. In the face of this kind of data or dataset imbalance, the one-class
classification (OCC) algorithm has become the key to solving this problem. The term
“single classification” was first proposed by C. M. Bishop [26] and is generally synonymous
with anomaly detection (AD) or novelty detection [27]. In the training stage, the AD
model only needs to pay attention to normal data. Compared with a classification model
that can only diagnose known faults, it also has great advantages in detecting unknown
faults [28]. As a classical algorithm in the field of detecting anomalies, support vector data
description (SVDD) was proposed in 1999 by David M. Tax et al. [29]. It has been widely
used in biochemistry, cloud computing, fault diagnosis, and other fields [30–32]. Since the
performance of SVDD is greatly affected by the selection of hyperparameters, people have
begun to use various meta-heuristic methods combined with SVDD. Zhang et al. adopted
the PSO algorithm to optimize SVDD hyperparameters and realized the detection of hidden
dangers in rolling bearings [33]. Xu et al. achieved the detection of unknown faults in
substations by optimizing SVDD hyperparameters with the PSO algorithm [34]. Luo et al.
applied PSO-SVDD to diagnose the faults in the fan of a root blower [35]. However, the PSO
algorithm is prone to falling into local optimal solutions in the optimization process [36],
while GA effectively maintains the population’s diversity through crossover and mutation
operations, which helps the algorithm avoid premature convergence and improves its
global search ability. For example, Guo et al. used GA to dynamically adjust the direction
of pruning, that is, to determine how to cut off unwanted parts of the SVDD’s boundary to
better distinguish targets and outliers [37].

As a key part of the EH control of the oil system of turbines, it is of great significance
to detect anomalies in the high-pressure hydraulically adjusted servomotor. Deep learning
has gradually become a mainstream method in the field of feature extraction for detecting
anomalies by virtue of its powerful automatic feature extraction capability. However, there
are still some challenges and problems in the current method of feature extraction based on
deep learning in detecting the anomalies in hydraulic servomotors:
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(1) The existing studies have mainly focused on specific types of faults in hydraulic
servomotors, such as jamming of the piston rod or servo valve. The homogeneity of
fault types limits the applicability of these methods to a wider range of types of faults in
hydraulically adjusted servomotors.

(2) The existing research has relied heavily on simulation data, and this reliance makes
it difficult to generalize these methods to industrial sites.

(3) Conventional 1DCNN deep learning models suffer from insufficient capability for
feature extraction in capturing multi-band fault features in one-dimensional signals.

(4) The SVDD hyperparameters in the existing SVDD-based studies on detecting
anomalies in hydraulically adjusted servomotors were manually selected, which had a
certain degree of blindness and could not guarantee the optimal performance of the trained
SVDD anomaly detection model.

Therefore, the main contributions of this study are as follows:
(1) In this study, the vibration signal of the hydraulic servomotor was utilized as

the data source to realize lossless signal acquisition, which has the advantages of more
convenient installation and being more applicable to industrial scenarios.

(2) In this study, an improved M1D_ResNet model was proposed, which can directly
process the raw vibration data, eliminating the complex and time-consuming steps of
manual feature extraction and signal preprocessing. In addition, it can capture the multi-
scale features in the original signal, which prepares high-quality feature data for the
subsequent training of the SVDD model.

(3) In this study, GA was used to optimize the SVDD parameters, which overcame the
limitations of the traditional SVDD method in the selection of hyperparameters, and finally
realized the high-precision detection of anomalies in the hydraulically adjusted servomotor.

The content of the rest of this article is as follows. Section 2 describes the basic
principles of M1D-ResNet and SVDD, the methodological flow of this study, the model’s
structure, and the parameter settings. Section 3 contains the analyses of the experimental
data collection in detail and the experimental results. Finally, the conclusions drawn from
this study and future research directions are summarized in Section 4.

2. Materials and Methods
2.1. Theoretical Background
2.1.1. M1D_ResNet

By stacking multiple residual units (RUs) with shortcut connections in the network,
ResNet effectively addresses the degradation of deep neural network models. Each RU
in ResNet can be thought of as a small neural network with skip connections, the basic
structure of which is shown in Figure 1. The purpose of training a neural network is
to build a model with an objective function of h(x), and in the iteration of ResNet, the
network will be forced to model f (x) = h(x) − x due to the presence of short-circuit
connections, a process known as residual learning. Compared with the traditional training
process of neural networks, the advantages of residual learning are mainly reflected in
the following three aspects. Firstly, because of the network’s initialization, the output
of the traditional network in the initial training stage is mostly close to 0, while under
the action of short connections, the output of ResNet is close to its input, that is, ResNet
is equivalent to modeling the identity function at the initial training stage. This feature
means that, when the objective function h(x) is remarkably close to the identity function,
the speed of training the model can be greatly accelerated. Secondly, in the case of short
connections, even if the individual layer of the network has not been effectively learned,
it will not have much impact on the learning process of the entire network. Thirdly,
in the process of backpropagation, using short connections, the gradient can be easily
propagated throughout the network, effectively solving the problem of disappearing or
exploding gradients.
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To facilitate the generalization of this research to engineering applications, this study
made improvements based on ResNet-18, which has fewer parameters and a faster infer-
ence speed. On the one hand, the two-dimensional convolution layer and the pooled layer
in the network were replaced by a one-dimensional convolution layer and a pooled layer,
respectively, so that they could be transformed into 1D_ResNet, which can directly process
one-dimensional vibration signals. On the other hand, compared with traditional methods
of improving networks such as increasing the depth of the network or adding Dropout and
ReLU to the network, this study referred to GoogLeNet’s Inception idea and added multi-
ple branches using convolution nuclei of different sizes to the same level of the network.
A wider network, M1D_ResNet, which can extract features at multiple scales, was con-
structed. The advantage of this improved network structure is that it not only reduces
the difficulty of selecting the size of the convolution kernel but also further enhances the
feature extraction capability of 1D_ResNet. Finally, to better meet the subsequent training
of the SVDD model for detecting anomalies, the dimensions of the feature output of the
M1D_ResNet model should not be too high. In this study, two fully connected layers were
added after the last global average pooling layer, which were used to reduce the features’
dimensionality and the resulting output, and ultimately constituted the M1D_ResNet
algorithm proposed in this study.

(1) The convolution layer and the pooling layer

The convolution layer consists of a set of convolution nuclei, which work by dividing
the image into small chunks called receptive fields to facilitate the extraction of features
from the image. The kernel uses a set of specific weights to conduct convolution operations
on the feature vectors output by the previous layer. The output of each layer is the result of
convoluting multiple input features. The mathematical model can be described as follows:

xl
j = f

 ∑
i∈Mj

xl−1
i × kl

ij + bl
j

 (1)

where Mj is the input feature matrix, l is the network of layer l, k is the convolution kernel,
b is the network bias, xl

j is the output of layer l, and xl−1
i is the input of layer l.

To prevent the model from overfitting, a pooling layer was added behind the con-
volution layer. Pooling is a form of non-linear subsampling that reduces the amount of
computation by reducing the network’s parameters, which helps to extract the combina-
tions of features. The input can be divided into different areas by the maximum pooling
function through the non-overlapping rectangular box, and the maximum value in the
pooling field is taken as the output. The transformation function of maximum pooling is
expressed as
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Pl+1
i (j) = max

(j−1)V+1≤n≤jV

{
ql

i(n)
}

(2)

In this formula, ql
i(n) represents the eigenvalue of the nth eigenvector in the lth layer,

n ∈ [(j− 1)V + 1, jV], V represents the width of the pooling region, and Pl+1
i (j) represents

the output value corresponding to the neurons in layer (l + 1).

(2) The fully connected layer

Unlike pooling and convolution, the fully connected layer maps the output features of
the last pooling layer to the sample label space by means of non-linear mapping. This is
specifically described as

O = f (wofv + bo) (3)

where fv is the input feature vector, and wo and bo are the weight matrix and bias vector,
respectively.

2.1.2. Principle of the SVDD Algorithm

SVDD is a single-value classification method that uses a boundary method to solve
problems. The basic idea of a description of the support vector data domain is to establish
a closed region around the dataset, and adjust the region’s boundary by using different
kernel functions, so that as many target samples as possible are included in the region, so
as to realize the distinction between the target samples and the non-target samples [38].
Figure 2 shows the basic classification of the SVDD algorithm. In the figure, the solid
circle is the target class of sample that needs to be described, the square is the abnormal
sample that needs to be rejected, and S is the spherical boundary of the described region.
According to the figure, SVDD is the area covered by S, determined by defining the center a
and the radius R of the sphere. While completely covering the target sample, it also rejects
the abnormal samples as much as possible.
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Suppose that vector x is a column vector, and we have a training set of normal
samples {xi, i = 1, 2, · · · , n} with the sample label yi = 1. Our goal is to find the smallest
hypersphere that can contain these N samples, and this hypersphere model defines a closed
boundary of the dataset, namely the hypersphere. The center and radius of the hypersphere
are represented by a and R > 0, respectively. This optimization problem is solved by
minimizing R2 on the premise that the hypersphere can contain all the training samples
xi. For this purpose, the principle of minimizing the structural risk in statistical machine
learning theory was adopted, that is, the following error functions were minimized:

F(R, a) = R2 (4)
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The constraints can be expressed as∣∣∣∣∣∣φ(xi)− a2
∣∣∣∣∣∣≤ R2 (5)

Considering that there may be abnormal data in the training set, the relaxation variable
ξi was introduced to accommodate the abnormal data to a certain extent. At the same time,
a penalty factor C was introduced to find the balance point between the hypersphere’s
volume and the sample’s misclassification ratio. In general, the smaller C is, the more
sample points become the support vector, and the smaller the hypersphere that is formed.
In this way, the above minimization problem transforms into

min
a,R,ξ

R2 + C
n
∑

i=1
ξi

s.t.φ(xi)− a2 ≤ R2 + ξi, ξi ≥ 0, ∀i = 1, 2, . . . , n
(6)

By introducing the Lagrangian function, Equation (6) transforms to

L(R, a, ξi, αi, γi) = R2 + C
n
∑

i=1
ξi−

N
∑

i=1
αi
(

R2 + ξi−
∣∣∣∣φ(xi)− a2

∣∣∣∣)− N
∑

i=1
γiξi

(7)

where the Lagrange coefficient is αi ≥ 0, γi ≥ 0.
The Lagrange function should be minimized with respect to R, a and ξi, with the

constraint that the partial derivative is equal to 0:

∂L
∂R

= 0 :
n

∑
i=1

αi = 1 (8)

∂L
∂a

= 0 : a =

n
∑

i=1
αixi

n
∑

i=1
αi

=
n

∑
i=1

αixi (9)

∂L
∂ξi

= 0 : C− αi − γi = 0 (10)

According to αi ≥ 0, γi ≥ 0, and Formula (10), when αi satisfies the following formula,

0 ≤ αi ≤ C (11)

the Lagrange coefficient γi can be omitted, and Formulas (8)–(10) can be combined into

L = ∑
i

αi〈xi · xi〉 −∑
i,j

αiαj
〈
xi · xj

〉
(12)

Equation (6) can be transformed into its dual form:

max
n
∑

i=1
αiK(xi, xi)−

n
∑

i=1

n
∑

j=1
αiαjK

(
xi, xj

)
s.t.

n
∑

i=1
αi = 1, 0 ≤ αi ≤ C

 (13)

where K
(
xi, xj

)
=
〈
φ(xi), φ

(
xj
)〉

is the kernel function, which is equivalent to the inner
product of the samples in the feature space.

This formula can be calculated with KKT conditions, and the Lagrange coefficient αi
corresponding to each sample can be obtained. The sample satisfying 0 < αi ≤ C is called
the support vector.
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Finally, for the test sample z, the distance from the center of the hypersphere D is
shown to be

D =

√√√√K(z,z)− 2
n

∑
i=1

αiK(z, xi) +
n

∑
i=1

n

∑
j=1

αiαjK
(
xi, xj

)
(14)

If D ≤ R, it indicates that the test sample is on or inside the hypersphere and belongs
to the class of normal samples; if D > R, it is an abnormal sample.

2.2. A Method of Detecting Anomalies Based on M1D_ResNet and GA_SVDD
2.2.1. Method Workflow of This Study

To solve the problem that the existing feature extraction ability of 1D_ResNet is
insufficient when processing the original one-dimensional vibration signal, this study
proposed a three-channel M1D_ResNet algorithm to extract the state-sensitive features from
the vibration signals at multiple scales. Then, the output of the last fully connected hidden
layer of the M1D_ResNet algorithm was used as the feature set for training the SVDD
model for detecting anomalies. In this process, to reduce the chance of artificially selecting
SVDD hyperparameters, this study used GA to select the hyperparameters’ value. Finally,
the anomaly-detecting algorithm combined with M1D_ResNet and GA_SVDD was verified
in an experiment detecting the abnormalities in a hydraulically adjusted servomotor.

The process of detecting anomalies via this method based on M1D_ResNet and
GA_SVDD is shown in Figure 3. It consists of three main parts: construction of the
dataset, training and testing the M1D_ResNet feature extraction model, and training and
testing the GA_SVDD anomaly-detecting model.
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Figure 3. Workflow of the method of this study.

(1) Building the dataset. The sample of one-dimensional original vibration signals
was intercepted by a sliding window. After that, the dataset was divided into the training
set, the verification set, and the test set by means of hierarchical sampling partitioning.
The training, verification, and test sets used for M1D_ResNet contained the same number
of normal and abnormal samples, while the training and verification sets used for the
GA_SVDD algorithm only contained normal samples, and the test set was the same as
the former.

(2) M1D_ResNet was trained to carry out binary classification of normal and abnormal
states. When its effect on the test set was excellent, the feature extraction part of the model
was considered able to accurately extract state-sensitive features in the samples, and the
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feature extraction layer of the trained M1D_ResNet model was extracted for constructing
the feature set of the GA_SVDD algorithm.

(3) The training set and verification set with only normal samples were input into the
M1D_ResNet feature extractor for feature extraction. The GA_SVDD algorithm was iterated
and optimized by using the two-dimensional features output from the final fully connected
layer. Finally, the anomaly-detecting model was evaluated regarding its performance in
generalization with the test set containing both normal and abnormal samples.

2.2.2. The M1D_ResNet Model’s Structure and Parameter Settings

In fully extracting the multi-scale features of one-dimensional vibration signals, the
ability of the traditional 1D_ResNet to extract features is weak, and the size of the convolu-
tion kernel is difficult to determine. In this study, the original single channel was improved
into three channels, and different sizes of convolution kernels were used in different chan-
nels, and the size of the convolution kernels inside each channel were consistent. The
network’s structure is shown in Figure 4.
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Figure 4. Structure of the M1D_ResNet network.

Specifically, the samples input into the network on the leftmost side were fed into
three channels. Each channel was composed of a convolution layer with the same size
convolution kernels and eight RUs. Every two RUs, the number of convolution cores was
doubled, while the size of the output features’ graph space was halved. From top to bottom,
the sizes of the convolution kernel of each channel were 3 × 1, 5 × 1, and 7 × 1, which
were used to extract more diverse features at different scales. The concatenation layer was
used to integrate the features extracted from the three channels, and the global average
pooling layer was added to reduce the features’ dimensions and the number of network
parameters. After that, there was a fully connected feature output layer with two neurons,
and the output two-dimensional features could be directly used in the construction of the
GA_SVDD model. This was convenient for visualizing the distribution of the samples of
features and the decision boundary of the SVDD hypersphere model, and could intuitively
display the fitting effect of the SVDD model. Finally, there was an output layer of neurons
and its sigmoid activation function, which could realize the binary classification of normal
and abnormal states by matching the binary cross-entropy loss function. It should be
noted that the internal structure of all RUs in the M1D_ResNet network, such as the batch
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normalization layer, the pooling layer, and the ReLU activation function, was the same as
that of the residual units in 1D_ResNet, except for the size of the convolution kernel.

2.2.3. GA Optimization of the SVDD Process (Including Specific Parameter Settings)

The SVDD itself has a hyperparameter: the positive case penalty factor C. At the
same time, the radial basis kernel function was selected to solve the problem of the linear
indivisibility of low-dimensional features. The value of its gamma hyperparameter needed
to be determined, and the number of hyperparameters increased to 2. To obtain the optimal
solution of these hyperparameters, the GA was used in this study. The specific process of
the GA’s optimization of the SVDD hyperparameters is shown in Figure 5.
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Step 1: To define the fitness function of the GA, Assuming that the accuracy (the total
number of correct predictions/total number of predictions) of the SVDD model for the
validation set was e, define the fitness value of the GA as (1− e), and the iterative goal of
the GA was to minimize the fitness value of chromosomes in the validation set.

Step 2: Encode a binary hyperparameter combination (C, gamma) into a chromosome,
where the values of the parameters C and gamma are in the range [0.0001, 10]. Then,
randomly generate an initial population with 500 chromosomes was, and set the maximum
number of iterations to 100. The crossover_2point_bit crossover mechanism was adopted,
and the mutation probability was set to 0.001.

Step 3: Initialize the SVDD model based on the chromosomes in the population, then
train the model on the training set, and obtain the fitness values of each chromosome from
the verification set.

Step 4: Use the fast tournament selection strategy to select chromosomes that enter the
next generation of the population, and cross and mutate the chromosomes according to the
two-point crossover strategy and the probability of mutation, and add the newly generated
chromosomes to the next generation’s population. Then, renew and create new populations.

Step 5: Determine whether the maximum number of iterations is reached. If no, return
to Step 3. If yes, proceed to Step 6.

Step 6: Calculate and select the chromosome with the highest fitness value in the new
population, decode it into a combination of hyperparameters, and then initialize the SVDD
model. Finally, retrain the model on the training set and the verification set, and calculate
the accuracy value of the model using the test set.

3. Experimental Verification

To validate the effectiveness of the anomaly-detecting method based on M1D_ResNet
and GA_SVDD in detecting the abnormal state of hydraulically adjusted servomotors, this
study designed and conducted experiments using a test bench for simulating faults in a
high-pressure hydraulically adjusted servomotor, as shown in Figure 6. The structure of the
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hydraulically adjusted servomotor consisted of a single-side acting symmetrical cylinder,
primarily composed of springs, electro-hydraulic servo valves, throttle orifices, oil filters,
displacement and pressure sensors, electrical junction boxes, and a valve block for installing
quick-closing solenoids and cartridge check valves. Specifically, the pressure sensor M3 was
installed between the non-working chamber of the hydraulically adjusted servomotor and
the B port of the cartridge valve; pressure sensor M4 was installed between the C0 throttle
orifice and the working chamber; and pressure sensor M5 was installed between the D0
throttle orifice and the A port of the cartridge valve. They all using threaded installations.
Regarding the vibration signals, since the piston rod moved reciprocally in a direction
perpendicular to the end cover, the impact component of the signal collected by the z-axis
accelerometer was more pronounced compared with that in the x and y directions; hence
the z-axis accelerometer was used as the data source in this study.
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Figure 6. Test bench for simulating faults in a high-pressure hydraulically adjusted servomotor.

3.1. Signal Acquisition

This study injected faults into the hydraulically adjusted servomotor by replacing
faulty components or deliberately damaging normal parts, establishing nine types of faults,
including internal leakage at the zero position in the electro-hydraulic servo valve, internal
leakage in the solenoid valve (mild and severe), blockage before the solenoid valve’s
throttle, blockage in the C0 throttle (mild and severe), internal leakage in the cylinder (mild
and severe), and breakage of the spring in the hydraulically adjusted servomotor, as shown
in Figure 7. Normally, the servo valve leaks at a rate of 0.70 L/min, but, when worn, it leaks
at 12.32 L/min. Internal leakage faults of the solenoid valve were simulated by replacing
valves to create mild and severe leakages; the normal diameter of the throttle’s hole before
the solenoid valve is ϕ = 0.8 mm, which was reduced to ϕ = 0.5 mm in the simulations. The
C0 throttle’s normal diameter is ϕ = 3 mm, which was adjusted to ϕ = 1 mm and ϕ = 2 mm
to simulate mild and severe blockages, respectively. Leaks in the cylinder were simulated
by varying the wear of the sealing rings, and breakage of the spring was simulated by
either damaging the internal springs or partially cutting them.
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Figure 7. Principles of the hydraulic system and establishment of faults for the hydraulically adjusted
servomotor.

Finally, for describing the nine fault conditions and the normal condition, the EH
oil supply system’s pressure was first adjusted to 15 MPa, and then the hydraulically
adjusted servomotor was operated under a frequency of 0.1 Hz and 5% amplitude, which
was controlled by LabVIEW. The sampling frequency was set to 12.5 kHz using Machine
Condition Monitoring (MCM_2.1.2.0) software, with a duration of 30 s for each sample,
and each condition was sampled three times. When making the dataset, the lengths of
the sliding window and sliding step of the sample were set to 1024, and the samples were
extracted from the vibration signals sequentially. The resulting experimental parameters
are shown in Table 1.

Table 1. Arrangement of the experimental data collection.

Status Type Classification Number of Samples Length of the Sample

Normal 1 900 1024
In-cylinder leakage, light 0 100 1024

In-cylinder leakage, heavy 0 100 1024
Breakage of the spring 0 100 1024

Blockage of the solenoid valve’s throttle orifice 0 100 1024
Internal leakage of the servo valve’s spool at zero position 0 100 1024

Internal leakage of the solenoid valve, light 0 100 1024
Internal leakage of the solenoid valve, heavy 0 100 1024

Clogging of the C0 throttle orifice, light 0 100 1024
Clogging of the C0 throttle orifice, heavy 0 100 1024

Figure 8 shows the time-domain diagram corresponding to a single sample of each
state of the hydraulic servomotor (duration: 0.08192 s), where the vertical coordinate
represents the amplitude of the voltage in V. It was found that the amplitudes of the three
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states of mild internal leakage in the cylinder, broken springs in the hydraulic servomotor,
and the mildly blocked C0 throttle orifice were relatively small, and the time-domain
signals of the broken spring of the hydraulic servomotor shifted to the negative half-axis of
the vertical axis as a whole. The amplitude of leakage of the servo valve’s spool at the zero
position was relatively large, and there were some differences in the waveforms of various
states, which could be effectively distinguished by the diagnostic model.
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Figure 8. Time-domain diagram of vibration signals in the z-direction for various types of faults
in the throttle motor: (a) normal; (b) light in-cylinder leakage; (c) heavy in-cylinder leakage;
(d) breakage of the spring; (e) blocking of the solenoid valve’s throttle orifice; (f) internal leak-
age of the servo valve’s spool at zero position; (g) light internal leakage of the solenoid valve;
(h) heavy internal leakage of the solenoid valve; (i) light clogging of the C0 throttle orifice; (j) heavy
clogging of the C0 throttle orifice.

3.2. Ablation Experiment

To validate the superiority of M1D_ResNet over the conventional 1D_ResNet and the
effectiveness of each channel within M1D_ResNet, this study conducted a comparative



Machines 2024, 12, 599 14 of 22

study based on the principles of ablation experiments. M1D_ResNet was compared with
the original 1D_ResNet, Channel_1 (retaining only the first channel), Channel_2 (retaining
only the second channel), and Channel_3 (retaining only the third channel). It should be
noted that although both the Channel_1 network and the original 1D_ResNet contained
RUs with convolution kernels with a size of 3 × 1; the size of the kernels in their first
convolutional layer and the configurations of the final output layer differed.

All the experiments and analyses for this study were conducted on the same computer
with the following specifications: Intel Core i5-12400F (2.50 GHz), 32 GB RAM, and NVIDIA
GeForce RTX 3060Ti (8 GB). The development environment consisted of scikit-learn 0.24.2,
tensorflow-gpu 2.6.0, and Python 3.6.13.

3.2.1. Settings of the Ablation Hyperparameters

In this study, the same hyperparameter settings were used for training each algorithm,
as shown in Table 2. To enhance the stability of the model during training, this study used
a simple and reliable SGD optimizer to update the model’s parameters, setting the learning
rate at 0.001. Additionally, a smaller batch size of 32 was adopted to refine the iteration
process of the model, and the number of epochs was set to 150 to ensure that the model
was adequately trained.

Table 2. Hyperparameter settings for training the model.

Parameter Name
Optimizer

Loss Function Indicator Epochs Batch SizeName Learning Rate

Parameter value SGD 0.001 binary_crossentropy accuracy 150 32

3.2.2. Analysis of the Results of the Ablation Experiment

On the basis of the hyperparameter settings described above, to eliminate the impact
of the division of the dataset on the experimental outcomes, this study conducted fivefold
cross-validation for M1D_ResNet and four other algorithms. During the cross-validation
process, the dataset was first shuffled to enhance the model’s capabilities for generalization.
Then, in each iteration, stratified sampling was used to allocate 80% as the training set and
the remaining 20% as the test set. The mean and standard deviation of the accuracy metrics
for each model on the test set are displayed in Figure 9.

Machines 2024, 12, 599 14 of 22 
 

 

3.2. Ablation Experiment 

To validate the superiority of M1D_ResNet over the conventional 1D_ResNet and the 

effectiveness of each channel within M1D_ResNet, this study conducted a comparative 

study based on the principles of ablation experiments. M1D_ResNet was compared with 

the original 1D_ResNet, Channel_1 (retaining only the first channel), Channel_2 (retaining 

only the second channel), and Channel_3 (retaining only the third channel). It should be 

noted that although both the Channel_1 network and the original 1D_ResNet contain ed 

RUs with convolution kernels with a size of 3 × 1; the size of the kernels in their first 

convolutional layer and the configurations of the final output layer differed. 

All the experiments and analyses for this study were conducted on the same 

computer with the following specifications: Intel Core i5-12400F (2.50 GHz), 32 GB RAM, 

and NVIDIA GeForce RTX 3060Ti (8GB). The development environment consisted of 

scikit-learn 0.24.2, tensorflow-gpu 2.6.0, and Python 3.6.13. 

3.2.1. Settings of the Ablation Hyperparameters 

In this study, the same hyperparameter settings were used for training each 

algorithm, as shown in Table 2. To enhance the stability of the model during training, this 

study used a simple and reliable SGD optimizer to update the model’s parameters, setting 

the learning rate at 0.001. Additionally, a smaller batch size of 32 was adopted to refine 

the iteration process of the model, and the number of epochs was set to 150 to ensure that 

the model was adequately trained. 

Table 2. Hyperparameter settings for training the model. 

Parameter 

Name 

Optimizer 
Loss Function Indicator Epochs 

Batch 

Size Name Learning Rate 

Parameter 

value 
SGD 0.001 binary_crossentropy accuracy 150 32 

3.2.2. Analysis of the Results of the Ablation Experiment  

On the basis of the hyperparameter settings described above, to eliminate the impact 

of the division of the dataset on the experimental outcomes, this study conducted fivefold 

cross-validation for M1D_ResNet and four other algorithms. During the cross-validation 

process, the dataset was first shuffled to enhance the model’s capabilities for 

generalization. Then, in each iteration, stratified sampling was used to allocate 80% as the 

training set and the remaining 20% as the test set. The mean and standard deviation of the 

accuracy metrics for each model on the test set are displayed in Figure 9. 

 

Figure 9. Mean and standard deviation of the accuracy of cross-validation for each algorithm. Figure 9. Mean and standard deviation of the accuracy of cross-validation for each algorithm.

As can be seen from Figure 9, M1D_ResNet had the highest mean accuracy, followed
by 1D_ResNet, Channel_3, and Channel_2. Channel_1 not only had the lowest mean
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accuracy but also the highest standard deviation, indicating that it performed the worst
during the fivefold cross-validation process. In the case of 1D_ResNet, it initially used a
convolution layer with a kernel with a size of 7 × 1 to capture the spatial context of the
initial input across a large receptive field, followed by a smaller (3 × 1) kernel to capture
the local features in a smaller receptive field. This global-to-local network structure and the
choice of the kernels’ sizes provided strong capabilities for feature extraction, making its
accuracy second only to M1D_ResNet. However, the other three single-channel networks
had kernels of only one size, which did not adequately address both the global and local
features, leading to less effective classification. The trend of mean accuracy decreasing
from Channel_3 to Channel_2 to Channel_1 indicated that the state-sensitive features of
the hydraulically adjusted servomotor’s vibration signals needed to be extracted from
larger receptive fields, as smaller kernels tended to lose information on significant features.
Finally, these results strongly supported the superiority of M1D_ResNet, which directly
extracted and fused global and local features across multiple channels from the raw samples,
compared with the global-to-local structure of 1D_ResNet. The local features in 1D_ResNet
were extracted on the basis of the global features, which inevitably involved some loss of
information. In contrast, M1D_ResNet’s local features were directly extracted from the raw
samples, avoiding the loss of information. Furthermore, M1D_ResNet incorporated kernels
with a size of 5 × 1, thus enriching the feature information further.

To analyze and demonstrate the specific training processes of each model, this study
selected the cross-validation process corresponding to the accuracies closest to the mean
for each algorithm, and the curves of training loss and accuracy are shown in Figure 10.
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As shown in Figure 10a, M1D_ResNet exhibited the fastest decrease in training loss,
approximately converging to the minimum value in around 30 epochs. Compared with
other algorithms, it demonstrated smaller fluctuations in training loss throughout the
training process, maintaining a minimal loss, thereby reflecting the superior performance
of M1D_ResNet. Although Channel_3 converged slowly at the beginning, it tended to
stabilize at around 60 epochs. In contrast, Channel_2 showed the slowest convergence.
Figure 10b reveals that the algorithms reflected the same convergence trend as the training
loss in terms of training accuracy, and it can be seen from their localized plots that although
the accuracy of each algorithm fluctuated during the training process at the later stage,
the fluctuation of M1D_ResNet was the smallest and basically stayed at the highest level.
If we also consider Figure 9, it can be seen that the accuracy of M1D_ResNet was similar
on both the training and test sets; therefore, the model did not suffer from overfitting in
any of the training processes, which fully explained its network’s structure as well as the
reasonableness of the training hyperparameters.

In addition, to visualize the size and inference speed of each model, this study selected
three key performance indicators, namely, the number of parameters, the amount of
computation, and the inference time of the model on a single sample, for a comparative
analysis. The number of parameters, as an inherent attribute of the model itself, reflects
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the amount of disk storage space required by the model. Computation FLOPs, on the
other hand, reflect the complexity of the model and the consumption of resources during
the actual inference process, and this metric was determined with fixed input data. The
inference time for a single sample, on the other hand, reflects the actual processing speed
of the model for a specific sample. In light of this, this study used the test set of the
hydraulically adjusted servomotor’s vibration signals 10 times for each algorithm, and the
average value of each index was taken, which are summarized in Table 3.

Table 3. Comparison of the size and inference speed of the models.

Model Params (M) FLOPs (M) Average Time Consumed for
Processing a Single Sample (ms)

1D_ResNet 3.849 349.365 1.134
Channel_1 3.849 349.104 1.179
Channel_2 6.291 571.533 1.308
Channel_3 8.732 793.962 1.300

M1D_ResNet 18.872 1714.598 3.275

According to Table 3, considering that the size of most of the convolutional kernels
in 1D_ResNet was the same as that in Channel_1, the performances of 1D_ResNet and
Channel_1 were basically comparable across the three metrics. For the other three models,
as the size of the convolutional kernel increased and the number of network branches
increased, the number of parameters of the model, the amount of computation, and the
average time consumed to process a single sample also increased incrementally. Although
the M1D_ResNet model proposed in this study did not have an advantage over the other
four single-scale networks in terms of the model’s size and inference speed, its significant
improvement in diagnostic performance as well as its stability in training could achieve a
higher accuracy with complex and diverse datasets, which, in turn, reduced the number
of false alarms and omissions, and ultimately improved the reliability and safety of the
fault diagnosis system. Meanwhile, M1D_ResNet automatically extracts features with
a dimension of only two, which is extremely convenient compared with the traditional
manual feature extraction in the time and frequency domains, as well as the cumbersome
process of feature selection.

3.2.3. Comparison of the Capabilities of Different Algorithms for Feature Extraction

The persistent issue of “black boxes” in deep learning makes it difficult to understand
and explain the internal workings of networks. To investigate the learning methods and
capabilities of M1D_ResNet and its comparative algorithms for feature extraction, this study
re-sampled the dataset into training, validation, and test sets in a 3:1:1 ratio for training
and testing each model. Subsequently, t-SNE was used to reduce the dimensionality and
visualize the original samples from the test set. Finally, for the comparative analysis, the
trained models were used to make predictions on the test set. This allowed for collection of
the feature data output by the global average pooling layer during the forward propagation
process of each network, which were then subjected a reduction in dimensionality and
visualization using the t-SNE algorithm. The results are shown in Figure 11.

From Figure 11a, it is evident that the original normal and abnormal samples in
the test set were severely mixed. However, as can be seen in Figure 11b–f, after the
feature extraction process of each model, the samples of the two states could basically
be distinguished. However, except for the proposed M1D_ResNet algorithm, the feature
distributions of the other algorithms still showed varying degrees of overlap, reaffirming
the strong feature extraction capability of M1D_ResNet. Among these, 1D_ResNet exhibited
the least overlap in the features’ distributions, while the features extracted by Channel_1
showed the most significant overlap. Additionally, the clustering centers of the two states
were remarkably close, which can lead to poor classification performance, consistent with
the conclusions drawn from Figure 9.
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3.3. Experimental Analysis of GA-SVDD
3.3.1. Arrangement of the Experimental Data of GA-SVDD

The feature extraction part of the trained M1D_ResNet model was used as the feature ex-
tractor for the GA-SVDD algorithm. By extracting features from samples of various categories,
data samples with a dimensionality of two were obtained. Normal samples were divided into
the training, validation, and test sets in a 3:1:1 ratio. Additionally, when conducting tests on
the performance of the SVDD model in generalization using samples from various categories,
it was essential to ensure that the total numbers of normal and abnormal samples in the test
set were balanced and that the numbers of each type of abnormal sample were equal. The
final experimental data for GA-SVDD are presented in Table 4.

Table 4. Arrangement of the experimental data for GA-SVDD.

Dataset Status Label Number of Samples Length of the Sample

Training set Normal 1 540 2

Validation set Normal 1 180 2

Test set

Normal 1 180 2
In-cylinder leakage, light −1 20 2

In-cylinder leakage, heavy −1 20 2
Breakage of the spring −1 20 2

Blockage of the solenoid valve’s throttle orifice −1 20 2
Internal leakage of the servo valve’s spool at zero position −1 20 2

Internal leakage of the solenoid valve, light −1 20 2
Internal leakage of the solenoid valve, heavy −1 20 2

Clogging of the C0 throttle orifice, light −1 20 2
Clogging of the C0 throttle orifice, heavy −1 20 2
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3.3.2. Analysis of the Hyperparameter Optimization Process of GA-SVDD

The features extracted from the training and validation sets were used for training
the SVDD hypersphere model and for optimization of the hyperparameters. The specific
process of GA-based optimization of the hyperparameters for the SVDD is illustrated in
Figure 12.
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Figure 12. The GA optimization process. (a) Process of optimizing the parameters. The red squares
indicate the combinations of hyperparameters obtained in a certain iteration, and the combinations
of hyperparameters obtained in the first eight iterations are indicated by 1–8, respectively; the dots
indicate the specific values of the penalty factor C and the gamma parameter in the combinations of
hyperparameters. (b) Changes in the fitness values.

The GA performed 100 iterations on the hyperparameters of SVDD. Figure 12a shows
the combinations of hyperparameters with the highest fitness values selected by the GA
after each iteration. It is evident that in the initial iterations, the changes in the two hyper-
parameters were significant, indicating that the GA was searching for the global optimum.
As the iterations progressed, after only seven iterations, the two hyperparameters largely
converged to the global optimum, particularly the penalty factor, which remained almost
unchanged throughout the process. Figure 12b shows that the fitness function values
displayed a strong downward trend in the first seven iterations, indicating continuous
improvement in the accuracy of the SVDD model and demonstrating the powerful op-
timization capability of the GA. At the eighth iteration, Figure 12b shows a significant
fluctuation in the fitness value. Observation of Figure 12a reveals that this was because
the combination of hyperparameters deviated from the area of the global optimum, but it
returned to be close to the global optimum in the subsequent (ninth) iteration. In subse-
quent iterations, the combination of hyperparameters oscillated near the global optimum,
with a decreasing amplitude. However, the fitness values had already converged to a
minimum and remained unchanged, which is reasonable, considering the limited effect of
fine-tuning the SVDD hypersphere’s boundaries through the penalty factor and the kernel
parameter gamma. A combination of hyperparameters was finally selected and the specific
attributes of the SVDD hypersphere trained on the training set and validation set are shown
in Table 5.
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Table 5. Final hyperparameters and attributes of the SVDD model.

Parameter Name Penalty Factor C Radial Kernel
Parameter Gamma

Support Vector
Count

Percentage of
Support Vectors

Radius of the
Hypersphere

Parameter value 0.47879115 0.00203236 4 0.5556% 0.3739

3.3.3. Analysis of SVDD’s Effect on Detecting Anomalies

To visually demonstrate the performance of the SVDD anomaly-detecting model
trained in the previous section, we evaluated it on the test set. Initially, the distance–radius
curve and decision boundaries of the model on the test set were plotted, as shown in
Figure 13. From the radius–distance curve on the left side of Figure 13, it can be observed
that the normal and abnormal samples were generally distributed on either side of the
radius line. Only one normal sample was located above the radius line, and only one
abnormal point was below it. The spatial positions of these two misjudged samples are
shown on the right side of Figure 13. A mild fault is not much different from the normal
state, which inevitably leads to a closer distribution of the samples with a normal state, so
it led to two misjudgments by the model; however, on the whole, the model still made a
good distinction between these two states, which verified the applicability of the SVDD
model in the field of detecting abnormalities in hydraulically adjusted servomotors.
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Figure 13. Diagram of the distance–radius curve and the decision boundary: 1© misclassified normal
samples; 2© misclassified abnormal samples.

Figure 14a shows the ROC curve of the current SVDD model on the test set. The AUC
did not reach 1 because there was a small zigzag in the upper left corner of the ROC curve,
but the AUC of 0.99997 indicated that the model’s performance in detecting faults was
already excellent, which verified the superiority of the GA in optimization to search for
the hyperparameters of SVDD. Figure 14b shows a confusion matrix that yielded the same
results as Figure 13, with an overall model accuracy of 99.44%.

In addition, to visualize the inference speed of the SVDD model, this study ran the
trained SVDD model on the test set 10 times, and the statistics of the time consumed by the
model during the inference of a single sample are shown in Table 6. If we consider these
results alongside those in Table 3, the processing speed of the SVDD model, a traditional
machine learning model, was much faster than M1D_ResNet, and the time it consumed for
processing small datasets was negligible.
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Table 6. Testing time of the SVDD model for a single sample.

Dimensions of
the Feature Classification Test Set

Testing Time per Sample (ms)
Average Value Minimum Value Maximum Value

2
Normal 180

0.0174 0.01253 0.0223Abnormal 180

4. Conclusions

This study introduced M1D_ResNet for extracting the features of the operational states
of high-pressure hydraulically adjusted servomotors, addressing the issue of the traditional
1D_ResNet failing to adequately extract features at different scales. Subsequently, features
extracted from the vibration signals of the hydraulically adjusted servomotor during normal
operation using M1D_ResNet were used to construct a model for detecting anomalies in a
hydraulically adjusted servomotor using SVDD, meeting the needs of practical engineering
applications to build such models on the basis of normal data alone. Additionally, the GA
was used to automatically optimize the hyperparameters of SVDD, addressing the issue
of needing manual intervention for adjusting the hyperparameters. The conclusions are
as follows:

(1) Compared with the traditional 1D_ResNet and three other single-scale one-dimensional
residual networks, M1D_ResNet achieved the highest classification accuracy. The fea-
ture learning effects of each network were analyzed visually using t-SNE, revealing that
M1D_ResNet’s feature learning was superior to that of the other networks.

(2) The iterative paths of combinations of hyperparameters during the GA optimization
process were visually analyzed, demonstrating that GA could effectively optimize the
hyperparameters of SVDD.

(3) Experimental validation was conducted on the SVDD-based detection of anoma-
lies for hydraulically adjusted servomotors, and the decision boundaries were visualized,
proving the effectiveness of the SVDD hypersphere model in detecting anomalies in hy-
draulically adjusted servomotors in different operational states. This lays a solid foundation
for constructing models for detecting anomalies in hydraulically adjusted servomotors in
practical engineering applications based solely on normal data.

In the future, in-depth research on methods of fusing multi-source information based
on vibration and pressure signals can be conducted to improve the accuracy of detecting
anomalies in adjusted hydraulic servomotors. In addition, research on reducing the weight
of the M1D_ResNet network could be conducted to reduce the size of the model and
improve its operational efficiency.
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