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Abstract: The implementation of unmanned intelligent construction on the concrete surfaces of an
airport effectively improves construction accuracy and reduces personnel investment. On the basis of
three known common tracked vehicle dynamics models, reference trajectory planning and trajectory
tracking controller algorithms need to be designed. In this paper, based on the driving characteristics
of the tracked vehicle and the requirements of the stepping trajectory, a quartic polynomial trajectory
planning algorithm was selected with the stability of the curve as a whole and the end point as
the optimization goal, combining the tracked vehicle dynamics model, collision constraints, start–
stop constraints and other boundary conditions. The objective function of trajectory planning was
designed to effectively plan the reference trajectory of the tracked vehicle’s step-by-step travel. In
order to realize accurate trajectory tracking control, a nonlinear model predictive controller with
transverse-longitudinal integrated control was designed. To improve the real-time performance of
the controller, a linear model predictive controller with horizontal and longitudinal decoupling was
designed. MATLAB 2023A and CoppeliaSim V4.5.1 were used to co-simulate the two controller
models. The experimental results show that the advantages and disadvantages of the tracked vehicle
dynamics model and controller design are verified.

Keywords: crawler vehicles; route planning; controller algorithms; trajectory tracking

1. Introduction

In this manuscript, the target trajectory planning and trajectory tracking algorithms
required for the control of walking are introduced, and different algorithms are compared
and further verified by experiments. The airport has become an important hub [1], and as
the number of airports continues to increase, concrete slipform paving technology has been
gradually applied to the construction of highways, airport runways, taxiways and aprons
because of its fully automated paving construction process, high construction efficiency,
quality control and other highly favored advantages [2–4]. The driving control system
and road surface detection system of the slipform paving [5–8] post-processing intelligent
vehicle include four parts. The first is the perception of road surface information [9–11];
the second obtains the current location of the vehicle; the third completes the driving
control [12–16] and the final step designs the underlying execution module to implement
the above functionalities [17]. Jin et al. have used the concept of symmetry to design trajec-
tory planning for parallel parking of autonomous ground vehicles, propose an improved
safe travel corridor (I-STC) and design a smooth parking trajectory [18]. Chen et al. adopted
an adaptive time domain model predictive control method based on Gaussian function
to improve the trajectory tracking control accuracy of unmanned vehicles. Finally, the
proposed control algorithm is verified by Carsim and MATLAB/Simulink co-simulation
to solve the problem of poor track tracking performance of unmanned vehicles under
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complex working conditions [19]. The lack of existing research on trajectory planning
tracking [20,21] mainly includes the limitations of the algorithms, the challenges of complex
environments and the task difficulty of a high degree of freedom machines. The innovation
of this paper is based on three known tracked vehicle dynamics models on which two differ-
ent algorithms are compared in terms of their tracking ability in realistic scenarios, and joint
simulation with MATLAB 2023A and CoppeliaSim V4.5.1 [22] was used to finally select the
most suitable target trajectory planning and tracking algorithm for driving control.

2. Travel Control Path Planning and Controller Setup

Three common tracked vehicle dynamics models give the relationship between tracked
wheel velocity inputs and tracked vehicle motion states, which is the basis for designing
reference trajectory planning and trajectory tracking controller algorithms. A stepping cycle
of the tracked vehicle can be roughly broken down into the following: image acquisition
and lane line extraction (to obtain the initial position state), stepping to the designated
position (driving control), using the leveling mechanism to adjust the vehicle posture,
construction, detection of the road surface (to determine whether the flatness is qualified)
and landing of the track wheel under the leveling mechanism. In this chapter, the trajectory
planning and controller design of “step forward to the specified position” are studied.
Due to the inevitable interference in the process of lowering the leveling mechanism, the
position and posture of the tracked vehicle at the beginning of the next cycle is deviated
from that before leveling, so the position and posture of the vehicle need to be adjusted by
correcting the deviation in the next step, so as to ensure that the vehicle is in the correct
construction position at the end of the step. The method used in this study was to perform
an initial position analysis based on the data acquired from the images, plan a stepping
trajectory in combination with the constraints and then control the tracked vehicle to track
the trajectory through the control system. There are several constraints in the stepping
process of the tracked vehicle, and this strategy can deal with the constraints in stages and
improve the control efficiency. Because there is no obstacle avoidance involved in trajectory
planning and there are many boundary constraints, and considering the smooth running
characteristics of tracked vehicles, quartic polynomial trajectory planning was adopted; the
controller also needed to meet constraints such as speed and angular velocity, so it adopted
the model prediction algorithm and considered the response time problem, and the control
algorithm coupling linear model prediction with the PID controller was investigated on the
basis of the nonlinear model prediction. Linear models can fit samples with curves, but the
decision boundary for classification is a straight line. The only thing that needs to be known
is whether it is a linear model or a nonlinear model. Traditional PID control is a linear
combination of error ratios, integral and differential. It has the characteristics of a simple
principle, easy parameter adjustment and strong robustness, and it has been widely used
in industrial process control. But for some complex systems, especially nonlinear objects,
the PID controller cannot obtain satisfactory results. If traditional PID is improved to
achieve higher control requirements for some nonlinear objects, it will have great practical
significance. Nonlinear PID is improved by introducing nonlinear factors on the basis of
traditional PID. The basic elements of the control quantity are not directly derived from the
input–output error, but the proportion, integral and differential of the error after nonlinear
changes. Because the gain parameters in the nonlinear PID controller can change with the
control error, the influence of nonlinear factors can be overcome and weakened, and the
robustness and adaptability of the controller can be improved. The two algorithms can also
be simulated, compared and analyzed, respectively. On the basis of the established tracked
vehicle model, a joint simulation with MATLAB 2023A and CoppeliaSim V4.5.1 was carried
out, and the advantages and disadvantages of the two algorithms were compared in the
real physical field.
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3. Quartic Polynomial Trajectory Planning

MobileEye’s cameras, which have been more successful in the field of perception, use
a cubic polynomial to describe lane lines:

S = A × L1
3 + B × L1

2 + C × L1 + D (1)

S is the lateral offset distance of a point on the lane line ahead relative to the straight
line where the camera is located, and L1 is the longitudinal distance of a point on the
lane line from the camera. A, B, C and D are cubic polynomial coefficients. For a vehicle
traveling along this polynomial, the trajectory curvature corresponds to the longitudinal
distance as follows:

Crv(S) = 6A × L1 + 2B (2)

Equation for the rate of change of curvature with respect to longitudinal distance:

.
Crv(S) = 6A (3)

The rate of change of the curvature is constant, which is equivalent to the constant
rotational speed of one side track and the constant rate of change of the rotational speed of
the other track when the tracked vehicle is traveling. In order to be closer to actual driving
conditions, the rotational speed response of one side track is constrained by the mechanical
structure and other constraints, and its rate of change is difficult to maintain at a constant,
so a quartic polynomial is considered to fit the driving trajectory.

3.1. Trajectory Planning Coordinate Transformation

The stepping trajectory needs to ensure that the tracked vehicle traveling along the
trajectory will not collide with the road surface to be constructed, and the grounded part of
the tracked vehicle has only two sides of the track, so only the contact between the track
and the road surface needs to be considered in the collision analysis. The track is simplified
as a rectangle with length L and width b. The center distance between the two sides of the
track is B, and the inner vertices of the left and right tracks are M, N, P, and Q, respectively,
as shown in Figure 1.
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3.2. Collision Constraints for Trajectory Planning

t represents the sampling moment. Since the quartic polynomial curve is continuous
and smooth, the interpolation optimization function ensures that the whole curve is close
to the optimal curve as long as the sampling frequency is sufficient and each interpolation
satisfies the constraints. In order to meet the engineering requirements, j and ρ are replaced
by interpolation: the coordinates of the geometric center point of the tracked vehicle along
the trajectory are O(x, y), and the tracked vehicle swings across at an angle φ, as shown in
Figure 2. In order to make the tracked vehicle travel without collision with the road surface
to be constructed, it is necessary to make restrictions on the position of the apex of the track,
setting the width of the road surface to be constructed as D and the safety distance as i, as
shown in Figure 3.
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Then, the distance of the vertical coordinates of M, N, P and Q from the central axis
should all be greater than D

2 + i:

min
(
|yM|, |yN |, |yP|,

∣∣yQ
∣∣) > D

2
+ i (6)
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3.3. Optimized Function Design for Trajectory Planning

To ensure that the tracked vehicle travels smoothly and stably and stops smoothly
at the end of the step, the equation was defined. In summary, the quartic polynomial
trajectory planning optimization function is given by the following:

J = aρ2 + bj2 + cσ2 (7)

ρ is the maximum curvature of the trajectory, j is the maximum sharpness of the
trajectory, σ is the end curvature of the trajectory and a, b and c are the weighting coefficients.
ρ limits the minimum radius of the curvature of the trajectory to make the overall trajectory
smoother, while j limits the rate of change of lateral acceleration to make the velocity change
of the left and right tracks smoother, which reduces the difficulty of trajectory tracking and
motor control.

In order to meet the engineering requirements, j and ρ are replaced by interpolation:

J =
Nend

∑
t=1

(
atρ

2
t + bt j2t

)
+ cσ2 (8)

t represents the sampling moment. Since the quartic polynomial curve is continuous
and smooth, the interpolation optimization function ensures that the whole curve is close
to the optimal curve as long as the sampling frequency is sufficient and each interpolation
satisfies the constraints.

If we define ϕ(t) as the vehicle motion state at moment t and S as the motion
state ensemble:

ϕ(t) = [ρt, jt, yt, φt]
T ∀t ∈ [1, Nend] (9)

S = [ϕ(1), ϕ(2), . . . , ϕ(Nend)] (10)

lr(t), hr(t) denote the motion state constraints of the vehicle at the sampling moment
t and use LR and HR to denote the upper and lower boundary conditions, respectively:

lr(t) = [ρmin t, jmint, ymint, φmint]
T

∀t ∈ [1, Nend]

hr(t) = [ρmax t, jmaxt, ymaxt, φmaxt]
T

∀t ∈ [1, Nend]

(11)

{
LR = [lr(1), lr(2), . . . , lr(Nend)]

T

HR = [hr(1), hr(2), . . . , hr(Nend)]
T (12)

In summary, the quartic polynomial trajectory planning optimization function is given
as follows.

min J =
Nend

∑
t=1

(
atρ

2
t + bt j2t

)
+ cσ2 (13)

s.t. LR ≤ S ≤ HR

The optimized quartic polynomial trajectory can be obtained using the fmincon func-
tion provided by MATLAB 2023A, using the default interior point method or the effective
set method.

3.4. Verification of Trajectory Planning Simulation

The main parameters in the simulation are as follows: mass of construction machinery
m = 15,000 kg, lateral track gauge of bilateral track B = 7 m, grounding length of track
L = 4 m, track width b = 1 m, reduction ratio of transmission system i = 25, transmission
efficiency η = 0.85, road width D = 3 m, maximum steering resistance coefficient φ = 0.68,
coefficient of rolling friction µs = 0.04, coefficient of internal resistance of crawler f = 0.04,



Machines 2024, 12, 650 6 of 14

minimum safety distance between track and road surface to be constructed is 0.2 m, step
distance is 6 m, the rotational inertia of engineering machinery J = 40,000 kg·m2, the target
state of the crawler’s position at the end of the road surface is [xend, yend, φend] = [6, 0, 0]
and the longitudinal speed of the crawler is constant at 1 m/s under the ideal state. The
starting point inputs for the two typical working conditions are verified separately. The
end point transverse swing angle is less than 0.01rad, the absolute value of the end point
longitudinal coordinate of the tracked vehicle’s geometric center is less than 0.01m and
the track does not touch the safety limit throughout the whole process; good trajectory
optimization is judged by the curvature at the end point being less than 0.1 m−1 and the
curvature maxima being less than 0.5 m−1.

For the first common working condition, the vehicle has a large lateral distance
deviation before stepping and traveling. Assuming that the initial position of the vehicle
obtained by image processing before stepping and driving is [x0, y0, φ0] = [0, 0.5, 0] and
the sampling step size is 0.1 m, the weight coefficients of the optimization function are
at = bt = 1(t ∈ [1, 60]), ct = 100, and the optimization algorithm adopts the interior point
method. The output result is as follows:

y = −0.0012x4 + 0.0185x3 − 0.0833x2 + 0.5 (14)

The curvature at the end point is 1.3× 10−4, the transverse pendulum angle is 1.4× 10−12

and the longitudinal coordinate of the geometric center of the tracked vehicle is 2.12× 10−12,
so it can be seen that the trajectory planning meets the end point motion state requirements.

The trajectory curve, the area swept by the inside of the left and right tracks, the
minimum distance of the left and right tracks from the center of the road surface to be
constructed and the curvature change curve of the trajectory are shown in Figure 4 as
a, b, c and d, respectively. Among them, the blue straight line in Figure 4b,c indicates the
boundary of the road to be constructed, and the red dashed line indicates the safety limit,
i.e., the point of the inner side of the track that is closest to the road to be constructed (the
yellow area) cannot enter into the red dashed line.

The initial position of the vehicle obtained by image processing is [x0, y0, φ0] = [0, 0.2, 0.4].
The sampling steps of curvature and snap in the optimization function are both 0.1 m. The
weight coefficients of the optimization function are as follows: at = bt = 1(t ∈ [1, 60]),
ct = 100, and the optimization algorithm adopts the interior point method. The output of
quartic polynomial trajectory planning is as follows:

y = −0.0014x4 + 0.0293x3 − 0.1991x2 + 0.4x + 0.2 (15)

The curvature at the end point is 6.8 × 10−2, the yaw angle is 1.69 × 10−5, and the
vertical coordinate of the geometric center of the track vehicle is 4 × 10−5. It can be seen
that the trajectory planning meets the constraint and optimization requirements of the
motion state of the end point.

The trajectory curve, the area swept by the inside of the left and right tracks, the
minimum distance of the left and right tracks from the center of the pavement to be
constructed and the curvature change curves of this trajectory are shown in Figure 5a, b, c
and d, respectively.

In Figures 4 and 5, the minimum distance between the left and right tracks and the
center of the pavement to be constructed does not exceed the safety limit, the trajectory
meets the constrained boundary conditions, the absolute value of the curvature of the
trajectory is within 0.5 and the trajectory at the end is stable, achieving the optimization
objective of the optimization function.
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3.5. Trajectory Tracking Control Based on MPC
3.5.1. Basic Principles of Model Predictive Control

The model predictive control mechanism is shown in Figure 6, which can be roughly
summarized as follows: at the current sampling moment, solve an open-loop optimiza-
tion problem within the prediction step according to the current moment state and the
prediction model; next, apply the first element in the optimization output to the controlled
object, and at the next sampling moment, use the new actual state quantity as the initial
condition and repeat the above steps until the end of the problem. Model predictive control
consists of three important components: predictive modeling, rolling optimization and
feedback correction.
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The biggest advantage of the MPC control method lies in its explicit multi-constraint
processing ability, which can easily and effectively represent constraints in quadratic pro-
gramming or nonlinear optimization problems by adding constraints to control, state and
prediction quantities. However, the MPC method itself is online to solve the optimization
problem, and if the solution problem is more complex, it is difficult to meet the require-
ments of the response speed of the control algorithm in practical engineering. According to
whether the control system is linear or not, MPC can be categorized into linear MPC and
nonlinear MPC.

3.5.2. Nonlinear Model Predictive Control

In the nonlinear MPC control algorithm:

J(k) = ∑Np
i=1

∥∥∥χ(k + i)− χre f (k + i)
∥∥∥2

Q
+

Nc−1

∑
i=1

∥∆u(k + i)∥2
R + ρε2 (16)

s.t.

 umin
∆umin
χmin

 ≤

 uk
∆uk
χk

 ≤

 umax
∆umax
χmax


The first term in this objective function reflects the tracking ability of this control

algorithm to the target trajectory, the second term reflects the smoothness of the change in
the control quantity in this control algorithm, ρ is the weight and ε is the relaxation factor,
which is designed to avoid the situation of no solution to the optimization problem. In the
optimization solution process, the control quantity, control increment and state quantity
should satisfy the constraints. The above nonlinear optimization problem is solved by
taking ∆U = [∆u(k), ∆u(k + 1), . . . , ∆u(k + Nc − 1)] as a parameter. The nonlinear MPC
control can be achieved by applying the first element of the optimized result sequence ∆U
to the controlled object and repeating the above steps at the next moment.
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3.5.3. Linear Model Predictive Control

Similarly, the optimization objective function is defined as follows:

J(k) = ∑Np
i=1

∥∥∥η(k + i)− ηre f (k + i)
∥∥∥2

Q
+ ∑Nc−1

i=1 ∥∆u(k + i)∥2
R + ρε2 (17)

s.t.

 umin
∆umin
χmin

 ≤

 uk
∆uk
χk

 ≤

 umax
∆umax
χmax


The ideal control effect of the simulation and experiment is that the vehicle running

the trajectory and the target trajectory coincide, so Yre f = [0, 0, . . . , 0]T . Combined with
Equation (16), the optimization function can be rewritten as follows:

J(k) = ∆UT
(

ΘTQΘ + R
)

∆U + 2ETQΘ∆U + ρε2 + ETQE (18)

s.t.

 umin
∆umin
χmin

 ≤

 uk
∆uk
χk

 ≤

 umax
∆umax
χmax


Taking ∆U as a parameter, the above objective function is transformed into a quadprog

quadratic programming problem, the first element in the optimized sequence of results
∆U is applied to the controlled object and the above steps are repeated at the next moment
to realize the model predictive control. Since the quadratic programming problem has a
more complete and efficient solution method, the model is faster and can be combined with
PID auxiliary control in practical applications to realize constant speed in the longitudinal
direction as much as possible.

3.5.4. CoppeliaSim and MATLAB-Based Model Prediction Co-Simulation

Previously, in the MATLAB-based simulation, the integral of the velocity was used
instead of the actual vehicle position, but in real working conditions, due to the interference
of mechanical structure, road conditions, etc., there will be a deviation between the actual
position of the tracked vehicle and the integral position of the velocity; therefore, the
model prediction based on MATLAB 2023A and CoppeliaSim V4.5.1 is considered a joint
simulation to validate the algorithm’s performance of the target in real physical scenarios.

The model of the tracked vehicle in CoppeliaSim V4.5.1 gives the main parameters:
four grounded wheels on the left and right and four joints on the left and right, corre-
sponding to four grounded wheels on the left and right of the tracked vehicle, with the
rest of the tracked vehicle weighing 200 kg. The rest are driven wheels, and the weight
of the left and right tracks is 200 kg. The model is symmetrical and only considers the
mechanical relationship between the body and the tires, ignoring the suspension and other
tracked vehicle transmission structures. The ground friction factor is 0.68, and the ground
is horizontal and isotropic. T = 0.05 s is used as the synchronous simulation step, and the
CoppeliaSim V4.5.1 interface is used in MATLAB 2023A to control the model and read the
model motion data in real time. The read position and velocity data are used as the actual
state quantities, and the reference points of each step in the nonlinear model prediction are
set as follows: control step Nc = 3, prediction step Np = 30 and sampling step T = 0.06 s.
The boundary values are set as velocity v(−2, 2 m/s), angular velocity ω(−0.5, 0.5 rad/s),
acceleration a(−0.2, 0.2 m/s2), angular acceleration δ(−0.1, 0.1 rad/s2) and both left and
right wheel velocities (−2, 2 m/s). The reference point for each step in the linear model
prediction and PID coupled control is the point on the reference trajectory that is closest to
the actual position. The typical working condition I in Section 3.4 is simulated and verified,
and the output of the joint simulation is shown in Figure 7.
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As can be seen in Figure 7, both models can track the trajectory better, and the non-
linear model prediction control has a smaller amount of change in speed and no obvious
oscillation due to the addition of PID coupling control. The analysis of the joint simulation
results and their deviations are shown in Figure 8. On the whole, the speed curve of
linear model prediction and PID coupling control is more stable, but the angular speed
difference between the two control methods at the end point is not much, and both meet the
expectation of smooth stopping. The lateral position deviation in linear model prediction
and PID coupling control is within 0.01 m, and that in nonlinear model prediction control
is within 0.02 m, both of which are much smaller than the safety limit of 0.2 m, so both
controls satisfy the collision limit requirements. The amplitude of the transverse swing
angle deviation in the nonlinear model prediction control is larger, which is because the
vehicle position deviation is larger and the linear velocity is smaller in the starting stage,
which easily has small overshoots and oscillation. The linear model prediction algorithm
joins the PID speed controller to reduce the instability in the starting stage effectively. Both
the linear model prediction and PID coupling algorithm and the nonlinear model prediction
algorithm can excellently accomplish the trajectory tracking task, but the former is better
than the latter in terms of speed tracking, smoothness and tracking performance in the
start phase.
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4. Experimental Details and Validation

There are eight joints in Figure 9, four on each side, corresponding to four grounding
wheels on the left and right side of the track car, and the weight of the left and right track
was 200 kg. CoppeliaSim V4.5.1, formerly known as V-rep, is a professional robot modeling
and simulation software which can edit the geometry and mechanical properties of the
model and has a physical field close to the real one. The model built in this software can
be used to verify and analyze the theoretical model, and the software can be co-simulated
with MATLAB 2023A. It can also be used to verify the control algorithm in the subsequent
controller design. The frame length of the track vehicle was 1.08 m, and the width was
0.28 m. The motor power supply, camera, controller and other parts were placed on the
frame. The motor adopts DJI RoboMaster M3508 and Dji RoboMaster C620 were selected
for electrical modulation; the motor controller adopted DJI RoboMaster. The field test
ground was asphalt ground, and the test distance was 3 m. The zoom ratio between the
test vehicle and the actual track vehicle was about 1:7, so the imaginary road width was
0.43 m, the imaginary safety distance was 0.03 m and the imaginary longitudinal linear
speed was 0.25 m/s during trajectory planning.
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Figure 9. CoppeliaSim model diagram.

To fully verify the actual control effect of the driving controller, the test is divided
into two groups, based on two different initial state inputs, to verify the effectiveness
of the trajectory planning and the accuracy of trajectory tracking. In test 1, the initial
state quantity of the tracked vehicle was [x0, y0, k0] = [0,−0.088,−0.35]. The test results
are shown in Figure 10. In test 2, the initial state quantity of the tracked vehicle was
[x0, y0, k0] = [0, 0.132, 0.23], and the test results are shown in Figure 11. The deviation in
test 2 is smaller than that of test 1. Due to the effect of centrifugal force, the load of the right
track in test 1 is larger, and the load of the left track in test 2 is larger. Both experiments
meet the boundary constraints and errors.
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5. Conclusions

This paper took the crawler vehicle traveling control system as the research object and
introduced the target trajectory planning and trajectory tracking algorithms required for
step traveling control in detail. In order to fit the actual motion law of the crawler, quartic
polynomial trajectory planning was adopted to explore the coordinate conversion of the
collision corner point of the crawler, the collision limit and the design of the optimization
function of trajectory planning, and the trajectory planning simulation was carried out to
verify the two typical conditions, which proves that the quartic polynomial trajectory plan-
ning is able to excellently complete the optimization design tasks for the curvature of the
trajectory, the degree of trajectory urgency, the end point vicinity and the smoothness of the
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trajectory while meeting the condition of the collision limit constraints. The optimization
of trajectory curvature, trajectory rapidity and smoothness near the end point is demon-
strated. The model prediction algorithm was used to track the target trajectory delineated
by the quartic polynomial trajectory, the linear model prediction coupled with PID control
algorithm was explored on the basis of the nonlinear model prediction algorithm and the
tracking ability of the two algorithms in a real physical scenario was explored by using the
joint simulation of CoppeliaSim V4.5.1 and MATLAB 2023A, which verifies the theoretical
validity of the used tracked vehicle dynamics model and controller design.
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