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Abstract: This study introduces an innovative vehicle-modeling framework based on the
Reduced Multibody System Transfer Matrix Method, incorporating wheel–ground con-
tact and friction to analyze dynamic performance metrics, including vertical acceleration,
suspension deflection, and angular acceleration. The model is applied to simulate vehi-
cle behavior at 40 km/h on Class D road conditions. To enhance dynamic characteristics,
suspension parameters were optimized using the NSGA-II algorithm. The optimization pro-
cess achieved significant reductions in vertical acceleration (24.12%), suspension deflection
(25.98%), and angular acceleration (4.93%). The Pareto frontier facilitated the selection of a
representative solution that balances smoothness, stability, and suspension performance.
Frequency, PSD, and RMS analyses were performed under different road conditions and
speeds to verify the robustness of the optimization results. The application of the transfer
matrix method is extended to vehicle suspension modeling and optimization, offering
valuable insights into improving ride comfort and stability. Additionally, it highlights the
effectiveness of advanced multi-objective optimization techniques in improving vehicle
dynamics and provides a robust methodology for practical applications.

Keywords: vehicle dynamics; transfer matrix method; NSGA-II; suspension optimization

1. Introduction
The automotive industry is currently undergoing a period of transformation, primarily

driven by digitalization, the principles of a circular economy, and sustainable development
goals. Additionally, manufacturers are striving to address these challenges in an intensely
competitive and rapidly evolving market environment. Against this backdrop, the intelli-
gent manufacturing of the automotive sector has seen rapid development in recent years,
facilitated by the application of CAE software [1]. This approach aims to evaluate the
dynamic behavior of vehicles during the design, development, and prototyping phases.
Compared to traditional experimental procedures, it helps reduce costs, shorten design
and production timelines, and simultaneously maximize vehicle performance, comfort,
environmental characteristics, quality, and safety.

The suspension system has consistently been a focal area of research within the field
of vehicle dynamics. Comprising a set of rigid bodies capable of relative motion, the
suspension system plays a crucial role in handling performance, stability, and comfort [2].
The function of a suspension system is to maximize the friction between the tires and
the road surface, provide good steering stability, and ensure passenger comfort. Despite
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the evolution throughout history, vehicle suspension systems can be divided into three
categories: passive, semi-active, and active [3]. Passive suspension systems typically in-
clude springs for absorbing shock and dampers for dissipating energy and controlling the
movement of the springs. More modern suspensions can also rely on external active or
semi-active control mechanisms to improve grip and ride comfort. Semi-active suspension
can change suspension parameters in real time, such as the damping coefficient of the
shock absorber [4]. The active suspension system can adjust the vertical motion of the
vehicle through the active suspension force [5]. Liang et al. [6] proposed a decentralized
cooperative control framework to achieve the integration of an active front steering system
and active suspension system by applying a multi-constrained distributed model predictive
control approach, which aims to improve the vehicle lateral stability, ride comfort, and
roll safety during path tracking. Azmi et al. [7] proposed an optimal control strategy for
the energy-regenerative active suspension system based on the electromagnetic structure.
Shaqarin and Noack et al.[8] proposed a safety critical controller, which is the control Lya-
punov function-control barrier function-quadratic programming. Feng et al. [9] integrated
the torque vectoring and active suspension system to enhance the vehicle’s longitudinal and
vertical motion control performance. These studies show that some state variables, such as
vertical displacements and velocities of sprung and unsprung masses, are generally viewed
as easy to measure. However, this assumption is not realistic in practical applications,
as it is neither economical nor feasible to equip such an advanced and expensive sensor
system for large-scale production vehicles [10]. The main disadvantages of semi-active
versus active suspensions are their complexity, manufacturing, and maintenance costs, and
associated customer service expenses [11]. Passive suspension is still the most widely used
vehicle suspension system because of its low cost, high reliability, easy maintenance, and
modification [12]. Numerous efforts have been undertaken to develop optimal solutions for
passive suspension systems, with the literature extensively exploring various methods for
designing suspension systems. Gobbi et al. [13] used a two-degree-of-freedom linear model
to describe the dynamic behavior of vehicles driving on a road with random profiles. Lenka
et al. [14] applied the multi-objective optimization of SUV ride comfort by MSC.ADAMS
and Mode Frontier to improve the ride performance of SUVs by keeping the handling
performance attributes of SUVs the same or better than the base vehicles. Su et al. [15]
analyzed and optimized the motion characteristics of the McPherson suspension system of
a minivan, obtained better wheel positioning parameters, and improved the performance
of the suspension system. Ebrahimi-Nejad et al. [16] derived the vibration governing
equation of a two-degree-of-freedom suspension system using the Lagrange equation and
carried out multi-objective optimization of the maximum acceleration and displacement of
unsprung and unsprung mass according to TOPSIS method. Issa and Samn [17] used the
Harris Hawk Optimization algorithm to optimize the design of passive vehicle suspension
systems for quarter-vehicle models and half-vehicle models.

Suspension is usually considered to be a multibody system, and the multibody dy-
namics analysis method is widely used in vehicle system dynamics research. A multibody
system consists of various body elements and joint elements connected in arbitrary configu-
rations. Since the 1960s, significant progress has been made in multibody system dynamics,
leading to the proposal of numerous methodologies [18,19]. Despite differences in form,
all these methods require the construction of global dynamic equations incorporating the
inertia matrix of the system.

The advantage of the Multibody System Transfer Matrix Method (MSTMM) lies in
its ability to avoid constructing global dynamic equations for the system and its use of
low-order matrices independent of system degrees of freedom, enabling fast and accurate
computations. In 1993, Rui et al. [20] extended the classical transfer matrix method [21],
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originally developed for analyzing vibrations of one-dimensional, linear time-invariant
elastic component systems, to the vibration analysis of linear rigid-flexible coupled multi-
body systems. For general nonlinear multibody systems, the combination of MSTMM
with numerical integration programs led to the development of the Discrete-Time Multi-
body System Transfer Matrix Method. However, this method relies on the conditionally
stable Newmark-β numerical integration approach for linearization, which only achieves
second-order accuracy. While higher-order numerical integration methods can be ap-
plied, their derivation is exceedingly complex. To avoid this limitation, a new version
of MSTMM (NV-MSTMM) [22] was introduced. Using acceleration as the state vector
instead of displacement, NV-MSTMM simplifies solving nonlinear multibody systems. For
large-scale systems, however, error accumulation during the successive multiplication of
numerous transfer matrices can lead to numerical instability. To enhance numerical stabil-
ity and computational accuracy, the Reduced Multibody System Transfer Matrix Method
(RMSTMM) [23] was developed. This method divides the total state vector into two parts,
translational and angular accelerations, and internal forces and moments, effectively halv-
ing the matrix size. As a result, RMSTMM not only retains the advantages of NV-MSTMM
but also significantly improves numerical stability. MSTMM is widely used in mechanical
system dynamics analysis, such as rotary blade systems, robots, buffering adsorption sys-
tems, etc., and has been applied in different types of vehicles. Chen et al. [24] investigated a
coupling system of the rotating bending-torsional blade with the stator using MSTMM. By
analyzing the vibration characteristics under different rotational speeds, their study high-
lighted the significant influence of blade rotation on system dynamics. Si et al. [25] applied
the linear MSTMM to establish a vibration model for a 3-prismatic-revolute-revolute planar
parallel manipulator and further explored its dynamic characteristics, providing insights
into its operational performance under various conditions. Chen et al. [26] proposed a
novel dynamic modeling approach based on MSTMM to analyze the impact response of a
rescue robot with two flexible manipulators. Their work demonstrated the effectiveness
of the method in capturing complex interactions in robotic systems. Li et al. [27] devel-
oped a method for dynamic parameter identification of an industrial robot using MSTMM.
Their model accurately described dynamic characteristics, identified frequency response
functions, and introduced a new dynamic parameter identification method, contributing to
improved precision in industrial applications. Miao et al. [28] examined the impact dynam-
ics and collision behavior of flexible buffering adsorption mechanisms on thin-walled plates
under low-speed conditions in microgravity environments. By applying the transfer matrix
method to a multirobot system, they proposed a coupled multibody dynamic model for
the system and a dedicated subsystem for thin-walled plates, providing valuable insights
into dynamic responses in specialized environments. Miao et al. [29] utilized RMSTMM to
establish a dynamic model of the tracked system, treating the track as a long-chain system,
which simplified the modeling process. Wu et al. [30] applied MSTMM to establish the
dynamics model of the wheeled launch system to study its vibration characteristics. The
dynamic response of the wheeled launch system under random excitation was obtained
without considering large motions.

Vehicle system parameters often need to be optimized to cope with various com-
plex working conditions. A multi-objective evolutionary method is a commonly used
optimization algorithm. Deb et al. [31] developed one of the most significant variants of
genetic algorithms, known as the Nondominated Sorting Genetic Algorithm II (NSGA-II).
This multi-objective metaheuristic optimization algorithm utilizes the concepts of domi-
nance and elitism to achieve a nondominated or Pareto-optimal front. Gadhvi et al. [32]
conducted a comparative study on the multi-objective optimization of a half-car model’s
passive suspension using three major evolutionary algorithms: NSGA-II, Strength Pareto
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Evolutionary Algorithm 2 (SPEA2), and Pareto Envelope-based Selection Algorithm II
(PESA-II). Their results demonstrated that all three algorithms exhibited roughly similar
performance. However, they observed that NSGA-II performed better in minimizing the
objective vector, while SPEA2 and PESA-II tended to produce more diverse Pareto-optimal
fronts. NSGA-II was also the algorithm chosen by Nagarkar et al. [33] for obtaining Pareto-
optimal fronts related to the multi-objective optimization of passive suspension systems in
a quarter-car model and a half-car model, respectively. Fossati et al. [34] proposed a multi-
objective optimization method for the passive suspension system of a full vehicle model
traveling on a random road profile. This method combines the NSGA-II algorithm and the
time-domain vertical dynamic analysis of an eight-degree-of-freedom vehicle model with a
seat to generate a Pareto-optimal front.

This study presents an innovative vehicle-modeling methodology utilizing the RM-
STMM, offering a more comprehensive depiction of dynamic interactions than conventional
approaches. The main contributions of this paper are as follows:

• A new vehicle-modeling framework is introduced based on RMSTMM that seam-
lessly incorporates wheel–ground contact and friction. By capturing the complex
dynamic interactions between the tires and road surface, the proposed model enables
more accurate evaluations of key performance metrics, such as vertical acceleration,
suspension deflection, and pitch angular acceleration, under realistic road conditions.

• A multi-objective optimization strategy using the NSGA-II algorithm is developed to
refine suspension parameters systematically. Results demonstrate significant reduc-
tions in vertical acceleration, suspension deflection, and pitch angular acceleration,
highlighting the effectiveness of the proposed method in improving both ride comfort
and handling stability. The Pareto frontier approach aids in selecting a balanced
solution that meets diverse performance requirements, providing a flexible tool for
suspension system design.

• A robust and scalable methodology for enhancing vehicle dynamics is illustrated. It
integrates RMSTMM with advanced multi-objective optimization, extending the use
of the transfer matrix method to practical engineering problems. Such an approach
can be readily adapted for further research on next-generation suspension systems
and other complex vehicle dynamics analyses.

The logical structure of the paper is shown in Figure 1. The paper is organized as fol-
lows: Section 2 introduces the vehicle-modeling framework using RMSTMM, including the
transfer equations of body elements and joint elements of the system. Section 3 details the
road modeling approach, focusing on the contact, friction, and unevenness characteristics
of a Class D road surface. The dynamic simulation results, presented in Section 4, analyze
the response of the vehicle under specified conditions. Section 5 employs the NSGA-II
algorithm for multi-objective optimization of suspension stiffness and damping parameters,
discussing the trade-offs and Pareto-optimal solutions for suspension performance. The
results provide valuable insights into improving vehicle comfort and stability through
parameter optimization. Section 6 discusses the advantages of combining RMSTMM and
multi-objective optimization in improving vehicle dynamics and performance, also points
out the limitations of current modeling and optimization frameworks, and identifies oppor-
tunities for future research to address these challenges. The conclusions are summarized in
Section 7.
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Figure 1. Logical framework of the study. The framework begins with the vehicle-modeling approach
based on RMSTMM, including transfer equations for body and joint elements. This is followed by
road modeling, encompassing contact, friction, and road surface characteristics. Dynamic simulation
and verification steps compare RMSTMM and ADAMS results, assessing the response of the vehicle
to various conditions. Finally, multi-objective optimization using NSGA-II is employed to optimize
suspension parameters, with robust analysis of the optimized results.

2. Dynamics Modeling of Vehicle System
A four-wheeled vehicle with front and rear independent suspension design is studied.

In addition to providing high ride quality, the suspension system should be designed to
approach ideal attributes to achieve responsive handling, provide high lateral acceleration,
and reduce body roll tendencies. The vehicle suspension system in real life is shown in
Figure 2. A combination of harder components and more robust spring and shock absorber
tuning provides better responsiveness, stability, control, and better driver feedback. On
rough surfaces, the car may experience pitch, bounce, and roll motions.

 Figure 2. A real-life suspension system illustrating key components, including the spring, damper,
unsprung mass, and wheel assembly.

2.1. Wheeled Vehicle Dynamics Model and Topology

The dynamics model of the multibody system is established for the entire vehicle, as
is shown in Figure 3. In this spatial multibody system model with large motion, the vehicle
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body is considered to be a rigid body. The sprung mass of the vehicle consists of the body
and its components, connected to the axles and wheels through dampers and suspension
springs. The wheels and axles constitute the unsprung mass. The wheels are supported on
an uneven road surface by tires with certain stiffness and damping.

 

Figure 3. Schematic representation of the entire vehicle model, highlighting key components and their
interactions. The model includes the vehicle body (1), suspension systems (2, 6, 10, 14), unsprung
masses (3, 7, 11, 15), connections of wheel and axle (4, 8, 12, 16), and wheels (5, 9, 13, 17).

The vehicle components are numbered in sequence. Based on the natural properties
of the major components of the vehicle system, RMSTMM is applied to classify them into
two main categories: body elements and joint elements, which are uniformly numbered.
For ease of expression, the number of dynamic elements is the same as the number of
components. The corresponding relationships of dynamics model elements and vehicle
components are shown in Table 1.

Table 1. The number of each vehicle component in the topology.

Component RMSTMM Number

Vehicle Body Rigid body 1
Spring & Damper Translational joint 2, 6, 10, 14
Unsprung Mass (excluding wheels) Rigid body 3, 7, 11, 15
Connection of wheel & axle Revolute joint 4, 8, 12, 16
Wheels Rigid body 5, 9, 13, 17

The dynamic model topology diagram is established based on the vehicle multibody
system dynamics model, as is shown in Figure 4. The graphic ⃝ and □ represents the body
element, and the number is the label of the body element; The arrow −→ indicates the joint
element, the number next to it indicates the number of the joint element, and the arrow
points to the transfer direction of the system state vector. The ground is marked as a rigid
body 0. The four wheels 5, 9, 13, 17 and four unsprung masses 3, 7, 11, 15 are single-tip,
single-root spatial motion rigid bodies, while the vehicle body 1 is a multi-tip, single-root
spatial motion rigid body. The interaction between the wheel and axle is equivalent to a
revolute joint 4, 8, 12, 16, and the interaction between the unsprung mass and vehicle body
is equivalent to a translational joint 2, 6, 10, 14. The generalized coordinates of the system
are composed of the generalized coordinates of all joint elements in the system.
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Figure 4. The dynamics model topology diagram of the entire car. Each component corresponds to
the body element and joint element number as shown in Table 1.

2.2. Transfer Equation of the Vehicle

RMSTMM represents multibody systems using body elements, joint elements, and in-
termediate connection markers. For multi-rigid body systems, the relative motion between
the root and tip markers of a joint element serves as generalized coordinates of the system.
Body and joint elements are interconnected via their root (R) and tip (T) markers. State
vector z of each connection marker consists of acceleration a and internal force f . Here,
a encompasses translational and rotational accelerations, while f includes internal forces
and moments. The state vector of a connection marker P is represented by the equation:

zP =
[

aT
P f T

P

]T
=

[(
AT

OP r̈OP

)T
ω̇T

OP qT
P mT

P

]T
, (1)

where O denotes the origin of the global inertial coordinate system Oxyz. The direction
cosine matrix AOP converts coordinates from the body-fixed coordinate system of marker
P to the global inertial system. The orientation of the connected system with respect to
the inertial system can be obtained by three simultaneous rotations in space and time of
the three perpendicular axes with respect to the inertial system. The angles of the three
rotations are θ1, θ2, and θ3, respectively, and the coordinate transformation matrix of the
connected system to the inertial system is [22]:

A =

cos θ2 cos θ3 sin θ1 sin θ2 cos θ3 − cos θ1 sin θ3 cos θ1 sin θ2 cos θ3 + sin θ1 sin θ3

cos θ2 sin θ3 sin θ1 sin θ2 sin θ3 + cos θ1 cos θ3 cos θ1 sin θ2 sin θ3 − sin θ1 cos θ3

− sin θ2 sin θ1 cos θ2 cos θ1 cos θ2

.

The vector r̈OP represents the absolute translational acceleration in the global inertial
system, while AT

OP r̈OP expresses the same quantity in the body-fixed coordinate system of
marker P. The angular acceleration ω̇OP of marker P is the decomposed expression in its
body-fixed coordinate system. Internal force qOP and moment mOP are also expressed in
the body-fixed coordinate system at P.

The reduced transformation assumes that half of the state vector can be expressed
as a function of the other half. These relationships are referred to as the reduced transfer
equations. Consequently, the state vector is divided into two complementary parts, denoted

as za,P and zb,P, such that zP =
[
zT

b zT
a

]T

P
. It is assumed that za,P and zb,P are linearly

related, expressed as:
za,P = SPzb,P + eP, (2)

Here, S and e are referred to as the recursive reduced transfer matrices. Importantly, e is
external excitation.

Using the kinematic and dynamic equations of body and joint elements, along with
the reduced transformation of state vectors at root and tip markers, recursive relationships
for the elements are formulated. This approach allows direct computation of S and e at
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each marker through recursive relations by passing the need to calculate the transfer matrix
for individual elements.

2.3. Reduced Transfer Equation of a Rigid Body

The reduced transfer equations for a rigid body in spatial motion are derived from
acceleration-level kinematic and dynamic analyses. Figure 5 depicts a rigid body in spatial
motion. The global inertial Cartesian coordinate system, Oxyz, is fixed to the ground, while
Rx′y′z′ represents the body-fixed coordinate system with origin R, the root marker of the
rigid body. Point T is an arbitrary tip marker on the rigid body, and C is the center of mass.

 

Figure 5. A rigid body in spatial motion. The rigid body is represented as a rectangular prism with
feature points, including the center of mass C, root marker R, and tip markers (T1, T2, · · · , Tk, · · · , Tn).
The coordinate systems Oxyz is global inertia system and Rx′y′z′ is body-fixed system. Vector rOT

represents the position vector from the origin O to tip marker Tk.

A rigid body in spatial motion features a single-root marker R and multiple tip
markers T1, T2, · · · , Tk, · · · , Tn. Let point Tk denote the k-th tip marker. The equation for
the acceleration vector is projected into the body-fixed coordinate system at this tip marker.
The acceleration relationship between the root marker and the k-th tip marker, expressed in
the body-fixed coordinate system, is given by the following equations [19,35,36]:

AT
OTk

r̈OTk = AT
RTk

AT
OR r̈OR + AT

RTk
l̃T

RTk
ω̇OR + AT

RTk
ω̃ORω̃ORlRTk (3)

and
ω̇OTk = AT

RTk
ω̇OR, (4)

where R and Tk represent the root marker and the k-th tip marker of the rigid body,
respectively. The vector lRTk defines the displacement from the root marker R to the k-th tip
marker Tk, expressed in the body-fixed coordinate system of R. The notation •̃ denotes the
skew-symmetric operator used to compute the cross-product for vector •. Skew-symmetric
matrices can be used to represent rotational generators in three-dimensional space and
are closely related to angular velocity or rigid body motion. In three-dimensional space,
skew-symmetric matrices are often used to describe the cross-product operation of a vector.
For vector v = [v1, v2, v3]

T, you can define a corresponding skew-symmetric matrix ṽ:

ṽ =

 0 −v3 v2

v3 0 −v1

−v2 v1 0

.

Equations (3) and (4) can be compactly rewritten as:

aTk = CTk RaR + ηTk
, (5)
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where

aTk =

[
AT

OTk
r̈OTk

ω̇OTk

]
, CTk R =

[
AT

RTk
AT

RTk
l̃T

RTk

O3×3 AT
RTk

]
,

aR =

[
AT

OR r̈OR

ω̇OR

]
, ηTk

=

[
AT

RTk
ω̃ORω̃ORlRTk

O3×1

]
.

Considering the notational conventions of RMSTMM, the dynamic equations projected
into the body-fixed coordinate system of the root marker can be expressed as [19]: mAT

OR r̈OR + ml̃T
RCω̇OR + mω̃ORω̃ORlRC = qR − ∑k ARTk qTk

+ qR,Ex,

ml̃RC AT
OR r̈OR + ω̃OR JRωOR + JRω̇OR = mR − ∑k

(
l̃RTk ARTk qTk

+ ARTk mTk

)
+ mR,Ex,

(6)

where lRC denotes the vector from the root marker R to the center of mass, expressed in the
body-fixed coordinate system of R. The inertia tensor of the rigid body, JR, is expressed
in the same body-fixed coordinate system. Symbols qR,Ex and mR,Ex denote the resultant
external force and moment acting on the root marker R, respectively. Equation (6) can be
rewritten in a compact form as:

MRaR = f R − ∑k CT
Tk R f Tk

+ βR, (7)

where

MR =

[
mI3 ml̃T

RC
ml̃RC JR

]
, f R =

[
qR
mR

]
, f Tk

=

[
qTk

mTk

]
, βR = f R,Ex −

[
mω̃ORω̃ORlRC

ω̃OR JRωOR

]
,

f R,Ex represents the combined external force acting on the rigid body with respect to its
root marker. The reduced transfer equation for the k-th tip marker is assumed to take the
following form:

f Tk
= STk aTk + eTk , (8)

By substituting Equations (5) and (8) into Equation (7), the reduced transfer equation
for the root marker can be obtained as follows:

f R = SRaR + eR, (9)

where {
SR = ∑k CT

Tk RSTk CTk R + MR,

eR = ∑k CTk R
T
(

STk ηTk
+ eTk

)
− βR.

(10)

Equation (10) shows the recursive relationship for the reduced transfer equation of the rigid
body element.

2.4. Reduced Transfer Equation of a Joint

The mass of the joint element is considered negligible. Figure 6 illustrates a joint
element in spatial motion, with coordinate system definitions consistent with Figure 5.
The root marker and tip marker of the joint element are denoted as R and T, respectively.
Depending on the joint type, the tip marker T may move relative to the root marker R.

The acceleration-level kinematic equations for the joint element can be expressed in
the coordinate system of the tip marker [19,35,36]:

AT
OT r̈OT = AT

RT AT
OR r̈OR + AT

RT l̃T
RTω̇OR + AT

RT l̈RT + AT
RT

(
2ω̃OR l̇RT + ω̃ORω̃ORlRT

)
(11)
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and
ω̇OT = AT

RTω̇OR + ω̇RT + AT
RTω̃OR ARTωRT . (12)

Combining the two equations[
AT

OT r̈OT

ω̇OT

]
=

[
AT

RT AT
RT l̃T

RT
O3×3 AT

RT

][
AT

OR r̈OR

ω̇OR

]
+

[
AT

RT l̈RT

ω̇RT

]
+

[
AT

RT

(
2ω̃OR l̇RT + ω̃ORω̃ORlRT

)
AT

RTω̃OR ARTωRT

]
. (13)

The second term on the right-hand side of the equation represents the relative accelera-
tion of the tip marker T with respect to the root marker R. Assume the relative acceleration
term is expressed as: [

AT
RT l̈RT

ω̇RT

]
= Φq̈ + ξ, (14)

where ξ varies depending on the type of joint element. For a revolute joint, Φ and ξ

are
[
0 0 0 0 0 1

]T
and 06×1, respectively. For a translational joint, Φ and ξ are[

0 0 1 0 0 0
]T

and 06×1, respectively.
Subsequently, Equation (13) can be compactly rewritten as

aT = CTRaR + Φq̈ + η, (15)

where

aT =

[
AT

OT r̈OT

ω̇OT

]
, CTR =

[
AT

RT AT
RT l̃T

RT
O3×3 AT

RT

]
,

aR =

[
AT

OR r̈OR

ω̇OR

]
, η = ξ +

[
AT

RT

(
2ω̃OR l̇RT + ω̃ORω̃ORlRT

)
AT

RTω̃OR ARTωRT

]
.

A force analysis of the joint element is performed to determine the internal force
relationship between the root and tip markers. The internal force at the tip marker is
decomposed into applied forces and constraint forces, expressed as [37]:

f T = Ψλ + ΨCλC, (16)

where f T represents the internal force and torque at the tip marker. Ψλ denotes the applied
force, while ΨCλC represents the constraint force.

 

Figure 6. A joint element in spatial motion. Joints have only one root marker R and one tip marker T,
no matter what type.

Assume that the reduced transfer equation for the tip marker of the joint element is
given by:

f T = STaT + eT . (17)
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The generalized acceleration can be derived by combining Equations (15)–(17), resulting in:

q̈ = QaaR + Q0, (18)

where {
Qa = −M−1ΦTSTCTR

Q0 = M−1[λ − ΦT(STη+ eT)]
, M = ΦTSTΦ. (19)

The internal force relationship for the intermediate connection marker is derived and
utilized to analyze the internal forces at the root and tip markers. It is expressed as:

f R = CT
TR f T , (20)

where f R represents the internal force and moment at the root marker. By substituting
Equation (18) into Equation (15), the acceleration relationship between the root marker and
the tip marker is obtained:

aT = AaaR + A0, (21)

where {
Aa = CTR + ΦQa
A0 = ΦQ0 + η

. (22)

The reduced transfer equation for the tip marker of the joint element is derived by
combining Equations (17), (20), and (21) and is expressed as:

f R = SRaR + eR, (23)

where {
SR = CT

TRST Aa

eR = CT
TR(ST A0 + eT)

. (24)

Equation (24) represents the recursive relationship for the reduced transfer equation of the
joint element.

2.5. Solution Procedures of the Vehicle System Dynamics

The overall procedure for solving the vehicle system dynamics using RMSTMM is
shown in Figure 7 and can be summarized as follows:

Step 1 Using the initial configuration of the multibody system, the initial conditions,
including generalized coordinates and velocities, are determined.

Step 2 By performing a kinematic analysis from the root marker to the tip markers, the
positions and velocities of the intermediate connection markers at the current time
step are calculated based on the generalized coordinates and velocities.

Step 3 The reduced transfer equations for the tip markers are established using their
boundary conditions. These equations are then recursed backward, from the tip
markers to the root marker, to compute the reduced transfer equations for the entire
system.

Step 4 Using the boundary conditions at the root marker, the state vector of the root marker
is determined. This information is then recursed forward, from the root marker to
the tip markers, to calculate the state vector and the generalized accelerations for
the entire system.

Step 5 Numerical methods such as the Runge–Kutta method are applied to update the
generalized coordinates and velocities for the next time step.

Step 6 The process returns to Step 2, and the updated generalized coordinates and veloci-
ties are adopted to repeat until the required analysis time is reached.
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Figure 7. Vehicle system dynamics solution process using RMSTMM.

3. Modeling of External Forces and Road Surface
3.1. Contact Model

The wheel is modeled as a rigid body, with the contact force between the wheel and
the ground described using Hertz’s classical contact theory [38].

The dashed line in the figure represents the reference road surface position. The radius
of the wheel is denoted by R. The contact depth is defined as δ. For a level road surface, as
illustrated in Figure 8a, no contact force occurs if δ ⩾ 0. Conversely, when δ < 0, a contact
force is generated. For an uneven road surface, as depicted in Figure 8b, the displacement
of the road surface at the contact point relative to the reference position is denoted as r,
where the positive r direction aligns with the y axis. A contact force does not occur if
δ − r ⩾ 0. If δ − r < 0, a contact force is generated, with the contact depth defined as r − δ.

 

Figure 8. Wheel and ground contact model. The center of mass of the wheel is denoted as C,
and the radius is denoted as R. (a) Represents a level road surface where the contact depth δ is
minimal. (b) Depicts an uneven road surface with the contact depth r varying to accommodate
surface irregularities.

The magnitude of the contact force primarily depends on the stiffness, damping,
and contact depth of the interacting objects. This force generally comprises two compo-
nents: an elastic force, resembling a nonlinear spring, and a damping force, dependent on
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the deformation velocity. The mathematical representation of the contact force model is
given by:

F =

−K(δ − r)α − Cmaxδ̇ · step(r − δ, d, 1, 0, 0) , y ⩽ r,

0 , δ > r,
(25)

where δ is considered to be generalized displacement, δ̇ is the generalized velocity, K
denotes the contact stiffness, a is the nonlinear exponent of the contact force, Cmax is the
maximum damping coefficient during contact, d is the maximum contact depth, and step
is a step function used to prevent discontinuities in the damping component when the
contact force changes abruptly. Specifically, the damping component is zero when the
contact depth is zero and reaches Cmax at the maximum contact depth. The step function is
expressed as:

step(τ, d, h0, 0, h1) =


h1 , τ ⩽ 0,

h0 = (h1 − h0)∆2(3 − 2∆) , 0 < τ < d,

h0 , τ ⩾ d,

(26)

where τ = r − δ represents the contact depth. ∆ = (d − τ)/d, h0 = 1, h1 = 0.

3.2. Friction Model

During vehicle motion, frictional force acts between the wheel and the ground. The
friction force model in this paper is based on the following assumptions: (1) The frictional
force is independent of the contact area. (2) Its direction opposes the relative velocity
between the two objects. (3) Its magnitude is proportional to the normal contact pressure.
The tangential frictional force, Fx, is analyzed under three scenarios:

1. No Contact: The normal contact force Fy is zero.

Fx = 0. (27)

2. Pure Rolling: The velocity at the contact point between the wheel and the ground is
zero. According to Coulomb’s law, the magnitude of the frictional force is described
by the equation:

|Fx| ⩽ µ0Fy, (28)

where µ0 is the coefficient of static friction. The corresponding moment balance leads
to the equation:

Fx = −Mc

R
. (29)

3. Rolling and Sliding: When the wheel undergoes both rolling and sliding, Coulomb’s
law governs the frictional force, expressed by the equation:

Fx = −µFy · sgn(Mc), (30)

where µ is the coefficient of kinetic sliding friction.

Consequently, the tangential frictional force is expressed as:

Fx =


0 , Fy=0,

−Mc/R , |Mc|/R ⩽ µ0Fy,

−µFysgn(Mc) , |Mc|/R > µ0Fy.

(31)
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3.3. Road Surface

Figure 9 demonstrates the application of the harmonic superposition method [39] to
generate an unevenness profile corresponding to Class C, D, and E road surface conditions.
The unevenness magnitude of Class D road mostly ranges from ±0.10 m, not more than
±0.15 m and a total road length of 2000 m is analyzed. The simulated road file results
accurately capture the stochastic features and high-frequency disturbances characteristic of
Class D road surfaces. Based on this input, the effects of suspension and tire models on the
dynamic behavior of vehicles are assessed using RMSTMM dynamics equations.

 
Figure 9. Road roughness profiles for Class C, D, and E road surfaces over a 2000 m stretch. The
varying amplitudes highlight the increasing severity of unevenness from Class C to Class E.

4. Numerical Results
4.1. Simulation Model and Conditions

To study the dynamic response characteristics of the vehicle under complex road con-
ditions, this study utilizes the dynamic equations of the vehicle model, in conjunction with
the simulation model parameters presented in Table 2, to perform numerical calculations.
The specific vehicle parameters include key geometric and mass characteristics, including
body dimensions, wheelbase, and mass distribution. The vehicle is rear-wheel drive.

Table 2. Dimensions and weights of the vehicle.

Parameter Value

Length 4143 mm
Width 1817 mm
Height 1300 mm
Wheelbase 2430 mm
Front track 1550 mm
Rear track 1567 mm
Distance of CG from front axle 1214.5 mm
Distance of CG from rear axle 1215.5 mm
Front-Wheel Radius 318.6 mm
Rear-Wheel Radius 314.35 mm
Curb weight 1580 Kg
Damper weight 8 Kg
Wheel weight 30 Kg
Suspension spring stiffness 30,000 N/m
Suspension damping coefficient 3000 N·s/m
Tire stiffness 290,000 N/m
Tire damping coefficient 3100 N·s/m



Machines 2025, 13, 116 15 of 28

4.2. Simulation Results

The dynamic performance of the vehicle was simulated and analyzed using the
RMSTMM and a complete vehicle model under Class D road surface unevenness at a speed
of 40 km/h. The accuracy of the RMSTMM approach is validated with ADAMS simulation,
as is shown in Figure 10. The time response results for the vertical acceleration of the
vehicle body center of mass, the dynamic deflection of the front suspension system, and
the angular acceleration of the vehicle body center of mass are presented in Figures 11–13,
respectively.
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Figure 10. Comparison of the vertical position response of the vehicle body center of mass as obtained
from RMSTMM and ADAMS simulations at a speed of 40 km/h under Class D road surface. The
close agreement between the two methods validates the accuracy of the RMSTMM approach.

RMS：1.2827

Figure 11. Vertical acceleration response of the vehicle body center of mass over time. The plot shows
the dynamic effects of road irregularities on the vehicle, with an RMS value of 1.2827 m/s2.

Figure 11 shows the vertical acceleration response of the vehicle body center of mass.
The simulation results reveal that the peak vertical acceleration under Class D road condi-
tions is within ±6 m/s2, demonstrating the significant effect of road input excitation on ride
comfort. High-frequency fluctuations in acceleration may cause driver discomfort, empha-
sizing the need to improve the vibration isolation performance of the suspension system.

Figure 12 depicts the dynamic deflection response of the front suspension system,
with maximum deflections ranging from 0.08 m to 0.18 m. These fluctuations reflect the
dynamic behavior of suspension systems under complex road inputs. Larger deflections
may lead to suspension under-travel or overload issues, underscoring the importance of
optimally matching spring stiffness and damping coefficients.
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Figure 13 illustrates the angular acceleration response of the vehicle body center
of mass. The peak angular acceleration, approximately ±5 rad/s2, indicates significant
pitching and swaying dynamics under Class D road conditions. Such dynamics may
negatively impact the ride stability and handling performance.

RMS：0.1306

Figure 12. Dynamic deflection response of the front suspension system over time. The plot highlights
the suspension travel due to road-induced loads, with an RMS value of 0.1306 m.

RMS：1.3005

Figure 13. Pitch angular acceleration response of the vehicle body center of mass over time. The plot
illustrates the rotational dynamics caused by road unevenness, with an RMS value of 1.3005 rad/s2.

Overall, the simulation results demonstrate the limitations of the current suspension
system in isolating high-frequency vibrations under Class D road conditions. Significant
fluctuations in vertical and angular accelerations at the body center of mass highlight the
necessity for optimizing suspension parameters to improve vehicle comfort and stability.

5. Suspension Parameters Optimization
Based on the results of the simulation analysis of the initial parameters, significant

potential remains for improving the current vehicle performance, particularly regarding
the vertical acceleration of the body center-of-mass and suspension deflection. In this
section, an optimization algorithm is employed to iteratively refine the design variables
and evaluate their impact on vehicle dynamics.

5.1. Objective Function

The vertical acceleration of the car body centroid is an important index of vehicle
riding comfort. Higher vertical acceleration can cause the occupants of the vehicle to
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experience severe vibration, which reduces comfort. Optimizing this index can directly
reduce the vertical vibration of the vehicle on uneven road surfaces and reduce the adverse
effects of vibration on the human body.

The dynamic deflection of suspension reflects the working range of the suspension
system and is an important parameter to measure the effectiveness of the suspension
system. Excessive dynamic deflection may lead to insufficient travel or overload of the
suspension system, affecting the handling and durability of the vehicle. Optimizing the
dynamic deflection of the suspension helps to better absorb the shock on the uneven road
surface while avoiding the failure of the suspension system due to excessive deformation.

The pitch angle acceleration of the car body center of mass represents the longitudinal
pitch motion of the vehicle, which directly affects the driving stability and safety of the
vehicle. Excessive pitch movement will affect the driver’s control of the vehicle and increase
the difficulty of operation. Optimizing this index can effectively reduce the pitch motion
caused by uneven road surfaces, improve the dynamic stability of the vehicle, help prevent
the drastic change in load between the front and rear wheels of the vehicle, and improve
the contact between the tire and the ground.

These three objectives comprehensively consider vehicle performance from three key
perspectives: ride comfort, suspension effectiveness, and vehicle dynamic stability. There
is a certain coupling relationship between these three objectives. It is necessary to weigh
and balance the optimization process to ensure the comprehensive improvement of each
performance index. Based on complex road conditions and different speeds, optimizing
these targets can better meet user needs and enhance vehicle competitiveness. For this
reason, the optimization objective function is defined as:

min F(x) =
[

F1(x) F2(x) F3(x)
]T

, (32)

where
F1(x) = RMS(ÿc), F2(x) = RMS(δd), F3(x) = RMS(ω̇c).

RMS(ÿc) represents the RMS value of the vertical acceleration at the center of mass of
the vehicle body, characterizing the smoothness performance of the vehicle. RMS(δd) is the
RMS value of suspension deflection used to evaluate the dynamic response characteristics
of the suspension system. RMS(ω̇c) denotes the RMS value of the center-of-mass angular
acceleration of the vehicle body, reflecting the dynamic stability.

The three objectives are interdependent, and adjusting one objective can negatively
impact the others. For example, reducing the RMS of suspension deflection could increase
the vertical acceleration of the vehicle body. Therefore, the optimization process usually
employs a multi-objective optimization strategy to achieve an optimal trade-off, resulting
in a set of solutions that balance all objectives.

5.2. Design Variables

To enhance smoothness and dynamic performance under complex road conditions,
the suspension stiffness k2, k6, k10 and k14 and damping parameters c2, c6, c10 and c14 are
selected as the design variables. k2, k6, c2, c6 are the stiffnesses and damping coefficients
of the front suspension. k10, k14, c10 and c14 are the stiffnesses and damping coefficients
of the rear suspension. It is generally assumed that the two front suspension parameters
are identical, and the two rear suspension parameters are identical. Therefore, this paper
recognizes k2 = k6 = K f , c2 = c6 = C f , k10 = k14 = Kr, c10 = c14 = Cr. The design
variables are defined as follows:

x =
[
K f C f Kr Cr

]T
, (33)
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where K f and Kr are the stiffnesses of the front and rear suspensions, respectively, and C f

and Cr are the damping coefficients of the front and rear suspensions, respectively. Their
initial values and constraint ranges are shown in Table 3:

Table 3. Initial values and constraint ranges of design variables.

Design Variables Initial Value Lower Bound Upper Bound

K f , Kr 30,000 N/m 20,000 N/m 50,000 N/m
C f , Cr 3000 N·m/s 2000 N·m/s 5000 N·m/s

5.3. Optimization Algorithm

To achieve multi-objective optimization of the suspension parameters, this paper
utilizes the NSGA-II for optimization. The NSGA-II algorithm is a widely used approach
in multi-objective optimization, known for its efficient nondominated sorting strategy and
elite retention mechanism. The key features of the algorithm consist of fast, nondominated
sorting, elite strategy, and distance-based selection. Fast, nondominated sorting ranks
populations based on dominance, effectively distinguishing between solutions. The elite
strategy combines and sorts parent and child populations to ensure superior solutions
are retained for the next generation. The algorithm also calculates crowding distance to
evaluate solution distribution, prioritizing uniformly distributed solutions to enhance
diversity. The specific process of NSGA-II (see Figure 14) is as follows, and relevant
parameters are summarized in Table 4:

Step 1 Population Merge: merge the current population Pt and the descendant population
Qt into Rt;

Step 2 Nondominated Sorting: perform a fast nondominated sort on Rt to generate multi-
ple nondominated solution fronts F0, F1, . . . ;

Step 3 Initialize new population: set the next-generation population Pt+1 to be the empty
set with sorting frontier index i = 1;

Step 4 Population filling: add individuals in the nondominated solution frontier Fi to Pt+1

sequentially until the population size reaches the upper limit N;
Step 5 Crowding distance sorting: when a frontier Fi exceeds the upper limit of the popu-

lation, sort them according to the crowding distance and prioritize the individuals
with wider distribution;

Step 6 Generate child population: generate new population Qt+1 by crossover, mutation,
and other operations;

Step 7 Iterative update: update the number of generations t = t + 1 and repeat the above
steps until the termination condition is satisfied.

Table 4. NSGA-II algorithm parameters.

Parameters Value

Population size 100
Number of generations 100
Crossover rate 0.9
Mutation rate 0.033



Machines 2025, 13, 116 19 of 28

 

Initialize population Pt, Size N, t=0

Dynamics Computation for each Individual in Pt

t = t+1

Selection: Tournament Selection

Crossover and Mutation, Generate offspring Qt

Combine Parent and Offspring, Rt = Pt ∪ Qt

Non-dominated Sorting, F = F1, F2, ..., Fi

Calculate Crowding Distance for each front Fi

Create new population Pt+1 using best fronts

Dynamics Computation for each Individual in  Qt

Figure 14. Overall flowchart of the entire optimization process, integrated NSGA-II with RMSTMM.

5.4. Results Analysis

The multi-objective optimization of the suspension stiffness and damping parameters
using the NSGA-II algorithm was conducted, and the resulting Pareto frontier distribution
is depicted in Figure 14. The optimization objectives include the RMS values of the body
center-of-mass vertical acceleration, suspension dynamic deflection, and body center-of-
mass angular acceleration.

The optimization results reveal a degree of conflict between suspension dynamic
deflection and body angular acceleration when attempting to reduce body vertical accelera-
tion. This trade-off relationship is a common phenomenon in multi-objective optimization
of suspension systems, highlighting that simultaneous optimization of all objectives is
unattainable through simple adjustments.

The trade-off relationship between the objectives is detailed as follows:

• RMS(ÿc) vs. RMS(δd) (Figure 15b)
The results demonstrate a clear trade-off, where reducing the RMS of suspension
dynamic deflection RMS(δd) leads to an increase in vehicle body sag acceleration
RMS(ÿc). This indicates that improved suspension deflection control may compromise
ride comfort.

• RMS(ÿc) vs. RMS(ω̇c) (Figure 15c)
The results reveal that as suspension deflection RMS(ÿc) decreases, the vehicle an-
gular acceleration RMS(ω̇c) generally increases. However, this relationship exhibits
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significant scatter, indicating the potential for some configurations to improve both
objectives simultaneously.

• RMS(δd) vs. RMS(ω̇c) (Figure 15d)
The optimization results highlight a coupling between suspension dynamic deflec-
tion RMS(δd) and angular acceleration RMS(ω̇c). Some parameter adjustments can
effectively reduce both, but aggressive optimization of one may lead to significant
trade-offs in the other.

 Figure 15. Pareto solution set after 100 iterations of the optimization process, visualizing the trade-offs
between different performance metrics. (a) 3D Pareto front illustrating the relationships among RMS
vertical acceleration, RMS dynamic deflection, and RMS pitch angular acceleration. (b) Trade-off
curve between RMS vertical acceleration and RMS dynamic deflection, showing an inverse relation-
ship. (c) Trade-off curve between RMS vertical acceleration and RMS pitch angular acceleration,
highlighting the competing objectives of ride comfort and stability. (d) Relationship between RMS
dynamic deflection and RMS pitch angular acceleration, illustrating the impact of suspension perfor-
mance on vehicle stability.

The Pareto front of optimization solutions offers a range of trade-off options for
suspension design. For prioritizing ride comfort, solutions with lower RMS(ÿc) are ideal,
while enhancing dynamic stability requires selecting solutions with reduced RMS(ω̇c). To
achieve a balance between suspension travel utilization and vehicle stability, a compromise
can be made between RMS(δd) and RMS(ω̇c). These choices enable tailored performance
optimization based on specific design priorities.

Based on the set of Pareto solutions, a Pareto frontier can be constructed in the ob-
jective space, as shown in Figure 15. The Pareto frontier provides a set of nondominated
solutions to a multi-objective optimization problem, demonstrating the trade-offs between
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the optimization objectives. However, in order to select a representative optimization
solution from the set of solutions, a characteristic point close to the optimal value of all
objectives needs to be further determined. To identify a representative solution from this
set, a characteristic point approximating the optimal balance among objectives needs to be
selected for practical implementation.

Considering that ride comfort, suspension system effectiveness, and vehicle dynamic
stability are all important vehicle performance indicators, it is assumed that these three
indicators are equal in weight. Therefore, the objective normalized minimum distance
method is used to select the optimized value of parameters, which is formulated as:

min d =

√√√√ n

∑
i=1

(
Pi − Pi,min

Pi,max − Pi,min

)2
, (34)

where d is the minimum distance from the Pareto frontier to the Utopia point, Pi is the
i-th objective value, and Pi,min and Pi,max are the minimum and maximum values of this
objective, respectively. By calculation, the solution corresponding to the minimum distance
is the optimized point of the optimization problem. The parameter pairs of optimization
initial value and optimized value are shown in Table 5:

Table 5. Comparison of optimized value with initial value.

K f
(N/m)

C f
(N·m/s)

Kr
(N/m)

Cr
(N·m/s)

RMS(ÿc)
(m/s2)

RMS(δd)
(m)

RMS(ω̇c)
(rad/s2)

Initial 30,000 3000 30,000 3000 1.2827 0.1306 1.3005
Optimized 39,757.5 1631.01 20,581.7 1370.78 0.9733 0.0967 1.2364

Ratio − − − − −24.12% −25.98% −4.931%

These adjustments highlight a strategic shift towards enhancing the dynamic response
capability of the suspension system, with the front suspension playing a more critical role in
balancing overall vehicle performance. The optimization results demonstrate a significant
improvement in the dynamic response of vehicles under Class D road and 40 km/h
conditions, as demonstrated by the reduced fluctuation ranges in the key performance
metrics.

The vertical acceleration of the vehicle body center of mass, initially ranging from
−5.62 to 4.63 m/s2, was reduced to

-
3.53 to 3.32 m/s2 after optimization, reflecting en-

hanced ride comfort through the mitigation of extreme vertical oscillations. Additionally,
the optimized vertical acceleration RMS(ÿc) was reduced by 24.12%, significantly improv-
ing ride smoothness (Figure 16).

The suspension dynamic deflection, which originally fluctuated between 0.08 and
0.18 m, decreased to a range of 0.04 to 0.16 m. This indicates a more controlled and stable
suspension response, minimizing the risks of under-travel or overload. The suspension
dynamic deflection RMS(δd) was reduced by 25.98%, effectively controlling suspension
travel fluctuations (Figure 17).

The angular acceleration of the vehicle’s center of mass, initially spanning −4.20 to
4.48 rad/s2, was constrained to a narrower range of −4.05 to 3.95 rad/s2. This reduction
signifies improved vehicle stability with minimized pitching and swaying motions. The
angular acceleration RMS(ω̇c) was reduced by 4.93%, reflecting enhanced dynamic stability
(Figure 18).
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RMS: 1.2827   RMS: 0.9733

Figure 16. Comparison of vertical acceleration response of the vehicle body center of mass between
the initial configuration and the optimized configuration. The RMS value is reduced from 1.2827 m/s²
(Initial) to 0.9733 m/s² (Optimized), highlighting a significant improvement in ride comfort.

RMS：0.1306  RMS：0.0967

Figure 17. Comparison of dynamic deflection response of the front suspension system between
the initial configuration and the optimized configuration. The RMS value decreases from 0.1306 m
(Initial) to 0.0967 m (Optimized), demonstrating enhanced suspension performance with reduced
suspension travel.

RMS: 1.3005   RMS: 1.2364

Figure 18. Comparison of angular acceleration response of the vehicle body center of mass between
the initial configuration and the optimized configuration. The RMS value reduces from 1.3005 rad/s²
(Initial) to 1.2364 rad/s² (Optimized), indicating improved vehicle stability by mitigating pitch motion.

The optimized results indicate that through the adjustment of suspension parameters,
the overall vehicle dynamics performance can be significantly improved. The robustness of
the optimization results is verified, and the dynamic simulation of Class C, D, and E road
conditions is completed at 30 km/h, 40 km/h, and 50 km/h. The frequency response of
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the vertical acceleration of the vehicle’s centroid before and after optimization is shown in
Figure 19. The optimization significantly reduces the vibration amplitude, especially in the
low-frequency range (0–5 Hz) and mid-frequency range (5–10 Hz). In the high-frequency
range (10–15 Hz), the difference between the initial and optimization results is small, but
there is still some improvement.
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Figure 19. Comparison of the frequency response of vertical acceleration for the vehicle body center
of mass across different road types and speeds. The optimized configuration (red) shows reduced
magnitude across low- and mid-frequency ranges (0–10 Hz), indicating improved ride comfort and
effective suspension dynamics under varying conditions.

The PSD analysis of the vertical acceleration of the vehicle centroid is carried out, and
the PSD curves before and after optimization are compared, as is shown in Figure 20. The
results show that in all cases, the optimized PSD curves are lower than the initial curves,
especially in the range of 4–8 Hz, which is considered to be the most critical frequency
range for passenger comfort.

The RMS analysis of vertical acceleration of vehicle centroid is carried out in Figure 21.
The optimized value is lower than the initial value at all road types and speeds. Class
E road exhibits the highest RMS vertical acceleration, reflecting the challenging nature
of its rough pavement. The RMS value increases with speed, but so does the absolute
improvement in optimization, especially on rough surfaces and at high speeds, where the
maximum improvement is 27.32%.
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Figure 20. Comparison of power spectral density (PSD) of vertical acceleration for the vehicle body
center of mass across different road types and speeds. The optimized configuration (red) achieves
consistent reductions in PSD magnitude, particularly in the low- and mid-frequency ranges (0–10 Hz),
emphasizing the optimization’s effectiveness in reducing vibration and enhancing vehicle comfort.

 

Figure 21. RMS vertical acceleration across different road types (C, D, E) and speeds (30, 40, and
50 km/h). (a) Comparison of initial and optimized values. (b) Absolute improvements. (c) Percentage
improvements.

The RMS analysis of front suspension dynamic deflection is carried out in Figure 22.
The optimized RMS values were lower than the initial values at all road types and speeds,
highlighting the improved suspension travel control. The RMS dynamic deflection im-
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provement of all road types is enhanced with increasing speed. The percentage improve-
ment ranged from 19% to 26%, which verifies the robustness of the optimization scheme
under complex dynamic conditions, improving the suspension’s travel control under
different conditions.

 
Figure 22. RMS dynamic deflection of the front suspension system across different road types (C, D,
E) and speeds (30, 40, and 50 km/h). (a) Comparison of initial and optimized values, (b) Absolute
improvements. (c) Percentage improvements.

The RMS analysis of pitch angular acceleration of vehicle centroid is carried out in
Figure 23. The RMS value of the optimized is lower than the initial value at most road
types and speeds, indicating that the pitch motion of the vehicle decreases significantly.
The optimization effect is more obvious on flat roads and at low speeds.

 

Figure 23. RMS pitch angular acceleration of the vehicle body center of mass across different road
types (C, D, E) and speeds (30, 40, and 50 km/h). (a) Comparison of initial and optimized values.
(b) Absolute improvements in pitch angular acceleration. (c) Percentage improvements.

6. Discussion
The application of RMSTMM to vehicle system dynamics modeling provides a novel

and efficient tool for modeling and analysis and builds a complete modeling, analysis,
and performance optimization framework. By combining contact and friction models, the
application range of RMSTMM is further extended so that it can more accurately reflect the
dynamic behavior of the vehicle under actual working conditions.

In this study, a multi-objective optimization technique is used to obtain a non-inferior
solution that performs well under a variety of working conditions, which verifies the
effectiveness and robustness of the proposed framework. Frequency and PSD analysis show
that the optimization significantly improves vehicle dynamics at different road conditions
and speeds, especially in the low and medium frequency ranges, directly improving ride
comfort and suspension stability. The percentage of improvement increases with speed,
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and the effect is most pronounced on Class E roads, highlighting the adaptability and
robustness of the optimization to harsh surfaces. The results demonstrate the effectiveness
and scalability of the optimization method in improving ride comfort, reducing vibration,
and enhancing suspension performance. The optimization is particularly effective at
higher speeds, ensuring better suspension performance in demanding conditions. The
optimization significantly reduces the RMS value of pitch acceleration and improves the
stability and pitch motion control ability of high-speed driving on flat roads, but the
effect on rough road surfaces is limited. It shows that the pitch angle acceleration has a
stronger correlation with the road roughness, and the parameter adjustment of the passive
suspension has a limited effect. This framework provides an innovative approach to vehicle
dynamics research while being highly scalable, enabling more refined dynamics model
construction and more advanced optimization methods.

However, the vehicle dynamics model in this study is still relatively simplified, and
only the passive suspension is analyzed. The geometry of the suspension is not considered.
There is a certain gap between the tire model and the real working condition, and the
lack of experimental verification, which are the directions that need to be improved in
the follow-up research. In addition, with the rapid development of vehicle intelligence
and network technology, vehicle dynamics and performance optimization technology is
constantly evolving. The proposed framework has the potential to analyze semi-active
suspension and active suspension and provides a solid foundation and research direction
for further improving vehicle performance in the future.

7. Conclusions
Using RMSTMM, a novel approach for comprehensive vehicle modeling is introduced.

The model accounts for wheel–ground contact and friction and calculates the vehicle’s
vertical acceleration of the center of mass, dynamic deflection of the front suspension, and
angular acceleration of the center of mass while driving at 40 km/h on a Class D road.

Preliminary analysis indicated the need to optimize suspension parameters. Multi-
objective Pareto solutions were derived using the NSGA-II algorithm. A representative
solution was selected from the Pareto frontier, balancing the competing demands of smooth-
ness, stability, and suspension performance. The vertical acceleration of the center of mass,
dynamic deflection of the front suspension, and angular acceleration of the center of mass
were reduced by 24.12%, 25.98%, and 4.93%, respectively. The robustness of the optimiza-
tion results is verified, and the dynamic simulation of Class C, D, and E road conditions
is completed at 30 km/h, 40 km/h, and 50 km/h. The frequency, PSD, and RMS analysis
were performed at different road conditions and speeds. The optimization results show a
significant improvement in dynamic characteristics.

This research highlights the potential of advanced multi-objective optimization tech-
niques in enhancing vehicle dynamics and offers a robust methodology for practical appli-
cations. It also extends the use of the transfer matrix method.

Author Contributions: Conceptualization, S.H. and J.G.; methodology, S.H.; software, S.H.; vali-
dation, S.H., J.G. and X.Z.; formal analysis, S.H.; investigation, S.H.; resources, X.R.; data curation,
S.H.; writing—original draft preparation, S.H.; writing—review and editing, X.Z., J.G. and X.R.;
visualization, S.H.; supervision, J.G. and X.R.; project administration, S.H.; funding acquisition, J.G.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (Grant No.
11902158).

Data Availability Statement: The data generated during the current study are available from the
corresponding author upon reasonable request.



Machines 2025, 13, 116 27 of 28

Conflicts of Interest: The authors declare no conflicts of interest.

Abbreviations
The following abbreviations are used in this manuscript:

CAE Computer Aided Engineering
MSTMM Multibody System Transfer Matrix Method
NV-MSTMM New Version of MSTMM
RMSTMM Reduced Multibody System Transfer Matrix Method
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