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Abstract

:

Cardiovascular diseases represent the leading cause of death worldwide. Thus, cardiovascular rehabilitation programs are crucial to mitigate the deaths caused by this condition each year, mainly in patients with coronary artery disease. COVID-19 was not only a challenge in this area but also an opportunity to open remote or hybrid versions of these programs, potentially reducing the number of patients who leave rehabilitation programs due to geographical/time barriers. This paper presents a method for building a cardiovascular rehabilitation prediction model using retrospective and prospective data with different features using stacked machine learning, transfer feature learning, and the joint distribution adaptation tool to address this problem. We illustrate the method over a Chilean rehabilitation center, where the prediction performance results obtained for 10-fold cross-validation achieved error levels with an NMSE of   0.03 ± 0.013   and an   R 2   of   63 ± 19 %  , where the best-achieved performance was an error level with a normalized mean squared error of 0.008 and an   R 2   up to   92 %  . The results are encouraging for remote cardiovascular rehabilitation programs because these models could support the prioritization of remote patients needing more help to succeed in the current rehabilitation phase.
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1. Introduction


Cardiovascular diseases represent the leading cause of death worldwide [1]. For 2019, 28,019 deaths due to circulatory system diseases were reported in Chile, representing 25.6% of the total deaths, with myocardial infarction and cerebrovascular disease being the most common events [2]. Hence, it is crucial to have an approach to cardiovascular patients to facilitate their rehabilitation.



Cardiovascular rehabilitation (CVR) represents the set of activities necessary to ensure that people with cardiovascular disease are in an optimal condition that allows them to occupy as usual a place as possible in society [3]. This involves restoring the biopsychosocial well-being of the subject, reintegrating them into their context without limitations, thus improving their clinical status, quality of life, and prognosis for survival. CVR phase I, or the hospital phase, is carried out after an acute cardiovascular event or surgery. Phase II has a maximum duration of 90 days and aims to recover or improve the patient’s physical and psychological capacity to the fullest. Finally, phase III seeks to maintain the objectives achieved in phase II, reintegrate the patient into daily life activities, and maintain healthy lifestyle behaviors (secondary prevention) [4].



As the phases were defined, a multidisciplinary team is required to achieve the optimal rehabilitation of cardiovascular patients, most of whom are located at the health center where the program is implemented. However, to contain the emergence of the coronavirus disease 2019 (COVID-19) pandemic, many centers have had to close spaces or limit non-emergency activities that are not linked to respiratory infection, thus affecting CVR since the number of sessions has been limited to minimize contact due to confinements and the probability of infection [5]. Therefore, remote monitoring is one way to provide continuity to rehabilitation programs without increasing the risk of patients and professionals acquiring COVID-19 infection.



These tools are gaining increasing support because they can overcome the logistical barriers of transportation and improve patient adherence and participation [6,7]. Although there are no longitudinal studies to determine the efficacy of this type of program, it has been observed that single or hybrid tools (sessions in centers together with remote monitoring) can also achieve optimal patient rehabilitation and not only in cardiovascular illnesses [8,9,10,11].



The progress made by artificial intelligence (AI) in recent years has facilitated the implementation of monitoring tools in cardiology [12]. This is because machine learning (ML) methods allow modeling highly complex combinations of variables [13,14]. A particular example is that CVR evaluation requires the study of clinical, psychological, and anthropometric metrics and those associated with risk factors and heart-healthy habits, among others. On the other hand, AI tools have allowed the integration of data from different sources, where sensors are used to capture variables such as blood pressure or heart rate; cell phones or web applications are also commonly used [12]. However, at this point, there is an issue to overcome: the type of sensors used in the patients at different rehabilitation centers are not the exact [15,16] makes the models not transferable between centers. Moreover, the data are usually limited and only sometimes available for all patients, even when they belong to the same center.



These challenges have been recently addressed in other areas. Authors from the British Ministry of Defense [17] proposed hierarchical learning to obtain good results to improve multiclassification algorithms through the subdivision of these algorithms into more general models when transfer learning is conducted on a dataset with limited data. To predict sub-feeder water uptake, the authors proposed a joint distribution adaptation (JDA)-based XGBoost transfer feature learning method [18]. Other authors have also proposed a transfer learning method with a transfer induction point (TIP) algorithm for data selection in large datasets to maintain transfer performance [19].



Therefore, this work presents a method for building a hybrid machine learning model that predicts if a patient ending phase II of a CVR will progress successfully to phase III. Due to the lack of prospective data compared with retrospective data, we built a model using only retrospective data with stacked machine learning first to obtain the cardiovascular risk predictor and then the rehabilitation probability. Transfer feature learning was applied to adapt the retrospective model to the new hybrid model, which included new features not available before COVID-19.



The main contribution of this research is oriented to two aspects: clinical and technological. First, this method represents a cardiovascular rehabilitation approach that could be used in the decision-making of the clinical staff involved. From the technical point of view, the process and its resulting models are the first in AI support for a clinical decision that seeks to address the problem of limited data by integrating two datasets without a coincidence in the number of features. This allows the aggregation of new variables through time that may arise from capturing data from new sensors.




2. Related Works


Several artificial intelligence models have been proposed for cardiovascular health monitoring or predicting cardiovascular diseases. Louridi et al. [20] presented an identification of cardiovascular diseases using ML. Working with the UCI heart disease dataset, the authors predicted the presence of cardiovascular disease. Similarly, Singh and Singh [21] built an ML model for classifying the presence of a cardiac arrhythmia. Segura et al. [22] proposed a methodology combining optimal feature selection methods with ML techniques for predicting cardiovascular disease.



Kántoch [23] used feature extraction and supervised ML algorithms to recognize sedentary behavior related to cardiovascular risk automatically. On the other hand, Fang et al. [24] used a trained neural network that takes extracted pulse wave features from a triboelectric textile sensor as inputs and generates two outputs representing the systolic and diastolic blood pressure. Additionally, addressing the issue of blood pressure monitoring, López et al. [25] applied ML models using data from a wearable device for acquiring blood pressure, heart rate, and number of steps, and also used a smartphone application and a web platform.



Recently, an ensemble of machine learning algorithms on lifestyle factors for cardiovascular risk prediction was presented by Huang et al. [26]. Other authors have used AI in CVR but for monitoring aspects such as adherence or motivation. Such is the case of Wallert et al. [27], who applied supervised ML models to investigate both established and novel predictors for internet-delivered cognitive behavior therapy (iCBT) adherence in patients with myocardial infarction and symptoms of anxiety, depression, or both (MI-ANXDEP). They used data from the multicenter Uppsala University Psychosocial Care Programme (U-CARE) [28] and applied a supervised machine learning procedure within a   3 × 10  –fold cross-validated recursive feature elimination (RFE) resampling, which selected the final predictor subset that best differentiated adherers versus non-adherers.



Jahandideh et al. [29], on the other hand, developed a model able to predict individual intention to engage in outpatient CVR programs based on the first stage of the model of therapeutic engagement integrated into a socio-environmental context. The authors explored the effect of random forest-selected profile features on individual intention to engage in outpatient CVR. Tripoliti et al. [30] presented a platform for enabling heart failure patients to self-manage the disease and remain adherent while allowing specialists to monitor the patient’s health progress.



With the aim of monitoring patients in CVR programs, several systems combined with AI have been proposed. Desai et al. [31] presented a system for monitoring the health status of heart patients using machine learning and cloud computing called HealthCloud. This system predicts the presence of heart disease using data collected from blood tests, fluoroscopy, and electrocardiogram (ECG). Similarly, Alshurafa et al. [32] introduced Wanda-CVD, a smartphone-based remote health monitoring system designed to assist participants in reducing identified cardiovascular disease risk factors through wireless coaching using feedback and prompts as social support.



While assessing patients’ health status during rehabilitation, De Cannière et al. [33] evaluated whether a multi-parameter sensor (using a wearable ECG and accelerometer device) could be used during a standardized activity test to interpret functional capacity in the longitudinal follow-up of CR patients. The performance of ML models combining different features and using different kernel types was used to predict functional capacity, with promising results.



According to what was reviewed (summarized in Table 1), most of the existing research in the literature had a focus associated with the patient’s health status: blood pressure monitoring or the prediction of cardiovascular disease. In contrast, some others focus on adherence or motivation, and few predict rehabilitation.




3. Materials and Methods


3.1. Patients and Cardiovascular Rehabilitation Center


In this paper, data from patients of both prospective and retrospective studies from a cardiovascular rehabilitation center located in Viña del Mar, Chile, were used to develop the proposed model. Both datasets correspond to cardiovascular patients over 18 years of age, referred to comprehensive cardiovascular rehabilitation (Rehabilitation Center of the Dr. Jorge Kaplan Meyer Foundation), who have been diagnosed with (or undergone surgery for) acute myocardial infarction, heart failure, valvular failure, or coronary artery disease. Patients with any contraindication to physical exercise, including Parkinson’s disease, severe dementia, or psychiatric comorbidities that preclude initiation of the program were excluded. Phase II of the rehabilitation process of each patient covers approximately 90 days from the patient’s initial admission to discharge.



As retrospective data, information from 207 patients was used. In contrast, information from 20 patients was used as prospective data, whose measurements during rehabilitation generated more variables than those stored in the retrospective data. All the patients who participated in the prospective study signed an informed consent before participating. The Institutional Bioethical Committee approved this study.




3.2. Variables


3.2.1. Retrospective Data


The retrospective dataset initially contained 278 variables, most of which had missing records. Therefore, a data cleaning process was carried out where 64 variables containing a sufficient number of study features were selected. Following the methodology proposed by [22], statistical techniques were then applied to reduce the number of variables further. In particular, principal components analysis, correlation analysis, and a logit model were used, in addition to the recommendations of clinical professionals regarding the evaluation of cardiovascular rehabilitation. This allowed us to select 22 variables, including clinical records from nutrition, kinesiology, and the psychological test SF-36 (summarized in Table 2).




3.2.2. Prospective Data


Twenty new patients were monitored in their cardiovascular rehabilitation. In addition to the 22 variables already mentioned in the retrospective data, 22 additional variables (shown in Table 3) were registered through sensors, nursing evaluation, and blood tests (44 in total).



Blood tests were performed at a certified clinical laboratory, while nursing variables were obtained at the rehabilitation center. On the other hand, blood pressure variables were captured through a portable device (Holter) of pressure and pulse wave recording for arterial stiffness measurement (BR102 plus, Schiller). Similarly, echocardiographic data were collected using mobile 12-lead electrocardiography equipment (FD12 plus, Schiller). Finally, accelerometry data were obtained by installing a portable device (Actigraph wGT3X-BT) on the patient’s waist. The minimum time of use of the three instruments was 24 h.



Therefore, the selection of new variables corresponded to those that showed statistically significant differences between both measurements (evaluated through a Student’s t-test). In addition, these differences were evaluated through a logit model to see if they could predict the probability of rehabilitation. The final selection of the 22 variables (must be 22 or less not to exceed the original dataset) was obtained based on these criteria.




3.2.3. Labeling of Patients


It was necessary to label each patient in the dataset and thus perform the training to predict the level of cardiovascular rehabilitation through an ML model. This process was performed by a set of clinical specialists who also added labels for the level of adherence and cardiovascular risk.



To this end, individual meetings were held with the health professionals of the rehabilitation center (kinesiologist, nurse, nutritionist, and psychologist) to obtain the details of the rehabilitation process on an individualized basis by professionals, with a focus on understanding the process from an interdisciplinary point of view. The main objective of these meetings was to learn about patient support tools and understand how each patient’s monitoring and control was carried out.



Subsequently, the professionals labeled an initial set of data. Each professional performed the task separately, delivering percentages of rehabilitation, treatment adherence, and cardiovascular risk from all existing patient information at the rehabilitation center that was made available to the professionals in an individualized PDF file per patient.



The percentages were distributed as follows:




	
Level of cardiovascular rehabilitation and adherence:



	–

	
0–25: Low level;




	–

	
25–50: Medium-low level;




	–

	
51–75: Medium-high level;




	–

	
76–100: High level.







	
Cardiovascular risk level (CVR):



	–

	
0–25: Low CVR;




	–

	
25–50: Medium-low CVR;




	–

	
51–75: Medium-high CVR;




	–

	
76–100: High CVR.














3.3. Stacked Machine Learning with Transfer Feature Learning


The machine learning proposal implies two phases. The first corresponds to the training of retrospective data with a model for predicting the probability of cardiovascular rehabilitation, using 24 variables (22 originals in addition to adhesion and cardiovascular risk labels). The second phase incorporates the prospective data (with 22 new variables) into the model trained with retrospective bases. For this, a reduction of dimensionality is applied to transform the information space of the new variables into a smaller space (retrospective data).



3.3.1. Stacked Machine Learning Using Retrospective Data


This first phase of the proposal corresponds to predicting the probability of rehabilitation using retrospective data. It involves three stages (shown in Figure 1), starting with the data table corresponding to the difference between discharge and admission (Variable difference) and normalized before use.



Although a group of clinical specialists had previously analyzed the database and labeled the patients in terms of adherence and cardiovascular risk, there were cases in which this could not be done. Therefore, given the information available for those labeled, the first step was to predict adherence for cases in which this variable was absent. Similarly, in the second step, with the adherence variable absent, we estimated the cardiovascular risk for those patients who did not have this value.



For the construction of this risk model, previously, a sub-model was built to obtain a binary type risk prediction (see Figure 2). This classification sub-model aims to use its prediction as input for the final four-class cardiovascular risk model. This logic follows the hierarchical learning structure, where general classes are predicted first, and then the process continues with the predictions of subcategories or sub-classes of the same.



Once the labels for adherence and cardiovascular risk were completed, the third step consisted of predicting the probability of rehabilitation, the final output. The XGboost machine learning model was used to predict the probability of rehabilitation, adherence, and cardiovascular risk. The XGBoost (extreme gradient boosting) algorithm is a supervised learning technique that consists of a sequential assembly of decision trees (known as CART, the acronym for classification and regression trees). The trees are added sequentially to learn from the result of the previous trees and correct the error produced by them until such an error can no longer be updated (known as gradient descent) [34].



Other supervised machine learning models were applied to make comparisons, including gradient boosting, support-vector machine, random forest, and k-nearest neighbors.




3.3.2. Transfer Feature Learning for Incorporating Prospective Data


The second phase merges retrospective data (22 variables) with data obtained from the new patients (22 additional variables). However, since there is a difference in the dimension of both spaces, an adaptation is required to incorporate the new variables and perform the training. For this purpose, given that there is already a pre-existing model trained with retrospective data, transfer feature learning techniques are proposed to take advantage of the existing model as a starting point in training a new model, which will also have unique characteristics.



For this transfer feature learning task, we chose the joint distribution adaptation (JDA) technique [35], a feature-based transfer type. This technique adapts the marginal or conditional distributions (in this project, we used the marginal distribution) to reduce dimensionality. It also integrates the maximum mean discrepancy (MMD) [36] with principal component analysis (PCA) to reconstruct a feature representation that matches the source and target domains.



The objective of JDA is to find an orthogonal matrix   A ∈  R  m x k     such that the difference in both the marginal and conditional distributions is minimized. The objective function is defined as:


   min   A T  X H  X T  A    ∑  c = 0  C  t r  (  A T  X  M c   X t  A )  + λ   ∥ A ∥   2  2   



(1)







According to the theory of constrained optimization, we can derive the Lagrangian function for the problem as:


  L = t r  (  A t   ( X  ∑  c = 0  C   M c   X t  + λ I )  A )  + t r  (  ( I −  A T  X H  X T  A )  Φ )   



(2)







Obtaining     ∂ L   ∂ A   = 0  , then a generalized eigen-decomposition is obtained.


   X  ∑  c = 0  C   M c   X t  + λ I  A = X H  X T  A Φ  



(3)







The latest prediction model follows the same procedure and training as the historical model. The only thing that changed is the model’s inputs, which correspond to the data transformed with JDA (Figure 3). This procedure delivers newly transformed data containing source and target domain features. Therefore, a model can be trained by taking advantage of the features of the existing model plus the new features of the most recent data.



In summary, we developed a stacked machine learning model (Figure 4), which includes transfer feature learning to adapt new to historical data for predicting cardiovascular risk levels. This label, with previous variables and the percent of adherence, allows for predicting the level of cardiovascular rehabilitation.





3.4. Model Explainability


Using the cardiovascular risk estimation model, an assessment was made of its explainability. It was possible to observe which variables contributed most to the risk and, therefore, to the probability of rehabilitation. The cardiovascular risk model was used because, for its construction, the original variables were considered but obtained from both the retrospective and prospective sets. In addition, a new variable has been added, named “binary risk”, which corresponds to the prediction of a cardiovascular risk submodel (see the hierarchical learning structure). The explainability was made using Shapley additive explanations (SHAP). SHAP is a game-theoretic approach to explaining the outcome of any machine learning model. It connects optimal credit allocation with local explanations using the classical Shapley values of game theory and their related extensions [37].



The classical Shapley value (Shapley values) is the average marginal contribution of an input parameter (feature) across all possible coalitions. SHAP is based on these Shapley values, where the objective is to interpret a model’s prediction by the contribution of each input parameter. For a model where the prediction function is   f ( x )  , and F is the set of all the input parameters (features) of the model, the Shapley values can be obtained as follows:


   ϕ i  =  ∑  S ⊆ F ∖ { i }     | S | ! ( | F | − | S | − 1 ) !   | F | !     f  S ∪ { i }     x  S ∪ { i }    −  f S    x S     



(4)







In the above equation,   | F |   is the number of input parameters of the model, S is a subset of features that do not include the i-th feature,   | S |   is the cardinality of this subset, and   f s ( )   represents the prediction function of the model [37].




3.5. Performance Metrics


The study’s main objective was to predict the probability of rehabilitation in cardiovascular patients. For this reason, metrics associated with the regression task were used to evaluate the results by applying training through the 10-fold cross-validation method:




	
Normalized mean square error (NMSE):


  N M S E =     ∑  i = 1  n     Y i  −   Y i  ^   2     ∑  i = 1  n      Y i  ^   2     ,  



(5)




where   Y i   is the vector of observed rehabilitation probability values and    Y i  ^   is the vector of predicted rehabilitation probability values.



	
Mean absolute error (MAE):


  M A E =  1 n   ∑  i = 1  n   ∥  Y i  −   Y i  ^  ∥   



(6)







	
Mean absolute percentage error (MAPE):


  M A P E =  1 n   ∑  i = 1  n       Y i  −   Y i  ^    Y i      



(7)







	
Coefficient of determination (  R 2  ):


   R 2  =       ∑  i = 1  n   (  Y i   −   Y i  ¯   )   (   Y i  ^  −   Y ˜  i  )       ∑  i = 1  n   (  Y i   −   Y i  ¯    )  2       ∑  i = 1  n    (   Y i  ^  −   Y ˜  i  )  2        2  ,  



(8)




where    Y ˜  i   corresponds to the average of the predicted rehabilitation probability values.



	
Spearman correlation coefficient (r):


  r =    cov ( R  (  Y i  )  R  (   Y i  ^  )  )    σ  R (  Y i  )    σ  R (   Y i  ^  )       



(9)




where   R ( · )   corresponds to the ranks of the values,  cov  is the covariance and  σ  is the standard deviation. The results range in   [ − 1 , 1 ]  .










4. Results and Discussion


The results for predicting cardiovascular rehabilitation are presented in Table 4. It is observed that using the machine learning model combined with the JDA strategy, a good prediction fit is obtained on average, reaching average values of 63% of   R 2   and with low prediction errors as indicated by the NMSE, MAE, and MAPE.



Table 4 compares the proposed model with other methodologies. The XGBoost model performed better in all metrics, with the highest adjustment values and the lowest error rates. The models with the best performance were random forest and gradient boosting, while the models with the lowest performances were SVM and KNN.



It should be noted that the performance metric is shown as the average of the performance indicators. However, the best-achieved performance was an NMSE of 0.008 and an   R 2   of up to   92 %  , as shown in Figure 5.



Making a direct comparison with the performance reported in the literature is complex, given that no predictive models were found for the probability of cardiovascular rehabilitation. However, the work of De Cannière et al [33] presented a machine learning model to predict functional capacity based on 6-min walking tests (6MWT) and used it as monitoring in cardiovascular rehabilitation, obtaining an MAE of 42.8 ± 36.8. Their result, in terms of error, was higher than that obtained in our work. However, different input variables, models (De Cannière et al. applied SVM), and output variables are being used.



Nevertheless, contrasting with those methods focused on patient monitoring, the main difference is the predictive model used. In the works of Desai et al. [31], Alshurafa et al. [32], or De Cannière et al. [33], models such as SVM, random forest, decision trees, or neural networks are used, while XGBoost is applied in our proposal. Moreover, none of the evaluated papers have faced the problem of limited data because, in this sense, our work is one of the first to show how to adapt two datasets with different dimensions. It is important to note that incorporating new variables from different sensors can improve prediction performance compared to using only retrospective data.



According to the explainability of the model’s results, SHAP showed the most influential variables in cardiovascular risk prediction. Among the ranking of SHAP variables (see Figure 6), many variables (and their importance) used by professionals can be observed when evaluating patients regarding the risk of cardiovascular risk. For example, for the classes ”low” (blue) and ”medium-low” (purple), the variable ”MET” has zero and low importance, respectively, according to SHAP. However, for the classes ”medium -high” and ”high” (represented in red and green, respectively), their importance is relatively high for predicting cardiovascular risk.



Additionally, with SHAP, it is possible to obtain the impact distribution of the variables. As seen in Figure 7, the Y axis shows the input variables of the model, and the X axis shows the SHAP values concerning the prediction of cardiovascular risk; a vertical bar is also shown on the right side as it goes from blue to red. This bar represents the magnitude of the variables (lower blue, higher red). With this graph, we can interpret how the variables impact the model in a specific way. For example, we can observe how the ”adherence”, when it obtains higher values (red), obtains lower SHAP values.



In contrast, when the ”adherence” is lower (blue), the SHAP values increase. This means that the model interprets that the greater the patient’s adherence to treatment, the lower their cardiovascular risk. On the other hand, nutritional variables, which present a more precise distribution of impact, are directly proportional to the SHAP values. The lower their values, the lower the SHAP values; these variables are as follows: ”Fat Mass”, ”Body Mass”, ”Weight”, ”ICC” and ”Visceral Fat”.



The main limitation of this research was the limited prospective data, whose number, although contemplated in the study design, was not initially intended to be so low. Health restrictions during the COVID-19 pandemic made it challenging to follow up with a more significant number of patients in the rehabilitation center. However, the good results obtained give reason to increase the number of individuals in this post-pandemic stage, which would increase the model’s performance.




5. Conclusions


This work proposed a new stacked machine learning model for predicting the cardiovascular rehabilitation of patients with coronary artery disease by applying transfer feature learning using a set of retrospective and prospective data. Our approach reaches a low normalized mean square error of   0.030 ± 0.013   and an adjustment of   92 %  , obtaining a better fit in comparison to different ML models used on similar data, suggesting that combining datasets with similar variables using techniques such as JDA can allow the further use of retrospective data in combination with newer features to make a good rehabilitation prediction model. Additionally, using SHAP, we evaluated the explainability of the model, showing that variables such as high adherence tend to reduce risk cardiovascular level and, hence, increase the probability of rehabilitation.







Author Contributions


The contributions of each author to the research carried out are listed below: conceptualization, R.T., O.N., M.T., D.M., C.S. and R.S.; methodology and investigation, all the authors; data curation, A.B., O.P., M.T. and M.S.; software, D.M., C.Z., R.T. and R.S.; writing—original draft preparation, M.Q., R.T., C.Z. and R.S.; writing—review and editing, all the authors; funding acquisition, R.T, O.N., C.S., M.T. and R.S. All authors have read and agreed to the published version of the manuscript.




Funding


The authors acknowledge the support given by Chilean ANID Grant FONDEF IDEA I+D 2019 ID19I10356 entitled “Intelligent Systems for the Tele-rehab of Cardiovascular patients”, CIDIS-UV 14, ANID FONDECYT grant number 1221938, ANID FONDECYT iniciación grant number 11221155, and ANID—Millennium Science Initiative Program ICN2021-004.




Institutional Review Board Statement


The study was conducted in accordance with the Declaration of Helsinki, and following the guidelines established by the Institutional Bioethical Committee of the University Andres Bello (Act. 021/2019).




Informed Consent Statement


All subjects gave their informed consent for inclusion before participating in the study.




Data Availability Statement


We do not have authorization from the ethical committee to publicly release the data.




Acknowledgments


The authors also acknowledge the anonymous healthy volunteers from the Cardiovascular Foundation Jorge Kaplan, who participated in the clinical essays that were approved by the Institutional Bioethical Committee from the Universidad Andres Bello.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Amiel, S.A.; Aschner, P.; Childs, B.; Cryer, P.E.; de Galan, B.E.; Frier, B.M.; Gonder-Frederick, L.; Heller, S.R.; Jones, T.; Khunti, K.; et al. Hypoglycaemia, cardiovascular disease, and mortality in diabetes: Epidemiology, pathogenesis, and management. Lancet Diabetes Endocrinol. 2019, 7, 385–396. [Google Scholar] [CrossRef] [PubMed]

	



Ministerio de Salud (MINSAL). Departamento de Estadísticas e Información de Salud (DEIS). Indicadores Básicos de Salud en Chile; DEIS: Santiago de Chile, Chile, 2019. [Google Scholar]

	



López-Jiménez, F.; Pérez-Terzic, C.; Zeballos, P.C.; Anchique, C.V.; Burdiat, G.; González, K.; González, G.; Fernández, R.; Santibáñez, C.; Herdy, A.; et al. Consenso de rehabilitación cardiovascular y prevención secundaria de las Sociedades Interamericana y Sudamericana de Cardiología. Rev. Urug. Cardiol. 2013, 28, 189–224. [Google Scholar]

	



Tessler, J.; Bordoni, B. Cardiac Rehabilitation; StatPearls Publishing LLC: Treasure Island, FL, USA, 2019. [Google Scholar]

	



Pina, A.; Castelletti, S. COVID-19 and Cardiovascular Disease: A Global Perspective. Curr. Cardiol. Rep. 2021, 23, 135. [Google Scholar] [CrossRef] [PubMed]

	



Besnier, F.; Gayda, M.; Nigam, A.; Juneau, M.; Bherer, L. Cardiac rehabilitation during quarantine in COVID-19 pandemic: Challenges for center-based programs. Arch. Phys. Med. Rehabil. 2020, 101, 1835–1838. [Google Scholar] [CrossRef]

	



Nicholls, S.J.; Nelson, M.; Astley, C.; Briffa, T.; Brown, A.; Clark, R.; Colquhoun, D.; Gallagher, R.; Hare, D.L.; Inglis, S.; et al. Optimising secondary prevention and cardiac rehabilitation for atherosclerotic cardiovascular disease during the COVID-19 pandemic: A position statement from the Cardiac Society of Australia and New Zealand (CSANZ). Hear. Lung Circ. 2020, 29, e99–e104. [Google Scholar] [CrossRef]

	



Jin, K.; Khonsari, S.; Gallagher, R.; Gallagher, P.; Clark, A.M.; Freedman, B.; Briffa, T.; Bauman, A.; Redfern, J.; Neubeck, L. Telehealth interventions for the secondary prevention of coronary heart disease: A systematic review and meta-analysis. Eur. J. Cardiovasc. Nurs. 2019, 18, 260–271. [Google Scholar] [CrossRef]

	



Valero, P.; Salas, R.; Pardo, F.; Cornejo, M.; Fuentes, G.; Vega, S.; Grismaldo, A.; Hillebrands, J.L.; van der Beek, E.M.; van Goor, H.; et al. Glycaemia dynamics in gestational diabetes mellitus. Biochim. Biophys. Acta (BBA)-Gen. Subj. 2022, 1866, 130134. [Google Scholar] [CrossRef]

	



Bertini, A.; Gárate, B.; Pardo, F.; Pelicand, J.; Sobrevia, L.; Torres, R.; Chabert, S.; Salas, R. Impact of Remote Monitoring Technologies for Assisting Patients with Gestational Diabetes Mellitus: A Systematic Review. Front. Bioeng. Biotechnol. 2022, 10, 35310000. [Google Scholar] [CrossRef]

	



Jimenez, F.; Torres, R. Building an IoT-aware healthcare monitoring system. In Proceedings of the 2015 34th International Conference of the Chilean Computer Science Society (SCCC), Santiago, Chile, 9–13 November 2015; IEEE: New York, NY, USA, 2015; pp. 1–4. [Google Scholar]

	



Silva-Cardoso, J.; Juanatey, J.R.G.; Comin-Colet, J.; Sousa, J.M.; Cavalheiro, A.; Moreira, E. The future of telemedicine in the management of heart failure patients. Card. Fail. Rev. 2021, 7, e11. [Google Scholar] [CrossRef]

	



Ganguli, I.; Gordon, W.J.; Lupo, C.; Sands-Lincoln, M.; George, J.; Jackson, G.; Rhee, K.; Bates, D.W. Machine learning and the pursuit of high-value health care. NEJM Catal. Innov. Care Deliv. 2020, 1, 94. [Google Scholar] [CrossRef]

	



Barrett, M.; Boyne, J.; Brandts, J.; Rocca, B.L.; De Maesschalck, L.; De Wit, K.; Dixon, L.; Eurlings, C.; Fitzsimons, D.; Golubnitschaja, O.; et al. Artificial intelligence supported patient self-care in chronic heart failure: A paradigm shift from reactive to predictive, preventive and personalised care. Epma J. 2019, 10, 445–464. [Google Scholar] [CrossRef]

	



Zhang, Y.; Ling, C. A strategy to apply machine learning to small datasets in materials science. Npj Comput. Mater. 2018, 4, 25. [Google Scholar] [CrossRef]

	



Vabalas, A.; Gowen, E.; Poliakoff, E.; Casson, A.J. Machine learning algorithm validation with a limited sample size. PLoS ONE 2019, 14, e0224365. [Google Scholar] [CrossRef]

	



Science, D.; Laboratory, T. Machine Learning with Limited Data. Def. Sci. Technol. Lab. 2020. [Google Scholar]

	



Liu, W.; Liu, W.D.; Gu, J. Predictive model for water absorption in sublayers using a Joint Distribution Adaption based XGBoost transfer learning method. J. Pet. Sci. Eng. 2020, 188, 106937. [Google Scholar] [CrossRef]

	



Yang, K.; Lu, J.; Wan, W.; Zhang, G.; Hou, L. Transfer learning based on sparse Gaussian process for regression. Inf. Sci. 2022, 605, 286–300. [Google Scholar] [CrossRef]

	



Louridi, N.; Amar, M.; El Ouahidi, B. Identification of cardiovascular diseases using machine learning. In Proceedings of the 2019 7th Mediterranean Congress of Telecommunications (CMT), Fez, Morocco, 24–25 October 2019; IEEE: New York, NY, USA, 2019; pp. 1–6. [Google Scholar]

	



Singh, N.; Singh, P. Cardiac arrhythmia classification using machine learning techniques. In Engineering Vibration, Communication and Information Processing; Springer: Berlin/Heidelberg, Germany, 2019; pp. 469–480. [Google Scholar]

	



Rodriguez-Segura, M.; Nicolis, O.; Peralta-Marquez, B.; Carrillo-Azocar, J. Predicting cardiovascular disease by combining optimal feature selection methods with machine learning. In Proceedings of the 2020 39th International Conference of the Chilean Computer Science Society (SCCC), Coquimbo, Chile, 16–20 November 2020; IEEE: New York, NY, USA, 2020; pp. 1–8. [Google Scholar] [CrossRef]

	



Kańtoch, E. Recognition of sedentary behavior by machine learning analysis of wearable sensors during activities of daily living for telemedical assessment of cardiovascular risk. Sensors 2018, 18, 3219. [Google Scholar] [CrossRef]

	



Fang, Y.; Zou, Y.; Xu, J.; Chen, G.; Zhou, Y.; Deng, W.; Zhao, X.; Roustaei, M.; Hsiai, T.K.; Chen, J. Ambulatory Cardiovascular Monitoring via a Machine-Learning-Assisted Textile Triboelectric Sensor. Adv. Mater. 2021, 33, 2104178. [Google Scholar] [CrossRef]

	



López Bernal, S.; Martínez Valverde, J.; Huertas Celdrán, A.; Martínez Pérez, G. SENIOR: An Intelligent Web-Based Ecosystem to Predict High Blood Pressure Adverse Events Using Biomarkers and Environmental Data. Appl. Sci. 2021, 11, 2506. [Google Scholar] [CrossRef]

	



Huang, W.; Ying, T.W.; Chin, W.L.C.; Baskaran, L.; Marcus, O.E.H.; Yeo, K.K.; Kiong, N.S. Application of ensemble machine learning algorithms on lifestyle factors and wearables for cardiovascular risk prediction. Sci. Rep. 2022, 12, 1033. [Google Scholar] [CrossRef]

	



Wallert, J.; Gustafson, E.; Held, C.; Madison, G.; Norlund, F.; von Essen, L.; Olsson, E.M.G. Predicting adherence to internet-delivered psychotherapy for symptoms of depression and anxiety after myocardial infarction: Machine learning insights from the U-CARE heart randomized controlled trial. J. Med. Internet Res. 2018, 20, e10754. [Google Scholar] [CrossRef] [PubMed]

	



Norlund, F.; Olsson, E.M.; Burell, G.; Wallin, E.; Held, C. Treatment of depression and anxiety with internet-based cognitive behavior therapy in patients with a recent myocardial infarction (U-CARE Heart): Study protocol for a randomized controlled trial. Trials 2015, 16, 154. [Google Scholar] [CrossRef] [PubMed]

	



Jahandideh, S.; Jahandideh, M.; Barzegari, E. Individuals’ Intention to Engage in Outpatient Cardiac Rehabilitation Programs: Prediction Based on an Enhanced Model. J. Clin. Psychol. Med. Settings 2021, 28, 798–807. [Google Scholar] [CrossRef] [PubMed]

	



Tripoliti, E.E.; Karanasiou, G.S.; Kalatzis, F.G.; Bechlioulis, A.; Goletsis, Y.; Naka, K.; Fotiadis, D.I. HEARTEN KMS—A knowledge management system targeting the management of patients with heart failure. J. Biomed. Inform. 2019, 94, 103203. [Google Scholar] [CrossRef]

	



Desai, F.; Chowdhury, D.; Kaur, R.; Peeters, M.; Arya, R.C.; Wander, G.S.; Gill, S.S.; Buyya, R. HealthCloud: A system for monitoring health status of heart patients using machine learning and cloud computing. Internet Things 2022, 17, 100485. [Google Scholar] [CrossRef]

	



Alshurafa, N.; Sideris, C.; Pourhomayoun, M.; Kalantarian, H.; Sarrafzadeh, M.; Eastwood, J.A. Remote health monitoring outcome success prediction using baseline and first month intervention data. IEEE J. Biomed. Health Inform. 2016, 21, 507–514. [Google Scholar] [CrossRef]

	



De Cannière, H.; Corradi, F.; Smeets, C.J.; Schoutteten, M.; Varon, C.; Van Hoof, C.; Van Huffel, S.; Groenendaal, W.; Vandervoort, P. Wearable monitoring and interpretable machine learning can objectively track progression in patients during cardiac rehabilitation. Sensors 2020, 20, 3601. [Google Scholar] [CrossRef]

	



Chen, T.; Guestrin, C. XGBoost. In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, San Francisco, CA, USA, 13–17 August 2016; Association for Computing Machinery: Las Vegas, NV, USA, 2016; pp. 785–794. [Google Scholar]

	



Long, M.; Wang, J.; Ding, G.; Sun, J.; Yu, P.S. Transfer feature learning with joint distribution adaptation. In Proceedings of the IEEE International Conference on Computer Vision, Sydney, Australia, 1–8 December 2013; pp. 2200–2207. [Google Scholar]

	



Huang, Y.; Lei, H.; Li, X.; Yang, G. Quantum maximum mean discrepancy GAN. Neurocomputing 2021, 454, 88–100. [Google Scholar] [CrossRef]

	



Lundberg, S.M.; Su-In, L. A Unified Approach to Interpreting Model Predictions. Adv. Neural Inf. Process. Syst. 2017, 30, 4765–4774. [Google Scholar]








[image: Diagnostics 13 00508 g001 550] 





Figure 1. Proposal model for predicting the probability of rehabilitation using the retrospective cardiovascular data. It involves three stages: predicting adherence and cardiovascular risk for those patients who did not have these values, and finally predicting rehabilitation with the same machine learning approach. 
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Figure 2. Scheme of the hierarchical learning model for cardiovascular risk. 
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Figure 3. Transfer feature learning scheme for incorporating new variables into the cardiovascular rehabilitation model. Given that there is a difference in the number of variables in the retrospective database and those obtained for the new patients, a transfer feature learning algorithm based on dimensional reduction, the joint distribution adaptation (JDA), is proposed to combine the feature spaces of both sets of variables. 
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Figure 4. Stacked machine learning with transfer feature learning. 
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Figure 5. Probability of cardiovascular rehabilitation (predicted versus observed values) using the proposed methodology of incorporating new variables into the retrospective data, observing that new data (in red) contributes to a good adjustment of prediction. The graph shows the best performance result obtained. 
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Figure 6. Global impact of the variables on the cardiovascular risk model. It can be observed that adherence, oxygen uptake and MET have a major impact on the prediction, allowing to reduce the cardiovascular risk. 
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Figure 7. Impact distribution of the variables in the cardiovascular risk model. 
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Table 1. Summary of some of the state-of-the-art models used in AI support for cardiovascular health.
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	Author
	Model Description





	Louridi et al. [20]
	Naive Bayes.



	Singh and Singh [21]
	Random forest.



	Huang et al. [26]
	Naive Bayes, random forest and support-vector classifier.



	Kántoch [23]
	Binary decision trees, discriminant analysis model, naive Bayes, k-nearest neighbors classification, support-vector machines and artificial neural networks.



	Fang et al. [24]
	Neural Networks.



	López et al. [25]
	Random forest, decision tree, support-vector regression, Bayesian ridge, linear regression, and polynomial regression.



	Wallert et al. [27]
	Random forest.



	Jahandideh et al. [29]
	Ordinal logistic regression and random forest.



	Desai et al. [31]
	Support-vector machine, k-nearest neighbors, neural networks, logistic regression, and gradient boosting trees.



	Alshurafa et al. [32]
	Logistic regression, C4.5 decision trees, k-nearest neighbors and naive Bayes.



	De Cannière et al. [33]
	Support vector machine.



	Tripoliti et al. [30]
	Random forests, logistic model trees, J48, rotation forest, support-vector machines, radial basis function network, Bayesian network, nive Bayes.
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Table 2. Variables from the retrospective data used to develop the proposed model.
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	Kinesiology
	Nutrition
	Psychology





	Oxygen uptake (L/min)
	Weight (kg)
	Function (score 0–100)



	Oxygen uptake (mL/Kg/min)
	Height (meters)
	Physical role (score 0–100)



	Maximum heart rate (beat/min)
	Body mass index (kg/m2)
	Bodily pain (score 0–100)



	O2 pulse (mL/beat)
	Waist-hip index
	General health (score 0–100)



	Ventilation/CO2 production ratio
	Lean mass (%)
	Vitality (score 0–100)



	Metabolic Equivalent Task (MET)
	Body mass (%)
	Social function (score 0–100)



	
	Fat mass (%)
	Emotional role (score 0–100)



	
	Visceral fat mass (%)
	Mental health (score 0–100)
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Table 3. Additional variables from new patients for developing the proposed model.
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	Source
	Variable





	Pressure Holter
	Overall mean systolic, overall mean diastolic, overall mean heart rate, overall mean blood pressure, overall mean pulse pressure.



	Accelerometry
	Kilocalories, step count, MET, total moderate to vigorous physical activities (MVPA), Borg strength, resting heart rate.



	Blood test
	Glycemia, total cholesterol.



	Nursing evaluation
	Description of the prescribed diet, description of the prescribed medication, identification of the disease process, and description of the prescribed activity.



	Echocardiogram
	Tricuspid annular plane systolic excursion (TAPSE), fractional shortening (FS), ejection fraction (EF), stretch and shortening measure (A).
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Table 4. The 10-fold cross-validation performance results of the proposed stacked machine learning model for predicting cardiovascular rehabilitation.
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	Base Models
	NMSE
	     R  2    
	r
	MAE
	MAPE





	Random forest
	0.0354 ± 0.011
	0.562 ± 0.109
	0.749 ± 0.115
	0.092 ± 0.016
	0.252 ± 0.094



	XgBoost
	0.030 ± 0.013
	0.630 ± 0.189
	0.760 ± 0.162
	0.086 ± 0.021
	0.212 ± 0.120



	Gradient boosting
	0.037 ± 0.011
	0.525 ± 0.119
	0.714 ± 0.107
	0.094 ± 0.017
	0.257 ± 0.094



	KNN
	0.063 ± 0.018
	0.209 ± 0.088
	0.462 ± 0.079
	0.125 ± 0.020
	0.357 ± 0.126



	SVM
	0.059 ± 0.015
	0.232 ± 0.137
	0.456 ± 0.091
	0.126 ± 0.019
	0.312 ± 0.104
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