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Abstract: Measuring and labeling human face landmarks are time-consuming jobs that are conducted
by experts. Currently, the applications of the Convolutional Neural Network (CNN) for image
segmentation and classification have made great progress. The nose is arguably one of the most
attractive parts of the human face. Rhinoplasty surgery is increasingly performed in females and also
in males since surgery can help to enhance patient satisfaction with the resulting perceived beautiful
ratio following the neoclassical proportions. In this study, the CNN model is introduced to extract
facial landmarks based on medical theories: it learns the landmarks and recognizes them based on
feature extraction during training. The comparison between experiments has proved that the CNN
model can detect landmarks depending on desired requirements. Anthropometric measurements are
carried out by automatic measurement divided into three images with frontal, lateral, and mental
views. Measurements are performed including 12 linear distances and 10 angles. The results of
the study were evaluated as satisfactory with a normalized mean error (NME) of 1.05, an average
error for linear measurements of 0.508 mm, and 0.498◦ for angle measurements. Through its results,
this study proposed a low-cost automatic anthropometric measurement system with high accuracy
and stability.

Keywords: nasal landmarks; nasal geography; facial morphology; anthropometric measurement

1. Introduction

According to many reports, the development of global cosmetic surgery is at a high
positive level in Europe and Asia [1,2]. Facial cosmetic surgery is performed more and
more not only in females but also in males [3]. Many studies have reported that most
people are dissatisfied with the features of their bodies [4,5]. Depending on age, profession,
gender, and residence area there are different aesthetic and beauty ideals [6,7]. Indeed,
idealized facial beauty is ever-changing and achieved by structural harmony of the face.
The nose, occupying the central position of the face, is the most important and impressive
feature [8]. Achieving good results in rhinoplasty surgery requires many factors, including
an understanding of the morphological characteristics of the nose and its correlation with
organs in the face [9,10]. The measurement and evaluation of its anthropometric parameters
and anatomical structure is important in order to have a more comprehensive view of
the nasal morphology. In nasal anthropometry, there are not many studies on the root of
the nose. Rather, the focus has been on the tip of the nose [8,11]. In plastic surgery, if the
doctor changes the structural indicators of the nose without understanding the relationship
between the parameters, it will result in undesirable results and post-surgery complications.

With the main goal of ensuring the beauty and safety of plastic surgery, research
analyzing and modeling human faces using deep learning is developing rapidly and
robustly. The surgical process should focus on safety and patient satisfaction, so the
analysis of anthropometric indicators is studied to establish the relationship between facial
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parts [12]. Moreover, there are quite a few studies focusing on predicting age, gender,
emotions, and human recognition [13–15]. In addition, there are many studies using deep
learning in assessing the morphology of the face in some diseases [16]. There are many
anthropometric methods used to determine the parameters and position of landmarks. The
most popular method is the direct measurement method, which is used by many researchers
in papers [17]. The basic measuring device used in anthropometric measurements is usually
sliding calipers, and for measuring angles a goniometer is used. In these measurement
methods, since the dimensions can be read directly it seems as though the measurer can feel
more clear and more confident. However, this method takes a lot of time and the measurer
needs a lot of experience to determine the landmarks on soft tissue accurately. In addition, it
is difficult to use the direct measurement method to accurately measure sensitive soft tissue
locations, such as the eyes, as the measurement is easily disrupted by blinking. During the
measurement, the elasticity, thickness, and density of the soft tissue organization also cause
errors. Another disadvantage of the direct measurement method is that the result depends
on the adjustment process and the measuring force may change the result. Many studies
have proposed anthropometric approaches that use 3D images by 3D scanners [18]. The
price of 3D image collected systems is very high, so there are few medical facilities that can
be used especially in developing countries. Therefore, a low-cost method for collecting
anthropometric data is needed, and using 2D images from digital cameras is an approach
that deserves attention. In the report by Seo, Y. S et al. [19], they compared reliability
between 3D imaging and 2D photography, and the conclusion showed no difference
between the measurements. Another method for anthropometric measurement of the
human face is indirect measurement through normalized photographs. Photogrammetry
is a technique that has supported anthropometric studies dating back to the 19th century.
There are many studies on dimensions from images [20,21]. Researchers proposed general
rules about head posture, camera placement, lighting conditions, and landmark recognition
on the face as well as the described methods. The use of normalized photographs makes this
method scientific and accurate. Photographs have become important and reliable research
materials in anthropometric research and lecturing. With this measuring methodology,
there are advantages: the easy determination of points and dimensions; simple operation
and easy evaluation; and easy storing and exchanging of data information. In addition, the
focus of the camera, lighting, and the psychology of the photographed person can affect
the quality of the photograph, which in turn can lead to measurement and analysis errors.
Most of the studies for recognizing landmarks on the face have focused on applications in
life and entertainment. The recognition of landmarks with the support of deep learning
models can be determined automatically, but the accuracy is not high because it is mainly
applied in face reconstruction in VR models or to the recognition of key points on the face
to detect emotions. In X-ray medical images, studies of cephalometry landmarks are based
on random forest models in machine learning [22,23]. In these studies, the cluster and
determination of landmarks were about 70–75% accurate. In addition, the use of artificial
neural networks for binary classification yielded an accuracy of about 75.3% [24]. Some
studies have used deep learning to determine the x and y coordinates of the waypoints
presented in reference [25]. To increase the accuracy, the scientists also used the improved
faster R-CNN model called CaphaNet [26,27]. Rao et al. [28] introduced an approach in
orthodontics using the YOLO model to detect the face and then the active shape model
(ASM) algorithm was also used to extract the landmarks. The results of their study show
well-recognized landmarks with errors from 0–6 mm. However, most landmarks have
errors that lead to errors in anthropometric measurements. The YOLO model was used
only to detect the face, which reduces the speed of the main model. In another study, 18
landmarks were automatically retrieved using the anthropometric face model [29]. They
identified the rotation angle of the face and calibrated it to the frontal angle in order to
distinguish other portions of the face using the distance between the eyes as the primary
parameter and then facial landmarks were extracted using an anthropometric face model.
However, the study only corrects the face in the horizontal direction and is ineffective for
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significant vertical rotations. In addition, the model’s correctness is dependent on how well
the two added eyes’ centers are identified.

This study proposes a method to determine landmarks and nose properties based
on the convolutional neural network (CNN). The regression for landmarks is a highly
nonlinear mapping function; each point has a corresponding nonlinear mapping function.
This study proposes a method for the automatic recognition of facial landmarks. Medical
experts label the facial landmarks for data that are used to train and test the extraction
model. Anthropometric measurements, performed by medical experts, are applied to
collect anthropometric data which are used in many different fields. This process takes
a long time and depends on the experience of the performer, so the training costs and
time are high. A low-cost automatic system is proposed to help collect anthropometric
data quickly and objectively. The experiments confirmed in the final section show that this
model achieves the required results compared to other methods.

In brief, a low-cost facial landmark location automatic system is introduced, and it is
used to collect anthropometry indexes for plastic surgery using the CNN model. This paper
includes four parts. Sustainability theories of anthropometric measurements, neoclassical
facial proportions, and a deep model for landmark extraction and automatic measurements
based on landmarks are presented in Section 2. Next, the experiments are detailed in
Section 3 and the conclusions are outlined in Section 4.

2. Materials and Methods
2.1. Nasal Landmarks and Anthropometric Measurements

There are many studies on the anthropometry of the external nose and nasal base
by direct or indirect measurement through normalized imaging. The facial landmarks
are defined below based on the study of LG Farkas [30]. The nasion (denoted n), is the
midpoint of the two segments of the nasal bone and the nasofrontal joint. In fact, for
researching soft tissue, some studies also determined this point as the most concave point
of the soft tissue in the nasofrontal joint along the midline [20]. The glabella (g) is the most
convex point of the forehead on the midface. The maxilofrontale (mf) is the point located at
the base of the nasal root, and is more medial than the medial corner of the eye and closer to
the medial border of the orbital part of the frontal bone. The kyphion (k) (aka hump point)
is the highest point on the bridge of the nose. This is where the nose structure is not straight
and usually this point is removed to create a straight nose after surgery. The rhinion (r) is
the point between the bone and cartilage on the nose. The alare (al) is the outermost point
on the curve of each side of the nose. The alar curvature (ac) is the most lateral point on
each ala’s curved baseline (alar groove). The labiale superius (ls) is the sagittal midline
point of the upper lip. The pogonion (pg) is the most protrusive anterior sagittal midline
of the chin [31]. In addition, the landmarks on the nasal base are defined in Figure 1. In
this study, the anthropometric noses are focused; however, some facial landmarks are also
detected to compare the index by neoclassical standards. The landmarks used in this stud
are summarized in Table 1 with their name and symbol. The n of straight nose bridges
in men is higher than in women, but the proportion of rough nasal bridges in men and
women is the opposite. Vietnamese people have two main types of nose bridge: a straight
nose bridge and a rough nose bridge. Based on the base of the nose and the line between
the base of the nose and the tip of the nose, the bridge of the nose is divided into four
types as follows. Firstly, a straight nose is defined by the line connecting the base of the
nose and the tip of the nose coinciding with or deviating 1.0 mm from the bridge of the
nose at the junction between the bone and the cartilage of the nose. Next, a concave nose
is defined by a concave bridge below the line connecting the base of the nose and the top
of the nose that coincides with or differs from 1.0 to 5.0 mm at the junction between the
bone and cartilage of the nose. Thirdly, a broken nose is defined as having a concave bridge
below the junction of the nose root and the tip of the nose more than 5.0 mm at the junction
between the bone and cartilage of the nose. Finally, the nose is defined as having a convex
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bridge over 1.0 mm above the line connecting the base of the nose and the tip of the nose at
the junction between the bone and cartilage of the nose.
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Figure 1. Location of the facial landmarks in three views. (a) Frontal view. (b) Lateral view. (c) Men-
tal view.

Table 1. Names and symbols of facial landmarks that are used in this study [20,30,31].

Number Landmark Symbol Number Landmark Symbol

1 Trichion tr 13 Labiale superius ls
2 Glabella g 14 Pogonion pg
3 Nasion n 15 Zygion zy
4 Endocanthion en 16 Maxillofrontale mf
5 Exocanthion ex 17 Subalare sbal
6 Pronasale prn 18 Columellar peak c
7 Kyphion k 19 Columellar waist cw
8 Rhinion r 20 Lateral crus lc
9 Subnasale sn 21 Lateral alar la
10 Alare al 22 Soft triangle c’
11 Alare’ al’ 23 Cheilion ch
12 Alar curvature ac

Anthropometric measurements are non-invasive measurements for the collection of
human anthropometric data, which are used in identification, and include ethnic identity,
sex, and age. Measurements are taken to collect indicators that can be used as a basis for
assessing the patient’s changes before and after surgery. In this study, 12 linear measure-
ments are taken including the nasal root (mf–mf), nasal height (n–sn), nasal length (n–prn),
nasal tip protrusion (sn–prn), nasal width (al–al), anatomical width (ac–ac), inter canthal
width (en–en), ala length (ac–prn), nostrils floor width (sbal–sn), columella width (c’–c’),
superior width of the columella (cw–cw), and ala thickness (al’–c’). Measurements are
defined in Table 2 with the symbol from d1 to d12. Angular measurements are applied
including 7 angles on the later view and 3 angles on the mental view. In rhinoplasty surgery,
the kyphion angle is of interest to doctors and patients. The presence or absence of this
angle depends on the configuration of the nasal bones and often the surgeries to remove
it are highly complex. Moreover, anthropometric geometries are also used to predict syn-
dromes and perform genetic screening [32,33]. The angles used in determining the nasal
angles are summarized in Table 3 based on the recommendations of Lazovic et al. [34] and
He et al. [35]. As mentioned, rhinoplasty is becoming more and more popular not only in
women but also in men. Therefore, the standards of a perceived beautiful nose are proposed
as the basis for rhinoplasty surgery. In Vietnam, eight neoclassical standards are used as
references in planning rhinoplasty surgery and patient education, which are presented in
Table 4. They were defined as beautiful facial proportions as suggested by Le et al. [36]
and Porter et al. [37]. It includes the orbitonasal canon, orbital canon, naso-oral canon,
nasofacial canon, three sections of the facial profile canon, a nose height equivalent to the
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ear length, a nose height of approx. 0.43 (n–gn), and a distance of the corner of the mouth
to the nasal alare of equal distance to the corner mouth to the center of the pupil. These
standards are used as a reference for patients and doctors. In addition to these criteria,
the surgery must also pay attention to the patient’s respiratory problems and the revised
horizontal deviation of the nose [38]. Anthropometric data are used in many different cases
such as in pre- and post-operative evaluation to design humanoid robots [39].

Table 2. Defining linear anthropometric measurements.

Symbol Measurements Distance

d1 Nasal root mf–mf

d2 Nasal height n–sn

d3 Nasal length n–prn

d4 Nasal tip protrusion sn–prn

d5 Nasal width al–al

d6 Anatomical width ac–ac

d7 Inter canthal width en–en

d8 Ala length ac–prn

d9 Nostril floor width sbal–sn

d10 Columella width c’–c’

d11
Superior width of the

columella cw–cw

d12 Ala thickness al’–c’

Table 3. Anthropometric angles.

Symbol Name Angle

g1

Lateral view

Nasofrontal g–n–prn

g2 Nasomental n–prn–pg

g3 Facial convexity g–sn–pg

g4 Nasal tip n–prn–sn

g5 Nasolabial c–sn–ls

g6 Nasofacial n–prn and g–pg

g7 Kyphion n–k–r

g8

Mental view

Alar slope al–prn–al

g9 Interaxial nostril axis-nostril axis

g10 Nostril axis nostril axis-horizontal plane

2.2. Concept of the CNN Model for Determining the Location of Nasal Landmarks
2.2.1. Data and Pre-Processing

Anthropometric measurements based on landmarks play an important role in evaluat-
ing the indices of the nose before and after surgery. Currently, landmark extraction and
measurement are performed by experts, so these take a great deal of time and high cost for
training staff. Moreover, the accuracy of figures depends a lot on measuring equipment and
experience. This study proposed an automatic system to extract facial landmarks to collect
data, which is used for patients undergoing rhinoplasty surgery. The dataset is collected
from a digital camera with three views: frontal, lateral, and mental. Each participating
volunteer was studied with three different images for training and testing model. A digital
camera is used on an automated collecting system such as Figure 2, thus ensuring that
the distance between the camera and people is constant in all of the images. This helps to
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ensure the accuracy of the extraction and conversion of the factors of the measurements.
The automatic system includes a digital camera and a rotating mechanism to take three
images for each patient. These images are pre-processed and labeled manually for the
training model. Participants in this study were set up to collect the data at the university.
This is a non-invasive data collection process that does not affect the volunteers’ health, only
using images. For ease of handling, the images were collected with a green background. It
speeds up the process of extracting facial landmarks. Moreover, to avoid the overtraining
case, some data augmentation methods are applied such as rotation, scale, flip, etc.

Table 4. Neoclassical facial proportions.

Standard Symbol

1 Orbitonasal Canon en–en = al–al

2 Orbital Canon en–en = ex–en

3 Naso-oral Canon ch–ch = 1.5 (al–al)

4 Nasofacial Canon al–al = 0.25 (zy–zy)

5 Threesection Facial Profile Canon n–sn = 1/3 (tr–gn)

6 Nose Height Equal to Ear Length n–sn = sa–sba

7 Nose height approx. 0.43 (n–gn) n–sn = 0.43(n–gn)

8
Distance of the corner of the mouth to

nasal alare of equal distance to the corner
of the mouth to the center of the pupil

ch–en = ch–center (pupil)
(Horizontally)
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Algorithms of deep learning are proposed to solve each specific problem in different
fields, including natural language processing and computer vision. In the computer vision
field, the convolutional neural network (CNN), which is a form of feed-forward neural
network based on the share weight of kernels [40], is widely applied in many fields such
as agriculture, industry, service, medical, etc. [41–43]. Extracting facial landmarks is not
a new topic but it has not been widely applied in the medical field, especially to tracking
anthropometric indexes of rhinoplasty surgery patients. Little research on landmark
extraction has been published [44–46]. Notably, the names and locations of landmarks are
determined differently according to the application. In this study, we designed a suitable
CNN network to identify landmarks according to medical theory. Accuracy is considered
an important factor in medical systems therefore in this study, which is an important impact
to decide the success of the study. The basic structure of the CNN includes an input layer,
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convolutional layers, pooling layers, fully connected layers, and the final output layer. The
process of landmark extraction is performed through the following steps.

Stage 1. Dataset Pre-processing
Images are taken by a digital camera (Canon EOS 60D) which is set up on a system

with a green background and the size of the parent image as 5184 × 3456 pixels. The
background does not need to be removed when using the CNN model for medical image
analysis to collect the anthropometric index. Indeed, accuracy plays an important role.
Therefore, to improve the metrics of the applied model, all the of the background should be
removed by the threshold method because the background is a green color so this can be
conducted quickly and easily. All images are converted to grayscale with optimal resized
416 × 416 images. The feature extraction for removing the noise is subject to increased bias
due to the camera’s noise [47]. The data are manually labeled by experienced personnel
in the medical field. Training data consists of 37 key points with coordinates of each
defined landmark Li(xi,yi), where xi and yi are the coordinates of the ith landmarks in the x
and y directions, respectively. Similarly, the Oxz are considered for the landmarks in the
nasal base.

Stage 2. Determining the location of facial landmarks using the CNN model
The structure of the proposed model includes six convolutional layers (Conv2d), three

max-pooling layers, and three fully connected layers shown in Figure 3. The facial images
with three views are fed into a CNN model that has been kernel-convoluted to extract
characteristics specific to each class. The convolutional kernel computed parameters are
included in the feature map. The pooling layer, which is non-learnable, is used to decrease
the model’s parameters, speed up the calculation, and prevent overfitting. The input of the
CNN model is the gray image with the size of 416 × 416, which is convoluted with kernels
to extract the features. The size of the input is large enough to improve the accuracy of
the model, which means that the speed of the model is traded off. The facial landmarks
are provided with a location for each key point represented by (x,y) or (y,z) coordinates,
respectively, which are used to determine the anthropometric dimensions of the face. Then,
the coordinates of the landmark are aggregated to appear as Li(xi,yi,zi) which is used to
calculate the measurements.
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Figure 3. The structure of the proposed model to extract the landmarks, including six conv2d layers,
three pooling layers, and three fully connected layers.

After each Conv2d block, the normalization layer is applied to provide data consis-
tency, which helps reduce the overfitting of the model [41]. The parameters of Adam
optimizer and a learning rate of 0.001 are applied to the model for training. The output of
the model is the landmark’s locations on the face. Anthropometric dimensions are applied
to track the patient indexes before and after rhinoplasty surgery. The standards for a beau-
tiful nose follow the neoclassical standards proposed by the authors [36,37]. This paper has
great significance in medicine, especially plastic surgery. Moreover, anthropometry is also
used as a reference for human robots or designing protective equipment.
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2.2.2. Automatic Anthropometric Measurements Based on Facial Landmarks

The nose is defined as the most attractive part of the face, and nose-related surgeries
are also major challenges for doctors [8,10]. Plastic surgery standards are determined
by anthropometric measurements and are used for monitoring the results of surgery or
are used for patient education. Currently, anthropometric measurements are performed
manually on the patient’s face or through 2D/3D images by medical staff or a semi-
automatic system [17]. The accuracy of this process very much depends on the experience
and knowledge of the medical staff, and the cost of training human resources is enormous.
Therefore, in this study, a system for the automatic anthropometric measurement of patients
is proposed. The coordinates of the landmarks are defined as Li(xi,yi,zi) including L(x,y),
and L(x,z) coordinates depending on the viewing angle. Measurements are defined in terms
of the Euclidean distance for key points, which is calculated by Equation (1) and only in
the 2D axes for each stage.

dOxy
(Li ,Lj)

=
√(

xj − xi
)2

+
(
yj − yi

)2, (1)

where d is the distance of the landmark Li(xi,yi) and Lj(xj,yj) in the Oxy coordinate, similarly
to the Oxz coordinate.

In the external morphology, the angles on the nose are used to evaluate changes, which are
used to monitor patients before and after surgery, and also in in patient education. The human
head has a 3D shape, so the coordinates of its landmarks must include three values (x,y,z).
The Oxyz coordinate system is mounted at the glabella point that is presented in Figure 1.
Considering the side view, the nose angles (1–8) are defined in Table 2, and are calculated by
the angle between the two vectors from the point of the angle under consideration. Namely,
the angle between three landmarks Li, Lj, and Lk at Lj is calculated by the angle created by the

two vectors
→

LjLi and
→

LjLk. This angle (θi) is defined by Equation (2):

θi = arccos

 →
LjLi·

→
LjLk

‖
→

LjLi‖‖
→

LjLk‖

, (2)

where θi is the ith angle which is defined in Table 2 and ‖
→

LjLk‖ is a vector with a length

of
→

LjLk .
The measurements are calculated, and the next task of the system is to determine

the scale to convert the measurement unit of measurements from pixels to actual size for
easy use in future applications. This ratio (D) depends on the camera correction factor
introduced in ref. [48], which is expressed by Equation (3).

D = α
M

∑
i=0

kic2i (3)

where α is the ratio constant between the pixel size and the actual size; ki is the distortion
coefficient of the ith pixel; M is the number of pixels; and c is the Euclidean distance
between the coordinate of the ith pixel and the optical center of the image.

While collecting the images in the mental view, the head pose is requested at a certain
angle for all participants. However, this is qualitative because each person’s head size is
different, and the staff also do not check this perfectly, so the measurements are affected by
the angle of the head. This manifests in an increase in error for figures. Letting T be the
coefficient, it is the parameter of the angle of the head that is vertical in the mental view
and is defined by Equation (4).

T = cos

‖dm
g−prn‖

‖d f
g−prn‖

, (4)
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where ‖dm
g−prn‖ is the distance from landmark g to prn in mental view, ‖d f

g−prn‖ is the
distance from landmark g to prn in lateral view.

Considering the coordinate Oxyz, in the two images taken from the side view and the
frontal view the ratio between the two images is also considered a coefficient. Since the
distance from the camera to the person is a very small change during the measurement
process, this coefficient is usually very small. In this study, the coefficient was defined
as the ratio of deviation about the unit length of three views and it was also used to
determine the unit conversion ratio D. Linear measurements were performed on 2D images
and to ensure the accuracy of the measurements on all three of the different images the
coefficients are added. Actual measurements from two landmarks Li and Lj (dac) are
converted according to Equation (5) if measurement is made on a frontal view image,
Equation (6) if the measurement is taken on a lateral view image and Equation (7) if the
measurement is performed on a mental view image.

dac = dOxy
(Li,Lj) ∗ D, (5)

dac = dOxy
(Li,Lj) ∗

ds

d f
∗ D, (6)

dac = dOxy
(Li,Lj)·

dm

d f
·D·T, (7)

where df is the unit measure value in the frontal view, ds is the unit measure value in the
side view, and dm is the unit value in the mental view.

3. Results and Discussion

This section describes the experiments performed to evaluate our scheme and dis-
cussion in this field. Nowadays, anthropometric data are collected manually based on
the knowledge and experiences of the medical staff. This takes a deal of money and is
time-consuming for the training process. The error of linear and angle measurements
comes from measuring equipment and subjective factors from the operator. Studies on
facial landmarks have been carried out in many studies with high accuracy; however,
medical applications, especially in anthropometric measurement are limited [49]. Therefore,
an automatic anthropometric measurement system is very necessary and suitable. This
dataset is collected from 1000 participants of various ages wherein each person has a set of
three images taken including the frontal, lateral, and mental view. The images are labeled
data on the location data sheet of medical students. The matching process is also checked
with the measurement of the physical dimensions of the nose with a caliper. The system is
evaluated based on the comparison between 12 linear distances and 10 angles from 37 facial
landmarks between the proposed system and the manual method by medical staff. Anthro-
pometric measurements focus on the nose to collect the patient’s anthropometric indicators
before and after rhinoplasty surgery. Landmarks are carefully marked by medical staff
on 203 patients to evaluate the accuracy of the system. The dataset is described in Table 5
including the number of participants, sex, and age. Participants were required to be free of
nasal deformities, and to perform facial anthropometric data collection by non-invasive
measurement. The actual system proposed in this work is shown in Figure 4.

An anthropometric data acquisition system is proposed to ensure that the focal length
of the camera and the distance from the camera to the participant are unchanged to
ensure the conversion coefficients. Landmarks are defined using a CNN model with
input from the digital camera and then pre-processing is applied to reduce the noise
and then data are fed into the CNN model. The location of nasal landmarks is extracted
with each landmark L(x,y) in the frontal view, L(x,z) in the lateral view, or L(y,z) in the
mental view. Then, the coordinates of the landmarks are aggregated according to Oxyz
coordinates, namely L(x,y,z) to be used for reconstruction studies from anthropometric
measurements. From landmarks, the anthropometric measurements are made using the
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formulas presented in Section 4. Figure 5 depicts the proposed implementation for the
automatic measurement of anthropometric values. Stage 0 is images collected from the
camera system. In stage 1, the images are preprocessed with steps such as resizing, reducing
noise, and converting gray color. Next, the image is fed into the CNN model to extract
the location of the facial landmarks. Finally, calculations are applied to determine the
patient’s anthropometric dimensions. These metrics are then used to monitor patients or
are compared with neoclassical standards.

Table 5. Characteristics and standard parameters of datasets.

Characteristic Training Dataset Evaluation Dataset

Number of participants n = 1000 n = 203

Number of Images 3000 609

Male 152 78

Female 848 125

Age 28.09 ± 12.32 23.09 ± 12.32
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3.1. Dataset for Evaluation

The data used for the evaluation of the model’s accuracy are not used for the training
process. The data include 203 participants with each person collecting images at three views:
frontal, mental, lateral, and marked anthropometrically by specialized staff. The data used
for this process consist of 609 images, with a male ratio of 0.49. Images are collected from
a digital camera with a green background and are collected from the proposed capture
system so the distance from the person to the camera is unchanged during data collection.
All collected images are resized to 416 × 416 to match the model’s input. These metrics are
used for comparison with the system’s automated measurements.

3.2. Evaluation of the Accuracy of Landmark Extraction

In this experiment, the location of ground truth and predicted landmarks are compared
using the dataset of 203 participants. Thirty-seven points are extracted with each point
having coordinates x, y, and z for each view. The error of landmarks as evaluated by
normalized mean error (NME) is calculated by Formula (8). From three views, each
modified and updated landmark has the form Li(x,y,z) with the coordinate system shown
in Figure 1. In this study, occlusion cases cannot occur because this is the data collection
process, participants are required to stay in fixed positions when collecting images.

NME =
1
N

 N

∑
n=1

√
(xi −

_
xi)

2

W
+

√
(yi −

_
yi)

2

L
+

√
(zi −

_
zi)

2

H

, (8)

where x, y, and z are the coordinates of the ith landmark. W, L, and H are the width, length,
and height of the shapes, respectively, for each view.

All images are labeled and fed into the CNN model to perform the learning of the
parameters shown in Figure 6. In each block, the learnable parameters are shared and
updated after the training epoch. Figure 7a shows the results of identifying 37 landmarks
on a participant. The error evaluation of the above process is performed by comparing
the actual coordinates and the predicted Li coordinates. Actual coordinates are collected
by qualified personnel and are considered to be absolute. The average error value in the
x, y, and z axes is 0.530, 0.555, and 0.474 mm, respectively, and the standard deviation is
0.269, 0.295, and 0.298 mm, respectively, which means NME = 1.05%. This result is satisfied
by experts in the field of anthropometry. To objectively assess the accuracy of the model,
we compared the NME defined in Equation (7) and the failure rate summarized in Table 6.
Failure was defined as those points with an NME greater than 8% [44].
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Figure 7. (a) A total of 37 landmarks are extracted from 3 views by the proposed system. (b) Meas-
urements are made by the proposed formulas. 

The CNN model is set up including six Conv layers with a learning rate of 0.001 and 
an Adam optimize function. The image is fed into the model to train the recognition of 37 
landmarks over a space of 416 × 416 with the gray-color space and is trained over 100 
epochs to achieve the accuracy shown. The entire program performed in this study was 
introduced on a Tesla K80 GPU provided by Google Colab. Figure 8 shows the model loss 
and accuracy of the proposed model where the red line shows training accuracy and loss, 
and the blue line shows testing accuracy and loss, respectively, and layer parameters of 
the proposed CNN model are shown in Table 7. The error of landmarks is evaluated based 
on Formula (7) and Table 6 shows a comparison with the study of Hong et al. [44]. In fact, 
this comparison only shows that the NME of this model is satisfied when compared to the 
results of the landmark recognition contest and there is no statistical significance in com-
paring NME between studies because they are not evaluated on the same dataset. 

  

Figure 6. Visualizing the feature map of each block in the CNN model.

The CNN model is set up including six Conv layers with a learning rate of 0.001 and
an Adam optimize function. The image is fed into the model to train the recognition of
37 landmarks over a space of 416 × 416 with the gray-color space and is trained over
100 epochs to achieve the accuracy shown. The entire program performed in this study
was introduced on a Tesla K80 GPU provided by Google Colab. Figure 8 shows the model
loss and accuracy of the proposed model where the red line shows training accuracy and
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loss, and the blue line shows testing accuracy and loss, respectively, and layer parameters
of the proposed CNN model are shown in Table 7. The error of landmarks is evaluated
based on Formula (7) and Table 6 shows a comparison with the study of Hong et al. [44]. In
fact, this comparison only shows that the NME of this model is satisfied when compared
to the results of the landmark recognition contest and there is no statistical significance in
comparing NME between studies because they are not evaluated on the same dataset.
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Table 6. Comparison of NME and the failure rate between the proposed method and the method
proposed in the study by Z. Hong et al.

Failure Rate (%) NME (%)

Z. Hong et al. [44] 0.1 1.31
Our 0.00 1.05
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Table 7. Layer parameters of the CNN model.

Layers Filter Numbers Filter Size Stride

Conv2d_1 32 5 × 5 1

Conv2d_2 32 3 × 3 1

Conv2d_3 64 3 × 3 1

Conv2d_4 64 3 × 3 1

Conv2d_5 128 3 × 3 1

Conv2d_6 256 3 × 3 1

All pooling layer - 2 × 2 2

3.3. Evaluation of the Accuracy of Anthropometric Measurements

In this experiment, 12 measurements and 9 measuring angles (for participants without
hump K) or 10 measuring angles (for participants with hump K) are taken on 203 people.
The data are used to compare the results of manual measurements with the automatic
measurement process by the system. Anthropometric data are used to collect the patient’s
readings before and after the surgery to help the doctors keep track of changes. The
criteria of facial beauty are defined in Table 3 and are used to evaluate beauty according
to neoclassical standards. The deviation of 12 linear measurements is evaluated using
Formula (9).

e =
∣∣∣di −

_
di

∣∣∣, (9)

where di is the actual measurement taken by an expert in this field;
_
di is the measurement

performed by the automated system.
In fact, the accuracy of the measurements depends largely on the accuracy of the

coordinates of the landmark location and the conversion coefficients. The coordinate
system of the automatic measuring system is mounted on the patient’s face so face angles
will not affect the measurement results. In this study, the anthropometric indices of the nose
were focused on for application in rhinoplasty surgery; however, for comparison according
to neoclassical standards, some other facial measurements were also taken. Linear and
angular measurements are shown in Figure 7b, encompassing measurements used in the
clinical diagnosis and monitoring of patient indexes. Anthropometric data are used in
identification, racial discrimination, and human gender prediction using the structure of
human internal structures such as bones, soft tissues, etc. [50]. Alternatively, data can be
used as a basis for designing protective gear for workers in different areas, especially as this
can also serve as a reference for making human-shaped robots. The measurement angles
are used as the basis of assessment before and after rhinoplasty surgery. Aside from the
facial beauty factor, the angles at the nasal base are determined so that the patient’s airways
can avoid respiratory problems. Seven angles are identified in the lateral view for patients
with a hump K that are marked from g1 to g7 in Figure 7b and three angles in the mental
view assess the patient’s airway.

Linear distances are evaluated for accuracy through a dataset consisting of 203 partici-
pants, both male and female, and this dataset is different from the training dataset. The
distance error is shown in Figure 9a, with the average error of the distances being 0.508 mm.
The error values are accepted in the field of anthropometric collection. Figure 9b shows
the deviation of the measuring angles which are extracted at the lateral view, which is
defined as the deviation between the actual measured angle value and the measured values
predicted. The mean error of all 10 measurements is 0.498◦ and the mean deviation is
0.287◦. As for g7, this angle exists only when there is a hump point k on the participant’s
nose, which is required to approximate 180◦ after corrective surgery. Anthropometric data
of the measured angles are recorded to evaluate the performance of the surgical process.
The values representing the anthropometric dimensions of a beautiful nose are shown in
Table 4 and are used as a reference for rhinoplasty surgeries. This study is meaningful in
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collecting anthropometric data for regions and countries in medicine. Moreover, these data
are used as references in studies on the characteristics of patients, properties, and gender.
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4. Conclusions

In this study, a framework is proposed to automatically locate facial landmarks based
on three 2D images from three views. Moreover, an automatic system is introduced
to collect the image from patients. For medical image analysis, landmarks are defined
according to the sustainability theories of medicine, and the accuracy of the recognition
processes is highly valued in this field. The landmarks are detected in order to define the
facial morphology and appearance, disease-specific geometric characteristics, and local
texture features. Anthropometric data are used in many different fields: they are used as
a reference for clinical diagnosis for surgery, especially rhinoplasty, and they provide a
basic theory for surgery to create a beautiful nose according to perceived standards. In
addition, it is used as an input parameter for humanoid robot studies. Finally, the automatic
landmark extraction system is satisfied with an NME of 1.05 when tested on 203 Materials.
And no file in redmine, please confirm if this part should be deletedlocal participants.
Anthropometric measurements were carried out and achieved high accuracy, with an
average error for linear measurements of 0.508 mm and 0.498◦ for angle measurements.
Automatic anthropometric measurement, with the help of computers, is a low-cost method
which reduces a great deal of pressure on medical staff.

Author Contributions: Conceptualization, N.T.T. and N.M.T.; methodology, N.T.T.; software, N.M.T.;
validation, N.T.T. and N.M.T.; formal analysis, N.T.T.; investigation, N.M.T.; resources, N.M.T.; data
curation, N.T.T.; writing—original draft preparation, N.M.T.; writing—review and editing, N.T.T.;
visualization, N.M.T.; supervision, N.T.T.; project administration, N.T.T. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not available.

Acknowledgments: This research is funded by the University of Economics Ho Chi Minh City, Vietnam.

Conflicts of Interest: The authors declare no conflict of interest.



Diagnostics 2023, 13, 891 15 of 16

References
1. Boddy, J. Re-thinking the zero tolerance approach to FGM/C: The debate around female genital cosmetic surgery. Curr. Sex.

Health Rep. 2020, 12, 302–313. [CrossRef]
2. Martin, S.; Long, R.; Hill, C.; Sinclair, S. Cosmetic tourism in Northern Ireland. Ann. Plast. Surg. 2019, 83, 618–621. [CrossRef]

[PubMed]
3. Busby, E.; Fattahi, T. Facial cosmetic surgery in male patients: Trends and experience from an academic esthetic oral-maxillofacial

surgery practice. J. Oral Maxillofac. Surg. 2021, 79, 1922–1926. [CrossRef] [PubMed]
4. Heider, N.; Spruyt, A.; De Houwer, J. Body dissatisfaction revisited: On the importance of implicit beliefs about actual and ideal

body image. Psychol. Belg. 2018, 57, 158–173. [CrossRef] [PubMed]
5. De Vries, D.A.; Vossen, H.G.M. Social media and body dissatisfaction: Investigating the attenuating role of positive parent–

adolescent relationships. J. Youth Adolesc. 2019, 48, 527–536. [CrossRef] [PubMed]
6. Broer, P.N.M.; Juran, S.M.; Liu, Y.-J.; Weichman, K.; Tanna, N.M.; Walker, M.E.M.; Ng, R.M.; Persing, J.A. The impact of geographic,

ethnic, and demographic dynamics on the perception of beauty. J. Craniofacial Surg. 2014, 25, e157–e161. [CrossRef]
7. Yarosh, D.B. Perception and deception: Human beauty and the brain. Behav. Sci. 2019, 9, 34. [CrossRef]
8. Farkas, L.G.; Kolar, J.C.; Munro, I.R. Geography of the nose: A morphometric study. Aesthetic Plast. Surg. 1986, 10, 191–223.

[CrossRef]
9. Zucchini, S.; Brancatelli, S.; Piccinato, A.; Marcuzzo, A.V.; Bianchi, M.; Tirelli, G. Evaluation of surgical outcome in rhinoplasty: A

comparison between rasp and osteotome in dorsal hump removal. Ear Nose Throat J. 2019, 100 (Suppl. S5), 436S–442S. [CrossRef]
10. Piombino, P.; Zace, P.; Grassia, M.G.; Cataldo, R.; Marino, M.; De Riu, G.; Testa, D.; Bonavolontà, P.; Califano, L. Anthropometric

parameters for nose evaluation and nasal surgery planning. J. Craniofacial Surg. 2020, 31, 1620–1624. [CrossRef]
11. Suhk, J.; Park, J.; Nguyen, A.H. Nasal analysis and anatomy: Anthropometric proportional assessment in Asians—Aesthetic

balance from forehead to chin, part I. In Seminars in Plastic Surgery; Thieme Medical Publishers: New York, NY, USA, 2015;
Volume 29.

12. Golpinar, M.; Nahir, M.; Ozdemir, F.; Sahin, B. Photographic Nasal Soft Tissue Analysis From Preadolescence to Young Adulthood:
Anthropometric Measurements. J. Craniofacial Surg. 2021, 33, 575–578. [CrossRef] [PubMed]

13. Yas, N.K. Anthropometric study on the nasofrontal angle in human skulls. J. Fac. Med. Baghdad 2012, 54, 106–109.
14. Cao, Q.; Shen, L.; Xie, W.; Parkhi, O.M.; Zisserman, A. VGGFace2: A dataset for recognising faces across pose and age. In Proceed-

ings of the 2018 13th IEEE International Conference on Automatic Face & Gesture Recognition, Xi’an, China, 15–19 May 2018.
15. Jain, D.K.; Shamsolmoali, P.; Sehdev, P. Extended deep neural network for facial emotion recognition. Pattern Recognit. Lett. 2019,

120, 69–74. [CrossRef]
16. Parkhi, O.M.; Vedaldi, A.; Zisserman, A. Deep Face Recognition; British Machine Vision Association: Durham, UK, 2015; pp. 1–12.
17. AbdAlmageed, W.; Mirzaalian, H.; Guo, X.; Randolph, L.M.; Tanawattanacharoen, V.K.; Geffner, M.E.; Ross, H.M.; Kim, M.S.

Assessment of Facial Morphologic Features in Patients With Congenital Adrenal Hyperplasia Using Deep Learning. JAMA Netw.
Open 2020, 3, e2022199. [CrossRef] [PubMed]

18. Peters, F.; Mücke, M.; Möhlhenrich, S.C.; Bock, A.; Stromps, J.-P.; Kniha, K.; Hölzle, F.; Modabber, A. Esthetic outcome after nasal
reconstruction with paramedian forehead flap and bilobed flap. J. Plast. Reconstr. Aesthetic Surg. 2020, 74, 740–746. [CrossRef]
[PubMed]

19. Seo, Y.-S.; Jo, K.-H.; Kim, J.-Y.; Kwon, J.-H. Comparing reliability between 3D imaging and 2D photography for external nasal
anthropometry. Sci. Rep. 2022, 12, 4531. [CrossRef]

20. Cohen, M.B.; HEzzat, W. Aesthetic facial analysis. In Sataloff’s Comprehensive Textbook of Otolaryngology: Head & Neck Surgery;
Facial Plastic and Reconstructive Surgery 3: Lutherville, MD, USA, 2015; p. 101.

21. Cummins, D.M.; Bishara, S.E.; Jakobsen, J.R. A computer assisted photogrammetric analysis of soft tissue changes after
orthodontic treatment. Part I: Methodology and reliability. Am. J. Orthod. Dentofac. Orthop. 1995, 107, 633–639.

22. Lindner, C.; Tim, F.; Cootes, T. Fully automatic cephalometric evaluation using Random Forest regression-voting. In Proceedings
of the IEEE International Symposium on Biomedical Imaging (ISBI), Brooklyn Bridge, NY, USA, 16–19 April 2015.

23. Ibragimov, B.; Boštjan, L.; Pernus, F.; Tomaž Vrtovec, T. Computerized cephalometry by game theory with shape-and appearance-
based landmark refinement. In Proceedings of the IEEE International Symposium on Biomedical Imaging (ISBI), Brooklyn Bridge,
NY, USA, 16–19 April 2015.

24. Arik, S.Ö.; Bulat, I.; Lei, X.T. Fully automated quantitative cephalometry using convolutional neural networks. J. Med. Imaging
2017, 4, 014501. [CrossRef]

25. Lee, H.; Park, M.; Kim, J. Cephalometric landmark detection in dental x-ray images using convolutional neural networks. In
Proceedings of the Medical Imaging 2017: Computer-Aided Diagnosis, Orlando, FL, USA, 3 March 2017.

26. Qian, J.; Cheng, M.; Tao, Y.; Lin, J.; Lin, H. CephaNet: An Improved Faster R-CNN for Cephalometric Landmark Detection. In
Proceedings of the 2019 IEEE 16th International Symposium on Biomedical Imaging (ISBI 2019), Venice, Italy, 8–11 April 2019;
pp. 868–871.

27. Ren, S.; He, K.; Girshick, R.; Sun, J. Faster r-cnn: Towards real-time object detection with region proposal networks. In Proceedings
of the Advances in Neural Information Processing Systems (NIPS), Montreal, QC, Canada, 7–12 December 2015; pp. 91–99.

28. Rao, G.K.L.; Srinivasa, A.C.; Iskandar, Y.H.P.; Mokhtar, N. Identification and analysis of photometric points on 2D facial images:
A machine learning approach in orthodontics. Health Technol. 2019, 9, 715–724. [CrossRef]

http://doi.org/10.1007/s11930-020-00293-1
http://doi.org/10.1097/SAP.0000000000002081
http://www.ncbi.nlm.nih.gov/pubmed/31688106
http://doi.org/10.1016/j.joms.2021.01.028
http://www.ncbi.nlm.nih.gov/pubmed/33621480
http://doi.org/10.5334/pb.362
http://www.ncbi.nlm.nih.gov/pubmed/30479799
http://doi.org/10.1007/s10964-018-0956-9
http://www.ncbi.nlm.nih.gov/pubmed/30478819
http://doi.org/10.1097/SCS.0000000000000406
http://doi.org/10.3390/bs9040034
http://doi.org/10.1007/BF01575292
http://doi.org/10.1177/0145561319883529
http://doi.org/10.1097/SCS.0000000000006543
http://doi.org/10.1097/SCS.0000000000008021
http://www.ncbi.nlm.nih.gov/pubmed/34320584
http://doi.org/10.1016/j.patrec.2019.01.008
http://doi.org/10.1001/jamanetworkopen.2020.22199
http://www.ncbi.nlm.nih.gov/pubmed/33206189
http://doi.org/10.1016/j.bjps.2020.10.009
http://www.ncbi.nlm.nih.gov/pubmed/33189616
http://doi.org/10.1038/s41598-022-08714-y
http://doi.org/10.1117/1.JMI.4.1.014501
http://doi.org/10.1007/s12553-019-00313-8


Diagnostics 2023, 13, 891 16 of 16

29. Sohail, A.S.M.; Bhattacharya, P. Detection of facial feature points using anthropometric face model. In Signal Processing for Image
Enhancement and Multimedia Processing; Springer: Boston, MA, USA, 2008; pp. 189–200.

30. Farkas, L.G.; Posnick, J.C.; Hreczko, T. Anthropometry of the Head and Face, 2nd ed.; Raven: New York, NY, USA, 1994.
31. Deutsch, C.K.; Shell, A.R.; Francis, R.W.; Bird, B.D. The Farkas system of craniofacial anthropometry: Methodology and normative

databases. In Handbook of Anthropometry; Springer: New York, NY, USA, 2012; pp. 561–573.
32. Sforza, C.; Elamin, F.; Rosati, R.; Lucchini, M.A.; Tommasi, D.G.; Ferrario, V.F. Three-dimensional assessment of nose and lip

morphology in North Sudanese subjects with Down syndrome. Angle Orthod. 2011, 81, 107–114. [CrossRef]
33. Zhao, Q.; Okada, K.; Rosenbaum, K.; Kehoe, L.; Zand, D.J.; Sze, R.; Summar, M.; Linguraru, M.G. Digital facial dysmorphology

for genetic screening: Hierarchical constrained local model using ICA. Med. Image Anal. 2014, 18, 699–710. [CrossRef] [PubMed]
34. Lazovic, G.D.; Daniel, R.K.; Janosevic, L.B.; Kosanovic, R.M.; Colic, M.M.; Kosins, A.M. Rhinoplasty: The nasal bones–anatomy

and analysis. Aesthetic Surg. J. 2015, 35, 255–263. [CrossRef] [PubMed]
35. He, Z.-J.; Jian, X.-C.; Wu, X.-S.; Gao, X.; Zhou, S.-H.; Zhong, X.-H. Anthropometric measurement and analysis of the external

nasal soft tissue in 119 young Han Chinese adults. J. Craniofacial Surg. 2009, 20, 1347–1351. [CrossRef] [PubMed]
36. Le, T.T.; Farkas, L.G.; Ngim, R.C.; Levin, L.S.; Forrest, C.R. Proportionality in Asian and North American Caucasian faces using

neoclassical facial canons as criteria. Aesthetic Plast. Surg. 2002, 26, 64–69. [CrossRef]
37. Porter, J.P.; Olson, K.L. Anthropometric facial analysis of the African American woman. Arch. Facial Plast. Surg. 2001, 3, 191–197.

[CrossRef]
38. Lindemann, J.; Stupp, F.; Scheithauer, M.; Schmadl, A.; Goldberg-Bockhorn, E.; Halbig, A.-S.; Hoffmann, T.K.; Sommer, F.

Anthropometric evaluation of photographic images before and after functional nasal surgery in patients with deviated noses. Am.
J. Rhinol. Allergy 2021, 35, 615–623. [CrossRef]

39. Sotnik, S.; Lyashenko, V. Overview of Innovative Walking Robots. Int. J. Acad. Eng. Res. (IJAER) 2022, 6, 3–7.
40. Albawi, S.; Mohammed, T.A.; Al-Zawi, S. Understanding of a convolutional neural network. In Proceedings of the 2017

International Conference on Engineering and Technology (ICET), Antalya, Turkey, 21–23 August 2017; pp. 1–6.
41. Minh Trieu, N.; Thinh, N.T. Quality Classification of Dragon Fruits Based on External Performance Using a Convolutional Neural

Network. Appl. Sci. 2021, 11, 10558. [CrossRef]
42. Shugar, A.N.; Drake, B.L.; Kelley, G. Rapid identification of wood species using XRF and neural network machine learning. Sci.

Rep. 2021, 11, 17533. [CrossRef]
43. Li, H.; Jin, Y.; Zhong, J.; Zhao, R. A Fruit Tree Disease Diagnosis Model Based on Stacking Ensemble Learning. Complexity 2021,

2021, 6868592. [CrossRef]
44. Sadiq, M.; Shi, D. Attentive occlusion-adaptive deep network for facial landmark detection. Pattern Recognit. 2022, 125, 108510.

[CrossRef]
45. Liu, Y.; Shen, H.; Si, Y.; Wang, X.; Zhu, X.; Shi, H.; Hong, Z.; Guo, H.; Guo, Z.; Chen, Y.; et al. Grand challenge of 106-point facial

landmark localization. In Proceedings of the 2019 IEEE International Conference on Multimedia & Expo Workshops (ICMEW),
Shanghai, China, 8–12 July 2019; pp. 613–616.

46. Lin, Q.; He, R.; Jiang, P. Feature Guided CNN for Baby’s Facial Expression Recognition. Complexity 2020, 2020, 8855885. [CrossRef]
47. Russo, F. A method for estimation and filtering of Gaussian noise in images. IEEE Trans. Instrum. Meas. 2003, 52, 1148–1154.

[CrossRef]
48. Park, J.; Byun, S.-C.; Lee, B.-U. Lens distortion correction using ideal image coordinates. IEEE Trans. Consum. Electron. 2009, 55,

987–991. [CrossRef]
49. Vu, N.H.; Trieu, N.M.; Tuan, H.N.A.; Khoa, T.D.; Thinh, N.T. Review: Facial Anthropometric, Landmark Extraction, and Nasal

Reconstruction Technology. Appl. Sci. 2022, 12, 9548. [CrossRef]
50. Tuan, H.N.A.; Hai, N.D.X.; Thinh, N.T. Shape Prediction of Nasal Bones by Digital 2D-Photogrammetry of the Nose Based on

Convolution and Back-Propagation Neural Network. Comput. Math. Methods Med. 2022, 2022, 5938493. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.2319/042510-222.1
http://doi.org/10.1016/j.media.2014.04.002
http://www.ncbi.nlm.nih.gov/pubmed/24835178
http://doi.org/10.1093/asj/sju050
http://www.ncbi.nlm.nih.gov/pubmed/25805278
http://doi.org/10.1097/SCS.0b013e3181ae41cf
http://www.ncbi.nlm.nih.gov/pubmed/19816253
http://doi.org/10.1007/s00266-001-0033-7
http://doi.org/10.1001/archfaci.3.3.191
http://doi.org/10.1177/1945892420983116
http://doi.org/10.3390/app112210558
http://doi.org/10.1038/s41598-021-96850-2
http://doi.org/10.1155/2021/6868592
http://doi.org/10.1016/j.patcog.2021.108510
http://doi.org/10.1155/2020/8855885
http://doi.org/10.1109/TIM.2003.815989
http://doi.org/10.1109/TCE.2009.5278053
http://doi.org/10.3390/app12199548
http://doi.org/10.1155/2022/5938493

	Introduction 
	Materials and Methods 
	Nasal Landmarks and Anthropometric Measurements 
	Concept of the CNN Model for Determining the Location of Nasal Landmarks 
	Data and Pre-Processing 
	Automatic Anthropometric Measurements Based on Facial Landmarks 


	Results and Discussion 
	Dataset for Evaluation 
	Evaluation of the Accuracy of Landmark Extraction 
	Evaluation of the Accuracy of Anthropometric Measurements 

	Conclusions 
	References

