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Abstract: Brain tumor segmentation from MRIs has always been a challenging task for radiologists,
therefore, an automatic and generalized system to address this task is needed. Among all other deep
learning techniques used in medical imaging, U-Net-based variants are the most used models found
in the literature to segment medical images with respect to different modalities. Therefore, the goal
of this paper is to examine the numerous advancements and innovations in the U-Net architecture,
as well as recent trends, with the aim of highlighting the ongoing potential of U-Net being used
to better the performance of brain tumor segmentation. Furthermore, we provide a quantitative
comparison of different U-Net architectures to highlight the performance and the evolution of this
network from an optimization perspective. In addition to that, we have experimented with four
U-Net architectures (3D U-Net, Attention U-Net, R2 Attention U-Net, and modified 3D U-Net) on the
BraTS 2020 dataset for brain tumor segmentation to provide a better overview of this architecture’s
performance in terms of Dice score and Hausdorff distance 95%. Finally, we analyze the limitations
and challenges of medical image analysis to provide a critical discussion about the importance of
developing new architectures in terms of optimization.

Keywords: U-Net; MR brain images; loss functions; image segmentation; optimization; deep learning;
machine learning

1. Introduction

Deep learning has become of significant interest and utilization for medical image
analysis in recent years by virtue of advancements in computer vision. Despite this
growth, deep learning in medical imaging still faces challenges that need to be addressed
and diminished.

Image segmentation, in general, means isolating and portioning the image into dif-
ferent classes (organ, tissues, biological structure, etc.) into meaningful segments, and it
involves both classification and detection, where, in segmentation, we localize and classify
a group of pixels corresponding to a specific class. Most classification methods depend on
intensities, merely information, or a combination of objects’ higher structural information
and their intensities. Medical image segmentation consists of anatomical structure labeling
within templates, then image registration algorithms are used to map the templates to a
particular subject domain through non-linear transformations. After that, a voting process
(or maybe a more sophisticated method such as Bayesian weighting) is applied to select
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the correct label from the labels space and assign it to the segments. The new scheme of
deep learning as a main category of artificial intelligence is used for a variety of medical
applications such as monitoring neurological disorder patients [1], pneumonia classifica-
tion using chest X-ray [2], brain tumor classification [3], breast cancer [4–6], COVID-19
detection from chest CT scans [7,8], and other non-medical applications [9] such as hate
speech prediction [10–12] The deep learning approach for medical imaging segmentation
includes the multi-level features representation from image intensities. The ability to learn
features representation through non-linear transformation is a plus point for deep learning
compared to machine learning algorithms, where there is less dependency on the prior
knowledge of the field of application. MRIs are used as a major method of diagnosis for
different diseases such as breast cancer [13,14] and prostate cancer [15,16]. Eventually, deep
learning applications based on CNNs have become the dominant methods for biomedical
image recognition and applications [17].

A deep learning limitation in the medical image application is the computational
complexity due to the large data sizes and the large variance. Therefore, many methods
were proposed towards this issue, for example, Prasoon A et al. [18] have proposed a
tri-planar concept to mitigate the complexity of 3D CNNs. However, image pre-processing
has taken on a significant role in reducing the computational power needed. Another
issue related to the segmentation task of medical images, especially 3D MRI, is that it is a
time-consuming process, and it is subtle for faults due to the interoperable variations. Au-
tomated delineation will provide a faster and reliable systematic way of obtaining desired
objects from MRI images. Siddique N et al. [19] have provided a comprehensive review of
different U-Net models used for different modalities of medical image segmentation. U-Net
has demonstrated the transformation of the entire concept of segmentation by elevating
the accuracy, which made it the mainstream method used recently in research towards
optimal results.

The contributions of this paper are summarized as:

1. Addressing the recent techniques focused on brain tumor segmentation based on
U-Net architecture as the backbone, along with its variants.

2. Highlighting the major trends and patterns in the research that may help to guide
future work in the field by summarizing the cutting-edge techniques in one place.

3. Providing a comparative analysis of the most recent relevant literature results and other
experimental results to observe the improvements achieved by the incremental research.

The paper is organized as follows. First, we briefly explain the concept of brain
tumor segmentation from MRIs. Secondly, we discuss in detail the main U-Net-based
architectures. Thirdly, we demonstrate network performance aspects such as loss func-
tions and evaluation metrics, which are used for such application of deep learning, and
we also provide a comparative analysis of the U-Net variants for evaluation purposes,
in addition to the experimental results listed using four U-Net models. Finally, the dis-
cussion and conclusion, including the limitations and challenges, are summarized in
Sections 4 and 5, respectively.

1.1. Brain MRI Segmentation

Magnetic resonance images (MRI) is a medical technique that uses magnetic field radio
waves to generate images that contain details more than normal images, and it is specified
for biological organs and tissues in the human body. Lu SY et al. [20] have proposed a
model based on transfer learning, which detects abnormal brain growth.

Since this imaging technique contains high-resolution detailed images in a 3D shape,
these images are a non-invasive way to analyze and examine body organs, tissues, and
skeletal structures, and this, in turn, helps doctors to diagnose a variety of problems and
diseases. Brain MRI, in particular, is used to diagnose common problems such as tumors,
strokes, multiple sclerosis, eye and ear disorders, aneurysms of cerebral vessels, and other
brain injuries.
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MR image acquisition, in general, requires standardization to avoid the phenomenon
of “distribution drift” due to the variety of scanning tools and mechanisms. In a tradi-
tional analysis of brain neuro MRI [21], a radiologist studies the image and generates his
report for the doctor of his views. Medical images are significant for further treatment
also, with respect to different treatment methods such as surgeries, chemotherapies, and
radiotherapies [22,23].

A brain tumor MRI example has three main regions, named whole tumor, which
represents the total tumor size, including the edema, the enhanced tumor, and the necrotic
and non-enhanced tumor (WT = ET + ED + NCR/NET); tumor core (TC = ET + NCR/NET);
and enhancing tumor (ET = ET), as shown in Figure 1.
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1.2. Before U-Net

The general concept of segmentation tasks before U-Net used the “sliding window”
method for prediction of each pixel’s class label when this pixel is the center of the slid-
ing window (patch). However, this method was considered inefficient due to the time
consumed for the sliding window to scan the whole image and the redundancy caused
by overlapping between patches. Another weakness in this method was the patch size
tuning to accomplish the tradeoff between the spatial localization accuracy and the context
usage [24]. The major key differences between the U-Net models and the traditional models
involve the followings points:

• Architecture: traditional deep learning models, such as fully convolutional networks
(FCNs) or convolutional neural networks (CNNs), typically have a simpler architecture
compared to U-Net-based models.

• Training Data: U-Net-based models are specifically designed to work well with medi-
cal imaging data, which often have higher resolutions and more complex structures
than natural images. Meanwhile, traditional deep learning models may struggle
to handle complex data and may need to be fine-tuned to work well with medical
imaging data.

• Performance: U-Net-based models have been shown to perform better than traditional
deep learning models on brain tumor segmentation tasks, particularly on datasets
with limited training data.

• Small objects segmentation: U-Net-based models have the capacity to handle small
structural objects in the image, which is an important aspect in brain tumor segmenta-
tion where small tumors need to be segmented.

In summary, U-Net-based models have been particularly designed to work well
with medical images, and they have demonstrated superior performance in brain tumor
segmentation tasks compared to traditional deep learning models.
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2. U-Net and U-Net Expansions towards Optimized DL Models for Segmentations
2.1. U-Net

After the brief introduction about the basic structure of deep networks and CNNs, it
will be easier to understand U-Net models. U-Net is a lead model for image segmentation
developed by Olaf Ronnenberg et al. [25] in 2015. It was first introduced for biomedical
image segmentation after many segmentation attempts have failed to segment medical
images. U-Net attained its popularity because of its accurate results and performance and
because it requires a smaller amount of training data, which is considered the major issue
for medical images.

The basic structure of this model consists of two main paths, and it is most similar
to the auto-encoder architecture, where the left path (encoder) is called the contracting
or compressive path, and its structure is based on a regular CNN deep network. The
second path is the decoder or the expanding path (up-sampling or synthesis path in some
references), and this part of the network consists of both deconvolutional and convolutional
layers. Since the contracting path down-samples the input images, the expanding path
recovers the input image resolution and spatial structure using some optimized techniques
such as concatenating skip connections. In the expansion path, the network learns spatial
classification information by generating dense predictions in a higher resolution. In addi-
tion to that, it increases the resolution of the output, which further is passed to the final
convolutional layer for creating the segmented image in the same shape as the input image.
In other words, the network processes the image with shape (h, w, n) to generate an output
image (h, w, n) but with the segmented region highlighted (the area of interest, e.g., brain
tumor), which means preserving the same input shape.

In medical image analysis, the classification task [26] is important, but it does not pro-
vide the pixel-level context representation, which is more important because classification
will only classify the entire image into one label.

U-Net and the further optimization techniques deal with multi-dimensional tensors
(three or four mostly) as inputs, and the final output of the network will preserve the same
input shape. Since U-Net has been proposed, it has been the base of the majority of research
for medical image segmentation, and many advancements have been developed either by
modifying the base architecture or by incorporating other architectures into U-Net.

U-Net Workflow

• The Contracting Path

As mentioned earlier, the contracting path follows a typical CNN network, which
consists of two (3 × 3) successive convolutions followed by non-linear activations (e.g.,
ReLU) and then by a max pooling layer. This same structure is repeated furthermore times
until reaching the bottleneck. In the contracting path, dimensions are reduced because of
the strided convolutions and pooling layers, but the channel number and the receptive
field are increased, as shown in Figure 2.

• The Expansion Path

The novelty of the U-Net comes from this path, where up-sampling of feature maps
from the bottleneck consists of (2 × 2) up-convolutions to recover the dimensions of the
input image. Each stage of the expansion path contains (2 × 2) up-convolution and normal
(3 × 3) convolutional and ReLU activations. At each up-sampling in this path, the number
of channels is reduced to half, while the up-convolution increases the width and height of
the image.

To increase the dimensions of the image after each (2 × 2) up-convolution, a concate-
nation from the same level layer in the contracting path of the feature map is added after
cropping, though the spatial features are recovered. The cropping before concatenating
the feature map between the paths is necessary because the pixel features at the borders
have less contextual information. Repeating these arrangements as the number of stages in
the contracting path, taking into consideration the concatenating connections between the



Diagnostics 2023, 13, 1624 5 of 27

corresponding stages from both paths, we reach the last layer in this architecture. At the
last layer of this architecture, there is a 1 × 1 convolution that reduces the feature map to
match with the right number of channels and generates the final segmented image with the
desired number of classes and the same resolution as the input resolution.
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• Training

Stochastic gradient descent (SGD) is used for training the network, and to evaluate
model in the last layer, the energy function is calculated using the SoftMax pixel-wise over
the final feature map (after the 1 × 1 convolution layer) where the loss function used is the
cross-entropy loss function. The SoftMax pixel-wise function is given by:

pk(x) =
exp(ak(x))

∑K
k′=1 exp

(
ak(x)′

) (1)

where ak(x) is the function of activation corresponding to channel (k) and a pixel position at
(x). K is the number of classes (labels within the segmented image).

However, the energy function, which is the cross entropy that penalizes at each spatial
location, is defined as:

E = ∑x∈ ω(x)log
(

p`(x)(x)
)

(2)

where (
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where ak(x) is the function of activation corresponding to channel (k) and a pixel position 
at (x). K is the number of classes (labels within the segmented image). 

However, the energy function, which is the cross entropy that penalizes at each spa-
tial location, is defined as: 

𝐸 = ∑ 𝜔(𝑥)log (𝑝κ(௫)(𝑥))௫∈   (2)

where (Ɩ) is the exact label of each pixel. w(x) is the weight map, which is defined as: 

𝜔(𝑥) = 𝜔(𝑋) + 𝜔. exp ൭−
൫𝑑ଵ(𝑋) + 𝑑ଶ(𝑋)൯

ଶ

2𝜎ଶ
 ൱ (3)

) is the exact label of each pixel. w(x) is the weight map, which is defined as:

ω(x) = ωc(X) + ω0·exp

(
− (d1(X) + d2(X))2

2σ2

)
(3)

where ωc is the weight map used for class frequencies balancing. d1 is the distance between
the nearest cell and the border, while d2 is the distance between the border and the second
nearest cell.
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2.2. 3D U-Net

One of the first optimization techniques used after U-Net was the 3D U-Net in 2016,
and it was published as MICCAI 2016 for volumetric segmentation [27]. Similar to the
original U-Net discussed above, 3D U-Net has the same structure, and it comprises the con-
tracting (analysis) path and the expanding (synthesis) path. The main difference between
both architectures is the use of 3D convolutional and pooling operations. For example,
in the analysis path, each layer includes 3 × 3 × 3 convolutions followed by non-linear
activations (ReLU) and a (2 × 2 × 2) max-pooling operation. On the other hand, the
synthesis path consists of 2 × 2 × 2 up-convolutions and strides of two in each dimension
followed by two successive 3 × 3 × 3 convolutions and then non-linear activations (ReLU).
When using 3D segmentation, less annotated images are required due to the redundancy
resulting from the repeating structures and shapes within the volume channels, therefore,
faster training with scarcely annotated data is efficient. After 3D U-Net was proposed, the
majority of research adopted it extensively with 3D volumetric CT scans and MR image
segmentation for two main applications, with the first being diagnosing diseases such as
cardiac structures [28], brain tumors [29–31], liver tumors [32,33], and bone structures [34].
Moreover, many other applications fall into the two preceding mentioned fields. Further
optimized methods based on 3D U-Net have been used for more effective biomedical
image segmentation. Zhuqing Yang [35] has introduced the self-excited compressed dilated
convolution (SECDC) module based on the 3D U-Net network because there was the
problem of complex structure, which leads to high calculation capacity required, and the
new module helps by reconstructing high precision lightweight segmentation models. As a
result, therapy calculations are reduced and their results on the BraTS 2019 dataset have
achieved state-of-the-art results by using less data.

2.3. Residual U-Net

This architecture comes from the combination of the Residual-Net [36] and the basic
U-Net. Rolling back to the original Res-Net, the main idea was to train deeper networks
because adding layers increases the complexity and the computational power, plus it
causes the vanishing gradients problem too. A residual network was used for brain cancer
classification from MRI [37].

Residual Blocks:
To understand how the “Res-U-Net” works, we must understand first the residual

blocks. The problem of vanishing gradients, especially at the first few layers after input
of the network, causes the weights belonging to these layers not to be updated correctly
during the backpropagation. However, more layers in the network means performance
saturation and then a rapid decrease. Res-Net has proposed the identity matrix and the
skip connection between layers. As a result of this identity matrix, the error signal can be
backpropagated through these connections among the network, and the gradient will be
multiplied by 1, which helps in preserving the input and reducing information loss.

To understand how residual blocks work, let the input of the network be x. We
assume that the final desired underlying mapping output is f (x), which further is fed into
the activation function. The residual blocks take their name from the residual mapping
between the output and input, which is R(x) = H(x) − x. Meanwhile, in the traditional
neural network, the true output is f(x). However, after the residual mapping is learned, the
addition between input (x) and the residual mapping (R(x)) is performed to present the final
output f (x). It is worth noticing that adding the skip connection can take the compatibility
between the added inputs into account, where the CNN output reduces the input size
(dimensionally), thus, adding the input (x) is a problem. Therefore, it is important to add
an operation or a function (convolutional function) to the skip connection to process the
input so it can match the shape of f (x), as shown in Figure 3.
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Since the weight layer f (x) tends to be a zero function, then H(x) tends to be the identity
function, though the default function for such a network is the identity function.

Therefore, the definition of residual block can be updated to:

Y = H(x) = F (x, {wi}) + x (4)

Y = H(x) = F (x, {wi}) + wsx (5)

where X and Y are the input and the output vectors of the layer considered, respectively, wi
are the parameters within the CNN layer inside the dotted box, and ws are the configura-
tions (e.g., convolution operation) to change the input shape to be identical to the output
shape for the addition purpose. The dotted box refers to the residual block, while the solid
line, which carries the input (x) to the addition operator, is called the residual connection.

In a normal deep network, each layer is fed into the next layer, while in Res-Net, each
layer is fed into the next layer and is fed also to a further layer after some hops away, as
the skip connections combine both the input and the output using an identity mapping
operation where no additional parameters are needed.

In summary, the Res-Net skip connection allows adding feature maps between a layer
to other deeper layers of the network, which gives the network the ability to maintain
feature maps in deeper networks to improve the performance for deeper networks. Residual
U-Net is pictured in Figure 4. This addition of residual connections helped the basic U-Net
to tackle the problem of vanishing gradients, and it gives the ability to use a deeper U-Net
with more layers. From Figure 3b, we can denote the residual blocks as:

Y` = H(x) = h
(

x`
)
+F (x, {wi}) (6)

x`+1 = f
(

Y`
)

(7)

where Y` is the output of the layer after the residual block (the added output),
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R(X) refers to the residual mapping,
h(x`) is referred to as the identity map function after applying the convolution operation,
x`+1 is the input for the next layer, and
f (.) is the activation function.

Much research in the medical image field has adopted the Residual U-Net for seg-
mentation of breast cancer [38], brain structure mapping [39], and brain segmentation. In
particular, this architecture was applied mostly for brain tumors and stroke analysis and
segmentation, Zhang J et al. [40] have proposed Separable and Dilated Residual U-Net
(SDResU-Net) for segmenting brain tumors from MR images. Their proposed method has
captured more pixel-level details. Saeed Mu et al. [41] have used a hybrid DL model, which
is Residual Mobile U-Net (RMU-Net), by modifying the MobileNetV2 model by adding
residual blocks; this is further used as the encoder part in the U-Net model, while the
decoder remains as the regular U-Net decoder. Authors have achieved good results on the
BraTS (2018–2020) datasets for brain tumors. Other research that used Residual U-Net for
brain tumors are found in [42,43].

2.4. Attention U-Net

After the new trait from image processing, which is the attention mechanism that
focuses on a particular region within the image, which is the ROI, and ignores other areas
of the image, this mechanism was implemented in many DL networks. Introducing this
mechanism to the base U-Net architectures has produced the common new aspect, which is
Attention U-Net [44]. To understand the Attention U-Net structure, we will go through the
structure of the attention gate. An attention gate, in the context of segmenting images, is a
method to focus only on the relevant activation during the training phase. Although, the
major advantage is reducing the computational power consumption because it eliminates
the irrelevant activations, which helps the network achieve a better generalization too.

The typical structure of the attention gate is pictured in Figure 5a. Attention has two
types, hard attention and soft attention. Whereas hard attention focuses only on one region
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at a time and is non-differentiable, the soft attention is differentiable and easier to train
with backpropagation, moreover, it weights different parts of the image.
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From Figure 5a, let xl be the feature map of the layer (l), gi is the gating signal from
each pixel (i) to choose the region of interest, and αi is the attention coefficient (0< αi < 1),
which is used to neglect the irrelevant regions and features while exporting the features that
are relative to the targeted area. The final output (xout) is the element-wise multiplication
between the input and the attention coefficients, defined by:

xout = xl ·αi (8)

Here, αi are the multi-dimensional coefficients used to only focus on a subset of the
target image (cropped region), and it is given by:

αi = σ2

(
ψT
(

σ1

(
WT

x xl + WT
g gi + bg

))
+ bψ

)
(9)

where σ1 is the activation function (commonly ReLU), σ2 is the second activation function
(commonly sigmoid activation function), Wx, Wg, and ψ are linear transformations, basi-
cally 1 × 1 channel-wise convolutional operations, and bg and bψ are the biases terms for
both the gating signal and the input x.

Oktay et al. [44] have also introduced a grid-based attention mechanism. In this type
of attention mechanism, coefficients are more specific to a local region. In this type of
gating, the signal is not a global vector for all the image pixels, but it is a grid signal
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dependent on the image spatial information. Moreover, the gating signal can aggregate
features from multiple scales. The attention gate module parameters can be trained using
regular backpropagation without needing the sampling approaches used in hard attention.

The attention gate has been used frequently in encoder–decoder deep networks.
Especially in U-Net models, attention gates have been incorporated into U-Net to provide
localized classification information as well as to improve the sensitivity and leverage
the overall performance without performing significant computation, due to suppressing
the irrelevant background regions. These modules have been implemented before the
concatenation operation along with the skip connections between the compression path
and the expansive one, although merging was only performed for relevant activation before
up-sampling at the expansive path. This integration of these modules helps to down-weight
the gradients from the background regions through the backpropagation update, therefore,
the prior layers’ parameters are updated based on the spatial regions that are related to the
given task (e.g., brain tumor segmentation). Vaswani A et al. [45] have illustrated that an
attention gate uses a function by which it weights features’ maps corresponding to each
class, which leads to focus on specific objects within an image. The most common attention
type is the additive module, which provides more promising results in segmentation. The
Attention U-Net basic structure is pictured in Figure 5b.

In biomedical image segmentation, Attention U-Net has been used for segmenting
different body organs and diseases such as abdominal structure [46] and brain tissues
segmentation [47].

2.5. Dense U-Net

As other architectures discussed in this paper, Dense U-Net has evolved by merging
the successful networks together: Dense-Net [48] and the basic U-Net. The new modifica-
tion that has been added to the base U-Net is using dense blocks instead of the convolutions
at a regular layer. Dense-Net can reuse feature maps for improving the feature extraction
performance. In addition, using dense blocks improves the accuracy of feature extraction
and avoids re-using redundant features by comprising dense layers, residual layers, and
transition layers too. Since Dense-Net has been built upon the Res-Net, but with some
changes such that each layer receives the identity map from all the previous layers, where
all identity maps (skip connections) are aggregated into tensors through channel-wise
concatenation, here, Res-Net uses element-wise concatenation. This method promotes effi-
cient gradient propagation. In medical images, to improve the segmentation performance,
exploiting the features from different scales is required, for example, the low-level features
extracted from the first few layers contain good spatial information, but they contain more
noise and less semantic features. On the other hand, the high-level features have stronger
semantic features with lower perception details and poor spatial information. Therefore,
fusing dense blocks with different levels by using MFF block was proposed [49]. Dense-Net
uses the same concept of the identity connections as Res-Net, but with the difference that
each layer receives the feature maps from all the preceding layers. Equations below explain
the concept of dense blocks. The regular CNN output of the lth layer is given by:

xl = Hl
(

xl−1
)

(10)

where xl is the output of the lth layer, xl−1 is the output of the previous layer, and H(xl−1)
is a convolution followed by non-linear activation function (e.g., ReLU) for the lth layer.

In Res-Net, the input is added to the output through an identity matrix (skip connec-
tion), so the equation becomes:

xl = Hl
(

xl−1
)
+ xl−1 (11)
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However, Dense-Net uses dense blocks, which exploit the skip connection concept as
discussed above, where it uses all the preceding features maps in a feed forward scheme,
and the equation becomes:

xl = Hl
([

x0, x1, . . . , xl−1
])

(12)

Here, H(.) is defined as the composite function which has commonly sequential
operations such as, batch normalization (BN), non-linear function (ReLU), and convolu-
tional layer. The concatenation in dense blocks is channel-wise concatenation, as shown in
Figure 6.
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At any aggregation point, it will aggregate (k) feature maps by using a transition
function for each layer. k is also referred to as the growth rate of the network, and it is
responsible for the controlling of the contribution of information corresponding to each
layer to the whole network’s feature maps.

Transition functions are used between the dense blocks within a layer called the
transition layer, and this layer is responsible for the concatenating of feature maps. There
are two types of transitions (transition down, and transition up). Transition down contains
consecutive operations such as BN, ReLU, (1 × 1) convolution, and average pooling layer,
while the transition up contains 2 × 2 up-sampling. Dense U-Net is shown in Figure 7.
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Figure 7. Dense U-Net structure, dense blocks are implemented instead of U-Net normal convolutions.

Kolarik M et al. [30] have used 3D Dense U-Net for brain MRI super-resolution. An
attention gate was also introduced for Dense U-Net for breast mass segmentation in digital
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mammograms [50] and for brain lesion segmentation [51]. 3D Dense U-Net was also
proposed for segmenting brain tissues [52] and lesion and spine segmentation [53].

2.6. U-Net++

U-Net++ [54] is inspired by Dense-Net. The outfit scheme of this network involves an
intermediary grid block between the contracting and the expanding path and using dense
blocks and connections in between. These intermediary blocks help the network to transfer
more semantic segmentation between the regular paths as well as increase the accuracy
of segmentation. As is shown in Figure 8, every unit receives the feature maps from the
units at the same level, plus the up-sampled feature maps from the exact lower layer units.
Hence, units at the same level are all densely connected, furthermore, units at the lower
level are connected through skip connections towards the upper layer’s units. The idea
behind using the in-between densely connected convolutional blocks is that these blocks
ensure the semantic feature maps from the encoder are more similar to those at the decoder,
which will help the network optimizer to optimize the network more efficiently when
these feature maps are more similar semantically between the encoder and the decoder.
According to the original paper [54], the pathway of the skip connections among both paths
are arranged considering that xi,j is the output of the node, Xi,j and i,j are the indices of
the down-sampling layers at the encoder and the indices of the convolutional layer of the
dense block at the same level. The operation of aggregating the feature maps received at
each unit is given by:

xi,j =

 H
(
xi−1,j), j = 0

H
([[

xi,k
]j−1

k=0
,U
(
xi+1,j−1)]), j > 0

(13)
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Here, H(.) is referred to as the convolutional operation followed by the ReLU activation
function, U(.) is the up-sampling operation, which contains the up-convolution operations,
and [.] is the concatenation process. The first row of U-Net++ units (j = 0) receive their
dense inputs only from the preceding layer belonging to the encoder at the same level
(j = 0).

Meanwhile, the rest of the rows (e.g., j = 1) receive two inputs, first from the preceding
layers at the same level and second from the lower layer (j = 2) where this input is an
up-sampled output of the lower skip pathway.
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U-Net++ is also mainly used for medical image segmentation for different organs in
the body.

A. Hou et al. [55] have used it for brain tumor segmentation, and Micallef. N et al. [56,57]
have used this architecture for brain tumors too, and other applications such as liver
cancer [54,58].

2.7. U-Net 3+

U-Net 3+ is another variant of U-Net and is more similar to the U-Net++ architecture
with some minor changes in architecture structure [59] is shown in Figure 9. Dense
skip connections connect the contracting and expansive paths. U-Net 3+ benefits from
full-scale connections and deep supervision, with each decoder layer receiving signals
from the encoder and decoder. Deep supervision learns hierarchical representations from
feature maps, and a classification-guided module is added to address noisy background
information. Comparing to the U-Net++ model, U-Net 3+ reduces the parameters for
efficient computation. In addition, the authors of [59] have compared this network to U-Net
and U-Net++ on two datasets, the first one is for liver segmentation (ISBI LiTs 2017) and
another is for spleen segmentation (locally collected dataset). Their network outperformed
both other networks.
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2.8. Adversarial U-Net

Since Generative Adversarial Networks (GANs) have been introduced by Ian Goodfel-
low in 2014 [60], they have received big attention in later research. They were first used
to generate new data, by which two CNN networks are competing against each other so
both can learn and improve. The two major networks are called the generator (G) and
the discriminator (D), where (D) receives two inputs and it must classify whether this
input is real or fake (received from the generator) and the generator produces images from
noise input, which produce variations of images. The discriminator network is a standard
supervised learning type CNN, it produces the probability of an image being generated by
(G), and it tries to minimize the error when classifying fake images as real dataset images,
and this is where the generator outperforms the discriminator. To train the generator for
producing closer images to the real ones, we make the generator gradient function as a
function of the discriminator’s gradient function. In this way, the generator learns to adjust
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its weights according to the discriminator output. The adversarial concept came from the
fact that the generator is trying to deceive the discriminator and increase its error rate.

The generator learns the mapping from the random noise vector (z) and finally produce
the image (xg)

xg, G : z→ xg

where G is the generator and D is the discriminator.
The relationship between the generator and discriminator is given by:

minmaxV(D, G) = Ex∼Pdata(x)log D(x) +Ez∼Pz(z)log(1− D(G(z))) (14)

At the last phase of the network training, the discriminator will not differentiate the
real images from the fake ones (synthetic) generated by the generator. The new generated
images will be considered as artificial images, and they can be used for creating a new
dataset for a specific subject.

Since the images generated by GANs are randomized and difficult to assign labels,
conditional GANs [61] are introduced to tackle this problem. Conditional GANs take the
random noise vector (z) and observed images xi for a specific class ct to the generated
images xg, Gc: (z, xi)→xg. GANs are designed upon the discrepancy measurement between
the generated data and the real data. The objective function or the minmax relationship
among the generator and the discriminator is given by:

Lc(Gc, D) = Exi ,xg

[
log D(xi, xg

)
+Exi ,z[log(1− D( xi, Gc(xi, z )

)
)] (15)

where Gc tries to minimize the objective function while the discriminator D tries to maxi-
mize it (that is why it is called the minmax relationship). It is shortly denoted as:

G = argmin
Gc

max
D
Lc(Gc, D) (16)

Adversarial U-Net has both the basic architectures of a conditional GAN and the
basic U-Net, where the U-Net architecture is implemented in the generator, while the
discriminator remains the same network. The key term of using U-Net architecture in
the generator is to generate transformed images, where the generator input is no longer a
noise, but an image waiting to be transformed. The discriminator is trained manually on
transformed images, and it is responsible for evaluating the generator output. In summary,
the generator is trained to produce transformed images, in other words, it learns the
transformation required function to produce transformed images the same as the manual
human transformation process. Then, the transformation process is automated, and after
the training is done, the generator is used to do the work, in this way, faster transformation
is being done in a faster fashion than a physician manually converting the images. An
illustration of Adversarial U-Net where U-Net structure is used at the generator is pictured
in Figure 10.

Chen X et al. [62] have used Adversarial U-Nets for domain-free medical image
augmentation. U-Net also was used for both the generator and discriminator here.

Adversarial U-Net has been applied for various tasks regarding medical images, such
as image registration of brain structure [63], brain tumor detection [64], brain quantitative
susceptibility [65], and brain tumor segmentation [66].
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imize it (that is why it is called the minmax relationship). It is shortly denoted as: 𝐺 = arg minீ max ℒ(𝐺, 𝐷) (16)
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ual human transformation process. Then, the transformation process is automated, and 
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formation is being done in a faster fashion than a physician manually converting the im-
ages. An illustration of Adversarial U-Net where U-Net structure is used at the generator 
is pictured in Figure 10. 

 
Figure 10. Simplified schematic of the Adversarial U-Net structure. The generator network is
represented by basic U-Net architecture.

2.9. Other Well-Known Architectures Based on U-Net

In the preceding sections, we have discussed the most used variants of U-Net since its
invention, but there are many more architectures based on it. We will only mention some
other popular optimizations, which have been inspired by U-Net, used for medical images
segmentation, and many of these architectures were built upon each other or merged
to obtain the advantages from each other. Here are some of these architectures, Trans
U-Net [67], V-Net [68], Recurrent U-Net [69], Ensemble U-Net [70,71], Kiu-U-Net [72],
Attention Residual U-Net [73].

3. Materials and Methods
3.1. Loss Functions

Optimization methods do not involve architecture modeling only, but they also in-
clude loss functions and activation functions too. Loss functions are categorized into
different categories (e.g., distribution-based loss, region-based loss, boundary-based loss,
and compound loss).

3.1.1. Cross-Entropy Loss

Here, we are briefly demonstrating some commonly used loss functions used for
medical image segmentation. The most used loss function is cross-entropy loss [74], and it
is derived from Kullback–Leibler (KL) divergence to evaluate the variation (dissimilarity)
between two distributions. It is given by:

Lce = −∑N
i−1[gilog(pi) + (1− gi)log(1− pi)] (17)

where pi refers to the training result, gi refers to the ground truth, and N is the number
of pixels. Cross-entropy loss converges quickly because the gradient of the last layer is
not relevant to the activation function, where the difference is only related to the result
and the ground truth. Many researchers use cross-entropy loss, but using this loss is
preferable when the segmented target is not extremely different from the background.
However, region-based loss is more likely to be used when this type of loss aims to minimize
the mismatch or maximize the overlapping between the segmentation results and the
ground truth.

3.1.2. Dice Loss Function

Another widely used loss function is the Dice loss function, used for medical image
segmentation. It is extracted from the Sorensen–Dice coefficient [75], and it directly opti-
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mizes the mostly used metric for segmentation, which is the Dice coefficient. The Dice loss
is given by:

D =
2∑N

i pigi

∑N
i p2

i + ∑N
i g2

i
, ∈ [0, 1] (18)

Here, gi is the ground truth pixels (voxels if 3D segmentation task) and N is the number
of pixels. Since, in image segmentation networks, the last layer, which is mostly a SoftMax
layer, the output is a probability of each pixel belonging to foreground or background. In
addition, the Dice loss can be differentiated to produce the gradient:

∂D
∂pj

=
2|GT ∩ Pr|
|GT|+ |Pr| = 2

 gi

(
∑N

i p2
i + ∑N

i g2
i
)
− 2pi

(
∑N

i pigi

)
(

∑N
i p2

i + ∑N
i g2

i

)2

 (19)

The aim of Dice loss is to establish the right balance between the foreground (target)
and the background by tuning the weight matrices.

Another extension of Dice loss is the generalized Wasserstein Dice loss [76] used
for multi-class segmentation, which takes the advantages of the hierarchal structure of
complicated tissues.

3.1.3. IoU Loss

Intersection over union [77], or Jaccard loss, is identical to Dice loss and belongs to
the same category of region-based loss. It is derived from the Jaccard index, and it simply
measures the intersection between the segmentation results and the ground truth. It is
given by:

IoU =
|GT ∩ Pr|
|GT ∪ Pr| =

|GT ∩ Pr|
|GT|+ |Pr| − |GT ∩ Pr| =

∑N
i pigi

∑N
i p2

i + ∑N
i g2

i
,∈ [0, 1] (20)

GT is the ground truth. Pr is the output segmentation result.

3.1.4. Tversky Loss

This loss is also a region-based loss and is a modified Dice loss. It sets different weights
to the false negative (FN) and false positive (FP), whereas Dice loss uses the same weights
for the preceding terms. This makes Tversky loss suitable for the unbalanced datasets. The
Tversky loss formula is given by:

Tl =
|GT ∩ Pr|

|GT ∩ Pr|+ α|Pr\GT|+ β|GT\Pr| (21)

It is also formulated as:

T(α, β) =
∑N

i=1 picgic

∑N
i=1 picgic + α∑N

i=1 p
i
−
c
gic + β∑N

i=1 picg
i
−
c

(22)

where pic is the probability that pixel i is from class c, p
i
−
c

is the probability that pixel c is not
from the class c (for example, class c means tumor tissue), and same terminology applies
for gic and g

i
−
c

considering it is ground truth pixels. α and β are the hyperparameters, and
tuning these two parameters can shift the emphasis to better the recall when having class
imbalance [78].

3.1.5. Hausdorff Distance Loss

Finally, the boundary losses category aims to minimize the distance between both
the segmentation result and the ground truth [79]. It is used for extremely unbalanced
data, and the most used boundary loss function is Hausdorff distance loss, which tries to
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estimate the Hausdorff distance from the network output probability and aims to reduce it.
Hausdorff distance loss is given by:

LHD =
1
N ∑N

i=1

[
(pi − gi) ◦

(
d2

Gi + d2
pi

)]
(23)

where dGi and dpi are the distances of the ground truth and segmented result, respectively
and o is the Hadamard Product (entry-wise).

Lastly, compound loss functions are used by summing over various types of loss
functions to produce new mixed loss functions.

3.2. Evaluation Metrics

Choosing the right metric for evaluating any task in deep learning is vital because
specific metrics are used to evaluate different tasks. In this section, we will briefly present
the widely used metrics for medical image segmentation. Rather than elaborating about
the evaluation metrics used for different tasks that use deep learning for medical image
analysis, we will only focus on the metrics for segmentation.

3.2.1. Dice Coefficient

The first and the most common metric for validating medical volume segmentation
is called Dice-score coefficient (DSC) (or overlap index) [75]. This metric is defined by
Equation (24):

DICE =
2
∣∣Sg ∩ Sp

∣∣∣∣Sg
∣∣+ ∣∣Sp

∣∣ = 2TP
2TP + FP + FN

,∈ [0, 1] (24)

Sg and Sp are the segmented region of ground truth and the predicted segmentation
result, respectively. The value of DICE is “0” when there is no overlapping between the
resulting segmented area and the ground truth segmented area, and it is equal to “1”
when they are 100% overlapped. Since the confusion matrix calculates all the distribution
probabilities, many evaluation metrics are derived from the terminologies corresponding
to the confusion matrix, such as true positive (TP), true negative (TN), false positive (FP),
and false negative (FN).

3.2.2. Jaccard Index/Intersection over Union (IoU)

IoU [77] calculates overlapping area between the ground truth and the segmentation
result divided by their union. Therefore, it gives an idea about the similarity between both
regions. It is given by the formula:

JAC = IoU =

∣∣Sg ∩ Sp
∣∣∣∣Sg

∣∣+ ∣∣Sp
∣∣ = TP

TP + FP + FN
, ∈ [0, 1] (25)

From the equation above, we note that the difference between DICE and IoU is that
IoU is always greater than DICE, except at the peak {0,1} where they are equal. In addition,
the relation between both metrics is given by:

JAC = IoU =

∣∣Sg ∩ Sp
∣∣∣∣Sg

∣∣+ ∣∣Sp
∣∣ = 2

∣∣Sg ∩ Sp
∣∣

2
(∣∣Sg

∣∣+ ∣∣Sp
∣∣− ∣∣Sg ∩ Sp

∣∣ =
DICE

2− DICE
(26)

Similarly

DICE =
2JAC

1 + JAC
(27)

Which means that both metrics measure the same aspects and evaluate the system
ranking, hence, selecting one metric to evaluate the results is enough.
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3.2.3. Hausdorff Distance (HD)

It is one of the recent rising used metrics for evaluation of a segmentation task, however,
reducing the Hausdorff distance is the goal of segmentation because it is evidence of the
segmentation error. For two-point sets, X and Y, the distance from X to Y is defined as:

HD(X, Y) =
1
N ∑x∈X min

y∈Y
‖x− y‖ (28)

where N is the total number of observations (voxels or pixels).
Moreover, the average Hausdorff distance between X and Y is given by:

dAHD(X, Y) =
(

1
X ∑x∈X min

y∈Y
d(x, y) +

1
Y ∑y∈Y min

x∈X
d(x, y)

)
/2 (29)

Therefore, the average Hausdorff distance can be calculated as the mean of the directed
average from X to Y and from Y to X.

For the medical image segmentation, we assume that point set X, and point set Y are
the ground truth voxels and the segmentation result voxels, respectively. Therefore, the
HD can be calculated in millimeters or voxels, then Equation (29) can be written as:

HDavg =

(
G to S

G
+

S to G
s

)
/2 (30)

where G to S is the directed average HD from the ground truth to the segmentation result,
and vice versa for the term S to G, where G and S are the voxels of the ground truth and
the segmentation result, respectively. HD is sensitive to outliers.

3.2.4. Sensitivity and Specificity

Also called true positive rate (TPR) or recall, this metric measures the positive pixels
fraction in the ground truth, which also are predicted as positive in the segmented result.
Similarly, true negative rate (TNR) or specificity gauges the negative pixels (background)
that are identified as negative pixels from the ground truth and the segmentation result.
These two metrics are both valuable because of their sensitivity to the segment sizes,
which make them suitable for segmenting small size regions (e.g., retina vessels) because
they penalize the small segments [80]. We demonstrate the formula of sensitivity, and
specificity as:

Recall = Sensitivity = TPR =
TP

TP + FN
(31)

Speci f icity = TNR =
TN

TN + FP
(32)

The preceding metrics are the major metrics used for medical image segmentation, and
there are other evaluation metrics, but they less common, which are highlighted in [81,82].

3.3. Comparison and Analysis

After reviewing the major deep learning architectures, we provide an analytical per-
spective of the performance of these DL models against brain tumor segmentation. Table 1
shows the performance of models based on U-Net against brain tumor segmentation. We
have covered the discussed models above in this table that were applied for the BraTS-
2020 [83] challenge to be more precise about the evaluation against a standard unified
dataset such as BraTS. In general, it was found from the literature that evaluating deep
learning models for medical image segmentation requires all the numerous configurations
related to deep learning (e.g., optimizer, loss function, hyperparameters, etc.) to be fixed.
Table 1 shows comparatively slight changes corresponding to the Dice score metric. [84]
have demonstrated that a simple U-Net can outperform more complex model such as the
adversarial-based U-Net architectures for segmentation if the model network is optimized
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and well-tuned. For instance, the same base Attention U-Net variant has shown a compara-
tive difference in DSC, whereas [85], in their model, have shown low DSC values compared
to [86], which have used the same model architecture with slight changes.

Table 1. A comparative analysis of main variants of U-Net architecture for brain tumor segmentation.

Ref. Model DSC

ET WT TC

[87] Modified U-Net 0.7412 0.8988 0.8086
[88] HI-Net 0.741 0.906 0.842
[89] Vox-to-vox 0.75 0.892 0.791
[41] Residual Mobile U-Net 0.832 0.913 0.881

[84]
nnU-Net architecture with
augmentation
and modification

0.82 0.889 0.85

[90] Dense U-Net 0.791 0.891 0.847
[91] Attention 3D U-Net 0.78 0.92 0.87
[92] Residual U-Net 0.82 0.86 0.84

[93] Inception Residual Dense
Nested U-Net 0.819 0.88 0.876

[94] Cascaded 3D Dense U-Net 0.78 0.901 0.83
[95] Trans U-Net (TransBTS) 0.787 0.909 0.817
[68] Deep V-Net 0.689 0.861 0.779

4. Experimental Results

We have conducted experimental work by using mainly four U-Net architectures.
Our experimental work uses the MICCAI BraTS 2020 challenge dataset, which includes
369 examples for training, whereas the validation dataset contains 125 samples.

Experimental Training Layout

The training dataset was split into 80% for training (295 MRIs) and 20% for validation
(74 MRIs), where the 4 modalities were used to generate the 4-channel volume. The labels
provided by the dataset (ET, NET-NCR, ED) were converted into 3-channel volume and
labeled as enhanced tumor (ET), tumor core (TC), and whole tumor (WT). The generic flow
of pre-processing was followed in our experiments using the Medical Open Network for
Artificial Intelligence (MONAI) framework, where all MRIs are cropped to a smaller size to
minimize the computation’s need, and the output volume has (128 × 128 × 128) dimensions.

It was found that after epoch 200, the Dice score did not improve, so we considered it
as the main number of epochs.

Our results were evaluated on the challenge validation dataset using the submission
portal (https://ipp.cbica.upenn.edu/) accessed on 15 December 2022. The experimental
setup and configurations are as follows:

Ubuntu 20.04, NVIDIA RTX A6000 48GB memory and 197 GB of RAM, where the
software used are python 3.9 and cuda 11.3.

We have used the same hyperparameters for all used models. The U-Net architectures
used are:

• 3D U-Net: This architecture consists of four levels of convolutions in both the encoder
and decoder. It was proposed in [96].

• Modified 3D U-Net: follows the same attributes as the previous model, but an extra
level is added, so the encoder–decoder network uses five levels of convolutions.

• Attention U-Net: [44] similar to the 3D U-Net model as the main architecture, but
attention gates are used as shown in Figure 6 at the decoder side.

• R2 Attention U-Net: Recurrent Residual Attention U-Net was proposed in [97], which
adds the recurrent and residual blocks to the first 3D model.

The main hyperparameters and attributes used are included in Table 2.

https://ipp.cbica.upenn.edu/
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Table 2. Hyperparameters and configurations used for experimented models.

Activation Function Leaky-ReLU

Epochs 200
Loss function Dice loss

Optimizer Adam

The segmentation results achieved for the 4 models are shown in Table 3, where the
time needed for training on the 80% of training dataset (295) sample is determined for 200
epochs, and the time needed for 1 sample is listed too.

Table 3. Segmentation results on the BraTS 2020 validation dataset for the four experimented models.

Model
DSC HD95% Parameters Time

ET WT TC ET WT TC

3D U-Net [96] 0.779 0.881 0.827 27.23 7.788 8.278 23 M 6 h (1.2 s/sample)
Modified U-Net 0.781 0.905 0.807 26.607 5.785 18.545 26 M 10 h (3.8 s/sample)

Attention U-Net [44] 0.778 0.878 0.827 26.662 7.794 8.305 23.2 M 6.2 h (1.7 s/sample)
R2 Attention U-Net [97] 0.7426 0.8784 0.7993 36.653 9.228 9.95 22 M 5.8 h (0.8 s/sample)

Our experimental work showed slight changes in Dice score and Hausdorff distance,
however, time needed for training and the number of parameters used for these models are
different. A demonstration of the visual results of the validation dataset achieved by the
four experimented models is pictured in Figure 11, where the numerical results included
have been evaluated through the challenge portal. It was found that a bad segmentation
performance is correlated to the absence of one or two labels in the validation dataset.
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5. Discussion

The original approach to medical image segmentation, in general, and brain tumor
segmentation, in particular, is heading towards optimization in terms of different aspects of
deep learning, where model architecture is one of these aspects. More complex models were
found to be not efficient in general [84], for instance, the adversarial segmentation approach
requires more computational power because instead of one network, two networks are
used for training, although the performance is still within the same range as simpler models.
Eventually, it becomes clear from Tables 1 and 3 that U-Net-based models provide state-of-
the-art results with slight differences, therefore, other optimization approaches are used
as extensions for such models, and such optimizations are represented by using different
optimizers and loss functions.

The optimization methods that were added after U-Net have exploited the high-level
design and produced even more accurate results and maintained better performance. The
interesting thing about U-Net is that it can be used for a wide spectrum of applications
because of the ability for tuning and adjusting according to different applications. More-
over, the modular nature of this architecture allows it to be able to improve, and this is
what we have seen from incorporating different architectures with it and novel optimiza-
tion methods, which increased its robustness. We have mainly focused on brain MRI
segmentation. Recently, U-Net and its robust models have become available and are easy
to implement through different programing frameworks as packages, for example, keras-
unet-collection, which contain the base U-Net architecture and a few other architectures
(ResU-Net, Attention U-Net, U-Net 3+, U-Net++, 3D U-Net, etc.).

Fine tuning the network architecture along with other parameters (loss functions,
optimizers, normalization layers, and other blocks) aims to optimize network perfor-
mance. For instance, DeepLab is a segmentation model that involves atrous spatial pyra-
mid pooling (ASPP) [98] to allow the network to extract contextual features at different
scales without increasing the number of parameters, which minimizes the computations.
Moreover, ensemble models are widely used to combine the benefits and improve the
overall performance.

5.1. Limitations of this Research

U-Net-based models have a complex architecture and require a large number of
computational resources, which can make them difficult to implement using normal ma-
chines. In addition, training such networks, especially the generative-based models, is a
time-consuming task [99].

Due to the high-dimensional nature of medical images, U-Net-based models may be
prone to overfitting, particularly when training on small datasets. This can lead to poor
generalization performance on new unseen data.

In summary, U-Net-based models for brain tumor segmentation are affected by limita-
tions in data availability, class imbalance, and generalization. However, these limitations
can be addressed by using advanced techniques such as data augmentation [100], regular-
ization [101], and ensemble methods and using more sophisticated architectures [96].

5.2. Challenges

The existence of small labeled medical datasets for training is one of the common
important challenges for most deep learning models, but some optimized tools were used,
such as exploiting the 3D volumetric data, since they have redundant information. Another
solution was proposed in the U-Net-based paper [25] by applying random deformation to
generate new samples.

Another way to increase the dataset size is by using generative learning methods such
as GANs for synthesizing new annotated medical data [102].

Ultimately, one of the most vital challenges is the curious behavior of deep learning
models, because the internal structure of deep networks is complicated and still usually
empirically adjusted, such as tuning the hyperparameters and selecting suitable activation
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functions, loss functions, and number of hidden layers. In addition, due to these challenges
deep learning is still facing, less dependency and accountability can be applied for large-
scale real-world medical field applications since these applications are critical and not
amenable for errors [103]. To leverage the benefits of deep learning in medical image
segmentation, new methodology consists of combining the advantages of model-driven
techniques, architectures, and categories of learning (supervised and un-supervised) to
produce hybrid and optimized methods. Despite all the challenges and limitations, deep
learning is still developing and being optimized in the medical field and is expected to be
irreplaceable in the future.

6. Conclusions

In this paper, we have provided a close-up overview of the extraordinary deep learning
architecture “U-Net” and its top variants used for brain tumor segmentation. The signifi-
cance of having an optimal deep learning model lies in the need for an accurate method
of segmentation for medical data. Most recent research is based on U-Net models rather
than other deep learning models. Therefore, we have provided a quantitative comparison
between multiple U-Net models found in the literature and another experimental compar-
ison to understand which models perform better than others. We discussed limitations
and challenges associated with using U-Net-based models for brain MRI segmentation for
future scope research. To overcome these challenges, future research should focus on devel-
oping advanced techniques such as data augmentation, regularization, ensemble methods,
and more sophisticated architectures and interpretable models. Eventually, deep learning
will not replace radiologists, instead, it will aid them in diagnostics, and a combination
of radiologists and deep learning models will improve the performance and accuracy in
medical field applications.
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