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1. Machine Learning/ Deep Learning for Dental Disease Detection

Currently, there is a growing interest in applying Artificial Intelligent (AI) strate-
gies and image processing for medical image classification, detection, segmentation, and
analysis. Generally, many dental applications and different modalities are used in dental
imaging [1]. Some researchers design applications for specific types of dental diseases,
while others focus on distinguishing and recognizing different variables, such as distin-
guishing the teeth from other tissues.

1.1. Caries Targeted Studies

Early detection of dental caries (a.k.a cavity) can prevent tooth damage and save
expensive healthcare costs. Thus, an effective modality for the early detection of dental
caries is a crucial subject in dental research [2]. From 2015 to 2024, twenty four studies were
conducted on dental caries.

The early method by Ali et al. in [3] aimed to analyze dental x-ray images and classify
them into normal or decayed teeth. They proposed a system for the detection and classifi-
cation of dental caries in X-ray images using a deep NN by utilizing two different classifier:
softmax and stacked sparse auto-encoder [4].

Other methods improved the detection of the cavities based on training using a large
amount of data. Using a large amount of data, Srivastava et al. [5] developed a fully deep
CNN [6] that utilizes 100+ layers to detect caries on bitewing radiographs. Cantu et al. [7]
aimed to apply deep U-net to detect caries lesions of different radiographic extension
on bitewings. In work of Lee et al. [8], a deep CNN algorithms were evaluated for AI
effectiveness in detecting dental caries on periapical radiographs. Sonavane et al. [9] ex-
ploblack using a Convolutional Neural Network (CNN) for classifying dental cavities. It
demonstrated how CNNs improved accuracy and efficiency in identifying different types
of cavities, highlighting potential advancements in dental diagnostics through automated
image analysis. This study utilized visual images of teeth and applied a deep convolutional
neural network (CNN) to classify them as caries or non-caries. Using images from a Kaggle
dataset, the model achieved an accuracy of 71.43%. Bui et al. [10] described a method that
improved caries detection on dental panoramic radiographs using deep fusion feature
extraction. By integrating multiple deep learning techniques, the approach enhanced ac-
curacy in identifying dental caries, providing a more reliable diagnostic tool for dental
professionals. The paper addressed the widespread issue of caries affecting billions globally
and noted the limitations in existing detection methods. It proposed a computer-aided
diagnosis method to detect caries using dental radiographs. The approach involved two
main processes: feature extraction and classification. In the feature extraction phase, a 2D
tooth image was used to extract deep activated and geometric features. These were com-
bined into a fusion feature set. This set was then tested with various classification models,
including SVM, KNN, decision tree, Naïve Bayes, and random forest, to find the best fit.
Ding et al. [11] used oral photographs taken with mobile phones from 570 patients to create
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three datasets: augmented images (n=3,990), enhanced images (n=3,990), and a combina-
tion of both (n=7,980). An independent test set was composed of images from another
70 patients. The YOLOv3 network was employed for transfer learning to model the data.
Diagnostic precision, recall, F1-score, and mean average precision (mAP) were calculated
to evaluate the detection and diagnostic performance of the YOLOv3 algorithm. Zheng et
al. [12] proposed study that included 844 radiographs, with 717 (85%) used for training
and 127 (15%) for testing three convolutional neural networks (CNNs): VGG19, Inception
V3, and ResNet18. The performance metrics—accuracy, precision, sensitivity, specificity,
and area under the receiver operating characteristic curve (AUC)—were evaluated and
compablack. The best-performing CNN model was integrated with clinical parameters to
assess if a multi-modal CNN could enhance performance. The Gradient-weighted Class
Activation Mapping (Grad-CAM) technique was used to identify the most important image
features for the CNNs.

Earlier, Zhang, et al. [13] developed and examined a deep learning system using a CNN
or ConvNet for the detection of dental caries using oral photos. The ConvNet algorithm was
designed by optimizing the Single Shot MultiBox Detector(SSD) [14] in order to improve
cavity detection. Lee et al. [15] exploblack the use of deep learning for early detection of
dental caries in bitewing radiographs. It highlighted how advanced algorithms improve the
accuracy and efficiency of identifying early-stage cavities, potentially enhancing diagnostic
capabilities in dental care. In this study, researchers developed a CNN model using a U-
shaped deep CNN (U-Net) for caries detection on bitewing radiographs and investigated its
impact on improving clinicians’ performance. The study complied with ethical regulations.
A total of 304 bitewing radiographs were used to train the CNN model, and 50 radiographs
were used for performance evaluation.

Several other researchers applied transfer learning or a pre-trained model on lower
amounts of data. Prajapati et al. [16] and Haghanifar et al. [17] experimented with the
performance of CNN for diagnosis by employing transfer learning to classify dental caries.
Conversely, some methods combined different models for having hybrid model to improve
the detection of cavities. Hatvani et al. [18] combined two CNN architectures, a subpixel
network [19] and U-net [20], to detect cavities. Whereas Zhang et al. [21] used Faster
R-CNN [22] and R-FCN [23] to detect cavities.

Others utilized different tools and techniques on top of the deep learning model to
improve the detection of cavities. Karhade et al. [24] developed and evaluated an automated
machine learning algorithm (AutoML) [25], using Google Cloud for children’s classification
according to early childhood caries. Whereas Choi et al. in [26] used a preprocessing step
(i.e., horizontal alignment of pictublack teeth) followed by a fully convolutional network
model with Naïve classifier [27] to detect caries in periapical images. Zanella et al. [28]
constructed a DenseNet [29] with socioeconomic factors [30] to develop a computer-aided
diagnosis tool to detect caries in teeth. Where Moran et al. in their early work [31] embedded
the image processing tools as a preprocessing step to improve the accuracy of their deep
learning model.

The back-propagation in NNs [32], sometime called it (backpropagation NN), shows
promising results in classifying the tooth surface as normal or having dental caries [33].
Later, there has been an increase in the number of studies that have used the (U-Net) in
the detection and segmentation of caries as proposed by Lee et al. [15] and Lian et al. [34].
In addition, due to the increasing use of Near-Infrablack Transillumination images (TI) in
the detection of caries by dentists, further research has been requiblack in applied deep
learning in this type of radiography. Casalegno et al. [35] and Schwendicke et al. [36]
applied CNN with different backbones to detect and localize dental lesions automatically
based on TI images. In another study, kuhnisch et al. [37] used oral photographs to detect
and categorize the cavities. The images were classified as caries-free, non-cavitated caries
lesions, or caries-related cavitation. For cyclic training and repeated evaluation of the AI
methods, each expert diagnosis served as a reference standard.
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Day et al. [38] provided a framework to segment dental caries for the Dental Caries
Detection Network (DCDNet). DCDNet is characterized by a Multi-Pblackicted Output
(MPO) structure at its conclusion. In this regard, it differs from other segmentation archi-
tectures. Where, Zhang et al. [39] carried out the experiment by combining the adult data
with the children’s data to demonstrate that, despite significantly increasing the number of
children’s dental datasets, the adult dataset did not enhance the experimental effects of the
children’s dental dataset. Earlier this year, Esmaeilyfard et al. [40] examined the accuracy of
deep learning algorithms in diagnosing tooth caries and classifying the extent and location
of dental caries in CBCT images. Currently, this is the first study to evaluate the application
of deep learning to CBCT images for detecting dental caries. For identifying both primary
and secondary caries lesions, Chaves et al. [41] developed a CNN-based automated system
using a mask RCNN model. With the support of the Swin Transformer backbone, the study
used the Mask-RCNN architecture for segmentation, for instance. The model was trained
by ten-fold cross-validation following data augmentation.

Other aim to aid the treatment procedures, Bouchahma et al. [42] intended to detect
cavities to help the dentist make decisions. They suggested appropriate treatment plans
using automatic treatment pblackiction and classification of treatments based on the stage
of the cavity.

1.2. Teeth Targeted Studies
1.2.1. Teeth Segmentation

Teeth detection has been a research subject for at least the last two decades, mainly
relying on threshold and region-based, and machine learning methods [43]. This paper
explores the progress made through machine/deep learning methods in segmenting teeth.
The segmentation of teeth from different radiography images has been investigated in
sixteen studies.

Jader et al.[44] describe the first method of segmenting and recognizing teeth from
panoramic X-ray images through a Mask region-based CNN(R-CNN) that employs the
addition of a branch for object mask prediction in parallel with the existing branch for
class labeling and bounding box recognition [45]. The work of [46] presents a novel 3D
dental model segmentation approach via deep CNNs. Later, Tian et al. [47] proposed
an automated hierarchical teeth segmentation and classification method from 3D dental
images based on the sparse voxel OCTREE, conditional random field CRF model, and 3D
CNN named O-cnn [48]. Results from the experiment demonstrate high accuracy with
potential applications in computer-assisted orthodontic treatment diagnosis. Additionally,
Zhu et al. [49] developed an automatic teeth detection and segmentation method based
on Mask R-CNN. They tested their method on 100 collected images taken from a hospital,
and the results demonstrate that the method successfully distinguishes between complex,
crowded tooth structures. Additionally, Lee et al. in their work [50] attempt to evaluate the
performance of a fully(R-CNN) method for automated tooth segmentation using individual
annotated panoramic X-ray images.

To avoid ambiguous labeling of other teeth, Sun et al. in [51] presented a novel feature
steered graph convolutional neural network (FeaStNet) [52] to segment and identify indi-
vidual teeth from digital dental casts. In order to achieve that, the framework constrains its
segmentation and labeling based on the crown shape distribution and concave contours.
The proposed method combines the tooth-gingiva and inter-tooth segmentation, rather
than carrying them out in separate phases. The accuracy of the proposed method is superior
to other DL-based dental segmentation methods: PointNet [53], OCTREE-based CNN [48],
and the two-phase cast segmentation methods.

Zhao et al. utilized attention networks in [54]. They introduce a Two-Stage Attention
Segmentation Network (TSAS-Net) for the tooth localization and segmentation task from
publicly available panoramic X-ray images dataset [55]. On the other hand, Cui et al. [56]
used Generative Adversarial Networks (GAN) [57] to segmenting teeth using compre-
hensive semantic information. They presented a deep segmentation network based on an
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automatic pixel-level tooth segmentation method (ToothPix) based on the conditional-GAN
(CGAN) structure. This technique helps to utilize comprehensive semantic information for
tooth segmentation from the LNDb dataset [55]. The experimental results showed that the
ToothPix method outperformed state-of-the-art methods such as Mask R-CNN and Pix2pix
on the LNDb dental dataset. Additionally, Chung et al. [58] proposed a CNN for pixel-wise
labeling to exploit an instance segmentation framework that is robust to metal artifacts
from 3D cone beam computed tomography (CBCT) images.

Zheng et al. [59] proposed a novel anatomically constrained dense U-Net [20] for the
integration of oral-anatomical knowledge with data-driven dense U-Nets. They aim to
enable automated capability for CBCT segmentation and lesion detection.

Additionally, combining different CNN models yields significant results in the seg-
mentation of teeth. Leite et al. [60] provide a methodology that aims to assess whether a new
AI-based tool is capable of detecting and segmenting teeth from panoramic radiographs.
They combined DeepLab-v3 [61] architecture with a pretrained ResNet-101 [62] to detect
the teeth and fine-tune the segmentation map of the detector. Chandrashekar et al. [63]
describes a new technique for integrating tooth segmentation and identification models
that were independently created from panoramic radiographs in order to enhance collabo-
rative learning. By using this collaborative method, segmented teeth can be identified and
numbered in order to achieve enhanced results.

Fothermore, combining with level set give promising results in segmentation of teeth.
Yang et al. in their work [64] applied deep CNNs and level sets to segment the teeth from
CBCT images. Later, Xie et al. [65] in their study, a deep learning method was employed to
detect the location and size of each tooth, followed by a method for generating prior ellipses
from the boundary boxes detected. Based on the signed distance between each point and
the prior edge, the restriction term limits the evolution of level set functions. During the
evolution of level set functions, these distances serve as prior weights. A variational model
is then applied to separate the joint points of teeth using the curvature direction. Recently,

Rubiu et al. [66] in their research, a module was trained utilizing the Mask Region-
based Convolutional Neural Network (Mask-RCNN) architecture. A 1000 panoramic dental
radiographs from the Tuft dental database served as the source of the training, validation,
and testing data. With a Dice index of 0.87, they had a high detection accuracy on the test set
(98.4%). Marginean et al. [67] proposed a model called CariSeg that trains based on different
deep learning models. Using U-Net technology, the area of interest, the teeth, and the
radiograph is segmented and cropped around the area of interest. In the next component,
carious lesions are segmented using three architectures: U-Net, Feature Pyramid Network,
and DeeplabV3.

1.2.2. Tooth Classification

This section contains the tooth classification methods that classify the type of teeth,
the problem affecting the teeth, or the condition. Other classification studies focusing on
solving other dental fields are distributed in other sections. The classification of tooth types
was carried out in seven studies between 2012 and 2023. Where tow study proposed to
classified different teeth problems. In addition, there are two other studies that aimed to
classified the conditions of teeth.

Imangaliyev et al. [68] presents an automated dental red auto-fluorescence plaque
image classification model based on the application of CNN to Quantitative Light-induced
Fluorescence (QLF) images. Miki et al. [69], introduce an application of a deep CNN for
classifying tooth types to dental CBCT images. They adapted AlexNet’s network archi-
tecture [70,71], which consists of five convolution layers, three pooling layers, and two
full connection layers, from the Caffe framework [72]. To reduce the effects of overfitting,
they applied augmentation techniques to the data including: rotating the images and
transforming their intensities. Additionally, Yauney et al. [73] reported two CNN classifiers
trained with dentist annotations of disease signatures and fluorescent porphyrin biomarker
images to identify dental plaque in white light images as a per-pixel binary classification
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task. Oktay et al. [74] presents a method for detecting teeth in dental panoramic X-ray
images with CNN using AlexNet architecture [71] where multi-class classification is per-
formed. Recently, Chen et al. [75] classified posterior teeth into eight classes based on
(CNN)-based occlusal surface morphology analysis. In order to improve classification per-
formance, image augmentations and deep convolutional generative adversarial networks
(DCGANs) [76] were applied to each subnetwork.

Recently, Yilmaz et al. [77] applied a comparative analysis of the YOLO-V4 method
and the Faster R-CNN method in dental panoramic radiography to determine which is
more successful in terms of accuracy, time, and detection ability. Their experiments showed
that the YOLO-V4 method was superior to the Faster R-CNN method in terms of accuracy
of classification teeth.

Tow study classified teeth problems. Muresanet al. [78] presented a novel teeth de-
tection and dental problem classification approach using panoramic dental radiography.
The model can highlight 14 different problems that can affect teeth. They applied an Ef-
ficient Residual Factorized Convolutional Network (ERFNet) [79] for teeth segmentation
and dental problem classification. Almalki et al. [80] develop an automated tool that can
diagnose and classify dental abnormalities, based on dental panoramic X-ray images, using
the YOLOv3 deep learning model.

There are two studies that classified the conditions of teeth. Bacsaran et al. [81]
evaluated the DL system’s ability to identify 10 different dental situations encountered
on the panoramic radiographs. The faster R-CNN method [22] and GoogleNet Inception
v2 architecture [82] implemented with the TensorFlow library [83] were used for model
development.

Muramatsu et al. [84] incorporated two tasks (detecting tooth types and conditions) by
utilizing a fourfold cross-validation object detection network to classify teeth into four tooth
types, including incisors, canines, premolars, and molars, as well as three tooth conditions
using a classification network that included nonmetal, restored, partially restored, and
completely restored teeth. Vinayahalingam et al. [85] in their study, used deep-learning
algorithms to assess the accuracy of classifying dental caries on panoramic radiographs. In
order to classify carious lesions in mandibular and maxillary third molars based on CNN,
MobileNetV2 model was trained on 400 cropped panoramic images.

1.2.3. Detection Of Prostheses and Restorations

Dental Prostheses are dental appliances that a dentist can use to replace or restore a
missing tooth or missing parts of tooth structure, or structures that need to be removed to
prevent decay. These various prostheses include fillings, crowns and bridges, all of which
may cause pain in the future. There have been four studies conducted to detect different
types of crowns and dental materials.

Karatas et al. in their study [86] examined the success of DL-based CNNs in detecting
and differentiating different types of filled teeth: amalgam, composite resin, and metal-
ceramic. They applied ResNet-34 architecture [87], a pre-trained module in ImageNet,
using two different dental radiography images: bitewing and periapical.

There are also different types of crowns based on the material used to construct them.
Takahashi et al. [88] develop a method for recognizing dental prostheses and restorations of
teeth using deep learning on oral, photographic images. They applied Only Look Once
version 3 (YOLOv3) [89] with TensorFlow and Keras libraries to recognize the 11 dental
prostheses and restoration types.

Recently, in Panoramic dental images, Imak et al. [90] proposed a novel approach to
detect dental materials such as fillings, crowns, and bridges. They employed a faster R-
CNN to determine the exact location of the tooth region, followed by a Graph cut (GC) [91]
to segment the tooth region. The suggested strategy is simple but efficient. Across all
classification techniques, the suggested strategy has an average accuracy of about 90%.
Oztekin et al. [92] developed a deep learning-based method for automatically detecting and
classifying amalgam and composite fillings in panoramic images based on U-Nets with
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various backbones. Among the various ResNet and ResNext backbones evaluated, the
ResNext50 model achieved the highest levels of pixel accuracy and intersection over union
(IoU).

1.2.4. Teeth Numbering And Missing Teeth

An important part of a dentist’s diagnostic process is the evaluation of dental radio-
graphs. The detection and numbering of teeth is part of the interpretation process carried
out by a dental expert. Dental implant placement requires the detection of missing teeth
regions. There have been nine studies conducted for teeth numbering and detecting missing
teeth.

Raith et al. [93] showed that ANNs can be developed to classify dental cusps with
sufficient accuracy. In order to generate range image data, 3D surface scans of dental cast
representing natural full dental arches were transformed into 3D surface scans. By utilizing
an automated algorithm, these data have been processed to identify candidates for tooth
cusps based on salient geometrical characteristics. A trained ANN was developed based on
the classification of these candidates using common dental terminology. For the first time,
this research presents an automated method for classifying teeth that were demonstrated
to work with sufficient precision to be applied in clinical practice.

Tuzoff’s et al. [94] proposed a novel solution based on CNNs to perform panoramic
radiographs automatically. Based on the state-of-the-art Faster R-CNN architecture, the
model incorporated the classical VGG-16 CNN [95] together with Heuristic Algorithms
(HA) [74,96] to improve results according to the rules of tooth arrangement. On the other
hand, Chen et al. [97] worked on dental periapical films. For detection and numbering of
teeth, they developed faster regions with CNN features (faster R-CNN) in the TensorFlow
software package. As a complement to the baseline faster R-CNN, they offered three post-
processing techniques to improve detection precision based on prior domain knowledge.
To eliminate overlapping boxes detected by faster R-CNN associated with the same tooth,
a filtering algorithm was first constructed. To detect missing teeth, a neural network model
was implemented. Last but not least, a rule-based module based on a tooth numbering
system was proposed to modify detected results whose labels violate certain intuitive rules
by matching the labels of detected teeth boxes.

Some researchers used combined methods to improve their results. Kim et al. [98]
presented a new hybrid approach and combined a regional CNN, with a Single Shot
Multibox Detector(SSD) and Heuristics Algorithm (HA) [74,96,99]. In this way single teeth
and implants can be detected and numbered in a Dental Panoramic X-ray image with only
dental fixtures. This approach is extremely useful for providing statistical information and
identifying individuals, as well as for separating the images of individual teeth that are used
to develop artificial intelligence algorithms based on panoramic X-ray image. Similarly,
Lin et al. [100] developed a two-phase panoramic X-ray image recognition and classification
method by combining data augmentation and preprocessing methods with advanced deep
learning techniques to assist dentists in diagnosis. This method began with the automatic
classification of tooth position and number from panoramic X-ray tooth images as one of
32 tooth positions. In the second phase, dental conditions were automatically identified
from a set of dental conditions specified.

Kilic et al. [101] evaluated DL approach to detect and number deciduous teeth on
panoramic radiographs of children using an automated approach. In order to detect and
number deciduous teeth displayed on pediatric panoramic radiographs, algorithms were
developed using Faster R-CNN Inception v2 models [102].

Recently, Park et al. [103] proposed a hybrid automated method consisting of two
models: segmentation and detection. The method uses panoramic radiographic images
to detect regions where teeth are missing. In panoramic radiographic images containing
obstacles, such as dental appliances or restorations, segmentation of teeth is necessary in
order to detect a missing tooth region accurately. Following the segmentation of teeth,
teeth masks were generated based on the segmentation model. In addition, a detection
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model was used to determine the areas of missing teeth using the teeth masks as input.
In addition, a detection model is used to identify how many and where the missing teeth
are located within the panoramic radiographic image. In [104], CNNs were used to detect
and classify permanent teeth on orthopantomogram images (OPGs). In order to automate
tooth detection and classification, a three-step procedure was developed using CNNs. To
begin with, in preliminary segmentation of panoramic images, U-Net performed regions
of interest (ROI) detection. Furthermore, each tooth within the ROI determined by the
U-Net was identified through the use of the Faster R-CNN. As a third step, the VGG-
16 architecture [95] allocated a number to each tooth based on its classification into 32
categories.

Furthermore, Algorithms based on heuristics could improve the accuracy of deep
learning algorithms in teeth numbering. karaoglu et al. [105] in this study, panoramic dental
radiographs were examined to determine the numbering performance of Mask R-CNN
and the heuristic algorithm-based method. In the experiment, there was an improvement
of more than 4% in the learning-based algorithm. Recently, Ayhan et al. [106] based on an
improved YOLOv7 model, the study automatically detected and numbered teeth in digital
bitewing radiographs obtained from patients. The YOLOv7 algorithm was improved in
terms of loss function, backbone network, and activation function. Thus, the model has
achieved an improved level of detection accuracy as well as an accelerated rate of detection.

To summarize, Faster R-CNN is the most popular network to improve results in
detecting teeth and teeth numbering due to its selective search region proposal generation
algorithm.

1.2.5. Detection of Dental Implants

The application of deep learning offers promising performance in computer vision
tasks, and is especially suitable for the analysis and recognition of dental images in dental
implants [107]. The detection of dental implants has been the subject of eight papers in this
systematic review.

Using dental radiographic images collected from three dental hospitals, Lee et al. [108]
demonstrated the effectiveness of the automated deep CNN, evaluated for the classification
of dental implant systems (DISs). A deep CNN automated system demonstrated better
accuracy than most of the dental professionals participating in the study. In order to
categorize DISs based on dental radiographic images, the automated deep CNN can assist
clinical dental practitioners.

Learner et al. [109] presented a retrospective clinical study that utilized a full digital
protocol utilizing machine learning to produce implant-supported monolithic zirconia
crowns (MZCs) cemented on hybrid abutments. A computer-aided design (CAD) program
was used to create the individual abutment and temporary crown as part of the study
protocol.

When diagnosing and treating patients or responding to complications, appropriate
diagnosis and treatment are necessary. Periapical radiographs are essential for correctly
classifying implant fixture systems in the absence of detailed medical records. Kim et
al. [110] investigated whether deep NN and Transfer Learning (TL) modules can recognize
four different implant types on intraoral radiographs. In order to determine the optimal
pre-trained network architecture, SqueezeNet [111], GoogleNet, ResNet18, MobileNetv2,
and ResNet50 were tested. Through deep CNNs and transfer-learning models, Sukegawa
et al. [99] classified and evaluated the accuracy of identifying different dental implant
brands using panoramicX-ray images. An evaluation of five deep CNN models for implant
classification was performed (a basic CNN with three convolutional layers, transfer-learning
models VGG16 and VGG19 [95], as well as fine-tuned VGG16 and VGG19 models). In
terms of classification performance, the VGG16 and VGG19 finely tuned CNNs performed
well.

It is essential that dental implant brands and treatment stages are accurately identified
in order to ensure efficient care [112]. In this regard, the objective of this study was to
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investigate using multi-task deep learning a method for categorizing dental panoramic
radiographic images according to implant brands and treatment stages. Five deep CNN
models were evaluated, such as ResNet18, 34, 50, 101, and 152. Both classifications were
found to perform better with more parameters and a deeper network. A deep NN with
two independent outputs was implemented and evaluated as a novel approach in order
to determine the brand of implant and the stage of treatment. With CNN’s multitasking
capabilities, it is possible to analyze both the implant brand and the stage of treatment at
the same time.

Kurt et al. [113], a three-dimensional Cone-beam Computed Tomography (CBCT)
image was used to evaluate the success of the artificial intelligence system in implant
planning. An implant planning report is generated by the diagnostic AI system using a
pipeline of multiple pre-trained fully NNs (3D U-Net architectures [114]) and an algorithm
for extracting slices.

Recently, Park et al. [115] in their study used a large-scale multicenter dataset made
up of two different types of panoramic and periapical radiography images to assess the
precision of an automated deep learning (DL) algorithm for recognizing and classifying
different types of dental implant systems (DIS). Using a diverse set of 25 convolutional
neural network models, Kurtulus et al. [116] conducted a comprehensive analysis. A
variety of popular architectures were used in these models, including VGG16, ResNet-50,
EfficientNet, and ConvNeXt for panoramic images of X-rays. This study demonstrates the
effectiveness of deep learning techniques, particularly the ConvNeXt model, in accurately
classifying dental implant systems from panoramic radiographs.

1.2.6. Detection of Bone Loss (Osteoporosis) and Bone Age Measurement (BAM)

In clinical practice, peri-implant bone level detection relies on imaging findings. Com-
monly used imaging modalities include CBCT, panoramic radiography, and periapical
radiography. Furthermore, there are four studies available to estimate the age based on
different dental images.

The most common radiographs used in measuring bone loss or age estimation are 343
panoramic and periapical dental radiographs. A total of seven studies used panoramic
radiographs. kurt et al. [113] aimed in their study to evaluate the use of three-dimensional
cone-beam computed tomography (CBCT) images in implant planning using the 3D U-Net
model. Both AI and manual measurements of bone thickness had statistically significant
differences in all regions of the maxilla and mandible. Later, Lee et al. [117] evaluated the
diagnostic capabilities of a CNN-based CAD system by comparing them with diagnoses
made by oral and maxillofacial radiologists. Additionally, for the purpose of detecting
periodontal bone loss (PBL), Krois et al. [118] analyzed panoramic dental radiographs with
deep CNNs (seven-layer feed-forward CNNs). An image segmentation system based on
panoramic radiographs was used to create a set of 2001 image segments. By repeating
group shuffles ten times, a deep feed-forward CNN was trained and validated. Grid
search was used to tune model architectures and hyperparameters. There were a total of
4,299,651 weights in the final deep NN model that was parameterized by a seven-layer
deep NN. A further advance was made by Kim et al. [119]. They proposed a deep learning-
based approach for the development of an automatic diagnostic system that could detect
periodontal bone loss in panoramic dental radiographs. This approach, called DeNTNet, is
capable of detecting lesions and providing corresponding teeth numbers according to the
notation used by the dental federation.

Avucclu et al. [120] proposed a novel algorithm that combined the multiplayer per-
ceptron NNs and image processing techniques to estimate the age of an individual’s teeth
and bones from panoramic X-ray images. Moreover, in order to stage periodontitis au-
tomatically on dental panoramic X-ray radiographs, Chang et al. [121] developed a deep
learning hybrid method in which deep learning is integrated with machine learning. This
paper proposes a novel hybrid framework for the automatic detection and classification of
periodontal bone loss among individuals. A method of determining the age of a patient
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with panoramic X-ray images was presented by Kahaki et al. [122] based on global fuzzy
segmentation, local feature extraction, and a deep CNN model designed specifically for
this task.

Some other researchers used a periapical instead of a panoramic image to calculate
bone loss. The use of periapical radiographs was reported in four studies. Earlier, Huang et
al. [123] proposed a method to detect the loose bone area from periapical X-ray images.
They used a trained weighted average of both the intensity and the texture measured. Later,
Cha et al. [124] proposed a modified region-based CNN model known as Mask R-CNN.
Using the Microsoft Common Objects in Context dataset, the Mask R-CNN was trained
using transfer learning. Using periapical radiographic images, this system was proposed
in order to determine the percentage of bone loss and classify bone resorption severity.
Moran et al. [125] evaluated how using resolution improvement methods influences the
assessment of periodontal bone loss.

Recently, based on a Faster R-CNN analysis, Liu et al. [126] have developed an auto-
mated method for determining the degree of bone loss surrounding dental implants in
periapical radiographs. Widiasri et al. [127] aimed to evaluate how artificial intelligence (AI)
can be used to plan dental implants through the use of CBCT images. These images were
used to measure bone height and thickness in 508 regions where implants were required. It
was also possible to detect canals, sinuses, and fossae associated with alveolar bones and
missing tooth regions. A deep convolutional neural network was then used to evaluate all
results.

There are four studies available, Sharifonnasabi et al. [128] discuss all the details of
this newly emerging field. Veleminska et al. [129] proposed an accurate predictive ageing
system based on RBFNN GAME in order to establish whether there is any difference
between the predictive ability of different tooth types during infancy and adolescence
and their ontogenetic development stability. They conducted a cross-sectional panoramic
X-ray study involving 1393 individuals between the ages of three and seventeen based on
a developmental stage assessment of mandibular teeth. Seo et al. [130] presented a novel
method for estimating bone age based on automatic segmentation of cervical vertebrae
from cephalometric projections. The cervical vertebrae were found to provide high accuracy
for estimating bone age. As a result of this study, clinicians in the medical and dental fields
may consider cephalometric projections as an alternative to hand-wrist radiographs in
determining skeletal maturity. Atas et al. [131] proposed a modified InceptionV3 model
based on deep transfer learning using panoramic X-ray images. According to this study,
InceptionV3Mixed 04 has fewer parameters than InceptionV3, thereby delivering faster
and more accurate results.

1.2.7. Detection Of Periodontal Diseases

A periodontal disease is an oral inflammation that affects the gingival tissues as well
as the tissues supporting the teeth. Aside from the fact that they cause tooth loss, they are
also linked to cardiovascular diseases, diabetes, and rheumatoid arthritis. There are six
papers for detection of periodontal diseases included in this review.

Lee et al. [132] examined the potential usefulness and accuracy of a deep CNN-
based computer-aided detection method for identifying and diagnosing periodontally
compromised teeth (PCT). In the study, deep CNN architectures were combined with
self-trained networks and applied it to periapical radiographic images. On the basis of
digital panoramic radiographs, Thanathornwong et al. [133] presented a study aimed at
identifying periodontally compromised teeth using a deep learning-based object detection
method. Based on a small annotated clinical dataset, a faster regional CNN (Faster R-CNN)
has been developed.

For detection of gingivitis, using ResNet-50 CNN, two faster region-based CNN
models were developed [134]. First, the teeth are detected in order to locate the region of
interest (ROI), while secondly, gingival inflammation is detected. Li et al.seeks to develop a
computer algorithm capable of identifying inflamed disease sites through the use of deep
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learning. They have applied their method utilizing the DeepLabv3+ network as well as
Xception and MobileNetV2 to the analysis of oral photographs.

For the detection of periodontal pockets, Moriyama et al. [135] explored whether deep
learning-based imaging (YOLOv2 [136]) would be useful in screening periodontal pockets.
They proposed a MapReduce-like method for estimating the depth of periodontal pockets,
which overcomes the difficulty of recognizing the pocket from other tissues in oral images.

1.2.8. Detection of Cysts and Tumors

There are six papers for detection of cysts and tumors are included in this review.
Okada et al. [137] proposed a semi-automatic solution that combined boosted classifiers
based on machine learning with graph-based random walks segmentation, and offered a
robust clinical test method using CBCT to detect lesions. This study developed a learning
model for detecting radiolucent lesions in the mandible using deep NN DetectNets. Ariji et
al. [138] utilized deep learning to diagnose cervical lymph nodes in patients with oral
cancer from computed tomography (CT) images.

Through deep learning (YOLOv3 [89]), Kwon et al. [139] was able to automatically
diagnose odontogenic cysts and tumors on panoramic radiographs of both jaws. Their
work proposes an innovative framework for deep CNNs that allows data augmentation to
enhance detection capabilities. Based on the YOLOv3 model, they developed a deep CNN
for detecting and classifying tumors of both jaws and odontogenic cysts. Lee et al. [140]
aimed to determine whether CBCT and X-ray panoramic radiography images using deep
neural networks could detect and diagnose three types of odontogenic cystic lesions (OCLs):
odontogenic keratocysts, dentigerous cysts, and periapical cysts. An improved detection
and diagnosis of OCL was achieved by using GoogleLeNet Inception-v3, which was based
on transfer learning. A deep CNN architecture was employed to detect and diagnose
odontogenic OCLs in panoramic and CBCT image datasets. Accordingly, CBCT images
were found to provide a higher diagnostic performance than panoramic images if a deep
CNN architecture was trained with them. An automated model for detecting oral cancer
from oral photographs was developed by Warin et al. [141] using deep learning algorithms.
The classification and detection models were created using DenseNet [142] and faster
R-CNN [22], respectively. Where Sivasundaram et al. [143] developed an architecture for
LeNet [144] using a convolutional neural network with morphology-based segmentation
for classifying cyst images and segmenting the cyst regions in each classified cyst image.

In a recent study, Yu et al. [145] utilized deep learning to develop a reliable and
explainable method to diagnose jaw cysts or tumors based on panoramic radiographs of
healthy people. A two-branch network (self supervised sub-branch MoCoV2 [146] and
U-net as segmentation sub-branch) was proposed to classify tumors and cysts of the jaw
based on 872 lesion samples and 10,000 healthy samples.

1.2.9. Supernumerary and Impacted Wisdom Teeth Detection

"Supernumerary teeth" refer to teeth that are not part of the deciduous or permanent
teeth series. Five papers are available for the detection of supernumerary and impacted
wisdom teeth. Vinayahalingam et al. [147] detected the roots of lower third molars to avoid
nerve damage using a DL approach based on U-net. An application of the trained U-net
was undertaken to the original panoramic radiographs.

Orhan et al. [148] assessed the diagnostic performance of AI based on the deep-CNN
system for the evaluation of impacted third molar teeth in CBCT images. The results were
evaluated using Kappa analysis statistics [149]. Ha et al. [150], on the other hand, developed
a model for detecting mesiodens (supernumerary teeth) in panoramic radiographs of
different dentition groups using artificial intelligence. A total of 612 panoramic radiographs
were used as a training tool. This model for detecting mesiodens was developed based on
the YOLOv3 CNN model [89].

Earlier in 2022, Mine et al. [151] attempted to detect supernumerary teeth in children
by using CNN-based deep learning during the early stages of mixed dentition. A total
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of three CNN models were applied to 220 panoramic radiographs taken from children
of varying ages: AlexNet, VGG16-TL, and InceptionV3-TL. Among the four models, the
VGG16-TL model had the highest accuracy, sensitivity, specificity, and area under the ROC
curve. However, the other models also performed well.

1.2.10. Detection of Root (Endodontic) Treatment

There are four papers available regarding the detection of root treatment. Endodontic
treatment can be adversely affected by an extra root on the distal root of the mandibular
(lower jaw) first molar [152]. A deep learning method was examined by the authors for
the purpose of classifying the root anatomy of mandibular first molars on panoramic
radiographs based on their diagnostic capabilities. In this study, CBCT was used as the
gold standard. A CNN-based deep learning model [153] for detecting vertical root fracture
(VRF) on panoramic radiography was built using DetectNet with DIGITS [154]. Five-fold
cross-validation was performed to increase the reliability of test data by reducing selection
bias.

An apical lesion (AL), was detected by Eker et al. [155], on panoramic dental radio-
graphs using a specially designed CNN with seven layers and a total of 4, 299, 651 weights.

In contrast, Mori et al. [156] detected the maxillary canine (attached to the upper
jaw) based on deep learning models. Their method seeks to evaluate the feasibility and
technical quality of maxillary canine positioning using AlexNet [70,71] and U-net [20] for
classification and segmentation techniques, respectively.

1.2.11. Detection of Cephalometric Landmark

A growing role has been played by quantitative cephalometry in clinical diagnosis,
treatment, and surgery. It is essential to develop fully automated methods for these pro-
cedures in order to ensure that computerized analyses are accurate. In this systematic
review, five papers discuss the detection of cephalometric landmarks. Earlier, Arik et
al. [157] proposed an approach using deep convolutional neural networks for the first time
to automate quantitative cephalometry. A CNN structure is developed to analyze land-
marks that describe patient anatomy and quantify jaw and skull-based pathologies. Qian et
al. [158] proposed the novel Faster R-CNN-based method, CephaNet, for cephalometric
landmark detection. On the basis of the ResNet50 backbone [87], Song et al. [159] proposed
a two-step method of detecting cephalometric landmarks on skeletal X-ray images. kim et
al. [160] proposed a CNN based multi-stage landmark identification systemusing com-
bained dataset. Using cone-beam computed tomography (CBCT), the researchers trained
and tested multistage CNNs.

Recently, Hong et al. [161] applied an automated cephalometric landmark detec-
tion using deep Q-networks (DQN) and double deep Q-networks (DDQN) for the first
time.Without data augmentation and extra preprocessing, the DQN-based network showed
that the average mean radius error of 19 landmarks was less than 2 mm, which is the
clinically acceptable threshold.
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