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Abstract: AI is included in a lot of different systems. In facial surgery, there are some AI-based
software programs oriented to diagnosis in facial surgery. This study aims to evaluate the capacity
and training of models for diagnosis of dentofacial deformities in class II and class III patients using
artificial intelligence and the potential use for indicating orthognathic surgery. The search strategy
is from 1943 to April 2024 in PubMed, Embase, Scopus, Lilacs, and Web of Science. Studies that
used imaging to assess anatomical structures, airway volume, and craniofacial positions using the
AI algorithm in the human population were included. The methodological quality of the studies
was assessed using the Effective Public Health Practice Project instrument. The systematic search
identified 697 articles. Eight studies were obtained for descriptive analysis after exclusion according to
our inclusion and exclusion criteria. All studies were retrospective in design. A total of 5552 subjects
with an age range between 14.7 and 56 years were obtained; 2474 (44.56%) subjects were male, and
3078 (55.43%) were female. Six studies were analyzed using 2D imaging and obtained highly accurate
results in diagnosing skeletal features and determining the need for orthognathic surgery, and two
studies used 3D imaging for measurement and diagnosis. Limitations of the studies such as age,
diagnosis in facial deformity, and the included variables were observed. Concerning the overall
analysis bias, six studies were at moderate risk due to weak study designs, while two were at high
risk of bias. We can conclude that, with the few articles included, using AI-based software allows for
some craniometric recognition and measurements to determine the diagnosis of facial deformities
using mainly 2D analysis. However, it is necessary to perform studies based on three-dimensional
images, increase the sample size, and train models in different populations to ensure accuracy of AI
applications in this field. After that, the models can be trained for dentofacial diagnosis

Keywords: artificial intelligence; machine learning; orthognathic surgery; diagnosis; face; morphology;
facial deformity

1. Introduction

The application of algorithms to learn and predict data using an artificial neural
network has made it possible to address many layers in healthcare [1,2]. The scope of
artificial intelligence (AI) enables clinical tasks to be performed with accuracy and less errors
due to high precision, sensitivity, specificity, and accuracy in detection, disease classification,
clinical decision-making [3], automated anatomical analysis, and the assessment and
prediction of craniofacial growth and development [4].
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Several AI-based software programs are used in maxillofacial surgery to process
images (intraoral scans, 3D photographs, and tomographic images) for treatment planning
and outcomes prediction [5]; however, clinical experience is needed to train machine
learning based on craniomaxillofacial features and to corroborate the craniometric landmark
or measurements, as well as the number and direction of hard and soft tissue movements
required for the surgical treatment [6,7].

The use of deep learning image reconstruction algorithms, based on convolutional
neural networks, improve the detection of anomalies, reducing radiation exposure and
possibly creating medical imaging applications with precise diagnoses [8].

Cone beam computed tomography (CBCT) is a tool that provides three-dimensional
volumetric data on maxillofacial structures and the assessment of airway area and vol-
ume [9]. The inclusion of AI for 3D image analysis enables the prediction of risk factors
involved in diseases such as obstructive sleep apnea (OSA) syndrome [10], as well as
speeding up the diagnosis and improving the data interpretation process [11,12].

The combination of CBCT and AI can help to find variables as predictors for the diag-
nosis of dentofacial deformities, and this can be the base for the indication for orthognathic
surgery based on AI. Under controlled variables, some data show an 85–95.5% accuracy
in their performance for dentofacial diagnosis [13]. Integrating AI technology with clin-
ical evaluation and professional expert judgment can improve workflow and facilitate
diagnostic and treatment procedures [14].

The face is used as a reliable biometric, because it is a unique marker [15] and allows for
the determination of age, sex, ethnicity, and emotions, as well as structural characteristics
and facial deformities [16]. Despite these benefits, the use of AI for facial analysis has a low
frequency among clinicians due to the cost of facial scanners, which is why evaluations
continue to be carried out based on the clinician’s experience [17].

This is an evolving topic, and this study aims to evaluate the evidence about the
diagnosis of maxillofacial deformities using AI-based methods.

2. Materials and Methods

A systematic review was conducted per the Cochrane Handbook for Systematic
Reviews of Interventions, and the report followed the updated Preferred Reporting Items
for Systematic Reviews and Meta-Analyses (PRISMA) [18] to answer the following research
question: can artificial intelligence be used to assess the diagnosis for orthognathic surgery
in subjects with a CII or CIII skeletal facial deformity? (P: subjects with facial skeletal
deformity CII and CIII; I: analyze skeletal position and airway with imaging; C: use artificial
intelligence to analyze variables; O: determine the diagnosis of dentofacial deformities).
We registered our protocol on PROSPERO, and the registration ID is as follows: 555053.

The search strategy was from 1943, which was the first published article on neuronal
networks [19], to April 2024 using Medline, PubMed, Embase, Scopus, Lilacs, and Web of
Science. There were no limitations on language or type of design. Studies published from
1945 onwards were selected, because the first paper on mathematical modeling for creating
a neural network was published at that time. The terms included, using AND/OR, were
“Artificial intelligence”, “computer-aided”, “deep learning”, “machine learning”, “neural
networks”, “skeletal class”, and “facial morphology”.

Two independent researchers carried out data selection. After search terms were ap-
plied, duplicates were removed. The remaining articles were reviewed using the Mendeley
2.90.0 software (Reference Management, Elsevier, London, UK). All articles were selected
using the title and abstract, applying the inclusion and exclusion criteria. In case of discrep-
ancy, a consensus was reached by discussion or consultation with a third reviewer.

Studies in English, Spanish, French, and Portuguese languages, presenting imaging
studies to assess anatomical structures, airway volume, and craniofacial positions using an
AI algorithm on a human population, and studies including measurements of datasets used
to train, test, and validate AI models, as well as quantified measures of AI performance,
were included. Secondary studies, case reports, reviews, and animal studies were excluded.
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Two reviewers extracted data and assessed the methodological quality of the studies
using a pre-defined and standardized data form. A pilot test was used to ensure homogeneity
of criteria among the reviewers. Reviewers were not blinded to the authors or journals.

(a) Study group data (number of patients, gender, age);
(b) Research data (prospective or retrospective nature of the study, dataset, AI architecture,

validation of the AI method);
(c) Variables included and diagnoses (skeletal class, positions of bone structures, air-

way volume);
(d) Type of images (lateral teleradiography (2D) included, computed tomography (CT),

cone beam computed tomography (CBCT), stereophotogrammetry (3D), and the
software used in the analysis.

Two reviewers extracted data and assessed the methodological quality of the studies
using a pre-defined and standardized data form. A pilot test was used to ensure homogeneity
of criteria among reviewers. The reviewers were not biased toward authors or journals.

The methodological quality of the studies was assessed using the Effective Public
Health Practice Project (EPHPP) [20] instrument, which has the following six domains: se-
lection bias, study design, confounders, blinding, data collection methods, and withdrawal
and dropouts. Each methodological component was classified as strong, moderate, or weak
based on the information provided by each study. The overall rating for each study was
classified as strong when no component was weak, moderate when only one component
was weak, and weak when two or more components were weak.

3. Results
3.1. Article Selection

The systematic search identified 697 articles. After excluding 379 duplicates, 321 arti-
cles were selected for title and abstract review, resulting in 17 articles for full-text review
(Figure 1). Of the 17 articles, 4 studies were excluded, because their sample was less than
100 [21–24], and 5 studies were excluded, because their objectives did not include the facial
diagnosis applied for orthognathic surgery using artificial intelligence, ultimately including
8 studies for descriptive and methodological analysis.
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3.2. Characteristics of the Included Studies

Of the five selected articles (Table 1), all studies were retrospective in design. A
total of 5552 subjects were obtained, with an age range of 14.7 to years 56; 2474 (44.56%)
subjects were male, and 3078 (55.43%) were female. Concerning ethnicity, three studies
presented a sample in Korea, two on a population in China, and one on a population in the
United States.

Table 1. Characteristics of the eight potential articles related to the study objective and
patients included.

Author and Year Objective N Sex (M/F) Age (Years)

Chen et al. [25]

Develop a new artificial intelligence model for
dentofacial diagnosis and orthognathic surgery
indicating decision-making using neural network
machine learning.

316 123–193 ND

Khosravi-kamrani et al. [26]
Use a new statistical prediction model to assess
skeletal class III subjects and their need for
orthognathic surgery.

148 68–80 14–25

Kim et al. [27]

Investigate the relationship between
cephalometric imaging patterns and the need for
orthognathic surgery using neural network
predictive models.

960 468–492 24.6 (±4.9)

Shin et al. [28]
Develop a deep learning network to predict the
facial morphology and the need for orthognathic
surgery automatically.

840 461–379 23.2 (19–29)

Li et al. [29]

Compare the performance of different
convolutional neural network algorithms to
classify skeletal patterns and identify when they
are class II and class III.

2431 1018–1413 25.5 (12–42)

Taraji et al. [30]

The aim is to identify critical morphological
features in postcircumpubertal Cl III treatment
and appraise the predictive ability of innovative
machine learning (ML) algorithms for adult Cl III
malocclusion treatment planning.

182 91–91 16 and 29

Du et al. [31]

The present study created an interactive decision
support system that could output an accurate
diagnosis of dentomaxillofacial deformities and
recommend individual surgical plans based on
surgeon preferences

574 203–371 23.4 (±7.2) and
26.3 (±8.5)

Xu et al. [32]

The objectives were development a machine
learning model for diagnosing mandibular
retrognathism and prognathism and compare the
performance of the developed machine
learning model

101 42–59 14 to 56

Obs: N: number; M: male; F: female ND: not described.

Table 2 shows the descriptive results of the studies included in this research. At the
diagnostic stage, two studies presented skeletal class II and class III subjects, two studies
incorporated skeletal class III, and only the article by Shin et al. [28] incorporated subjects
with facial asymmetry with class II and class III. Du et al. [31] mentions a lack of devel-
opment of the maxilla or mandible, as well as if it presents deviation, while Xu et al. [32]
only mentions whether there is the presence of mandibular retrognathism or prognathism.
Only one study [27] does not mention the skeletal class of the sample, as it diagnoses them
as needing (yes or no) orthognathic surgery. There was a higher frequency of subjects
with skeletal class III, followed by skeletal class II, and only two studies identified skeletal
class I subjects [29] and subjects with facial asymmetry [28]. All the studies used lateral
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cephalometry to identify the dentofacial morphology and the need for orthognathic surgery.
Two studies [26,27] included in the diagnosis the use of clinical photographs, and one
study [28] included frontal radiography. The software for the craniometric measurements
and the analysis for orthognathic surgery differed in each study. Concerning the soft-
ware for machine learning or deep learning, three studies [27–29] used Python software
to process the results. Only Choi et al. [25] used the R software, while Khosravi-kamrani
et al. [26], Taraji et al. [30], Du et al. [31], and Xu et al. [32] did not describe the software
used to process the samples. The eight studies used different machine learning and deep
learning models to process the data.

Two studies [28,29] performed an analysis of class II and III skeletal patterns at the
diagnostic stage to determine the need for orthognathic surgery. On other hand, Khosravi-
kamrani et al. [26] and Taraji et al. [30] performed the same method for skeletal pattern
validation, but only on skeletal class III subjects. Three studies [25,27,32] performed
validations comparing subjects who were candidates for orthognathic surgery and those
who did not need orthognathic surgery so that machine learning could find the algorithm
more accurately. Two studies [27,28] used the convolutional neural network ResNet to
process the data and evaluate which of all the processing methods was the most accurate.
Li et al. [29] also used a convolutional neural network where DenseNet, in conjunction
with stochastic gradient descent, made it possible to achieve greater accuracy. Only Choi
et al. [25] described the use of a backward propagation network to train the neural network,
and Khosravi-kamrani et al. [26] used a distance-weighted discrimination (DWD) method
to perform the training.

In terms of the imaging used for the analysis (Table 3), six studies used 2D imaging,
all used different cephalometric software, and two studies [31,32] used 3D imaging for
measurement and diagnosis, where only three studies [27–29] included the resolution
and characteristics of the image used for the analyses. Regarding the parameters used
for radiography, only one study [29] presented the milliampere, kilovoltage, and time
ranges used during the radiation. Regarding measurements to determine the need for
orthognathic surgery, only the study by Kim et al. [27] did not describe which analysis was
used, as it was left to expert assessment. In contrast, the other studies used ANB angulation
to determine the skeletal pattern. Choi et al. [25], Taraji et al. [30], Du et al. [31], and Xu
et al. [32] used the ANB angle and the maxillary and mandibular discrepancy index as well
as overjet and overbite measurements. Shin et al. [28] performed sagittal measurements
such as ANB and Wits, while at the vertical level, the Jarabak and Björk index were used.
On the other hand, only Khosravi-kamrani et al. [26] performed specific measurements of
ANB angulation ≤ 0◦, overjet ≤ 0 mm, and concave profile with an anterior inverted bite,
because they only incorporated skeletal class III patients.
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Table 2. Descriptive analysis of the articles included in the diagnosis of dentofacial deformity using artificial intelligence.

Author and Year Ethnicity Study Design Diagnosis
Software for
Craniometric

Measurements
2D or 3D Imaging

Software for Machine
Learning or Deep

Learning

Machine Learning or
Deep Learning Model

Method of
Measurement

Choi et al. [25] Korean Retrospective Skeletal class II and
III

V-ceph program
(version 5.3 Osstem

Inc., Seoul, Republic of
Korea)

Lateral cephalometry R project for statistical
computing

Two-layer neural
network with one hidden

layer and four hidden
nodes in the hidden layer

Calculated by comparing
the real diagnosis with
the diagnosis obtained

by the artificial
intelligence model.

Khosravi-kamrani
et al. [26]

United
States Retrospective Skeletal class III Dolphin imaging

software

Lateral cephalometry
and clinical

photography
ND

Distance weighted
discrimination (DWD)

method

The statistical prediction
method was used in

mandibular prognathism,
deficient maxilla, and a
combination of the two.

Kim et al. [27] Korea Retrospective

Needed orthodontic
treatments and

needed orthognathic
surgery

WebCeph program
(assemble circle, Seul,

Korea)

Lateral cephalometry
and clinical

photography

Python Keras and
Tensorflow backend

engine.

Convolutional neural
network (CNN) models
ResNet-18, ResNet-34,

ResNet-50, and
ResNet-101.

The orthognathic surgery
diagnoses were

validated, and the
algorithm with the best
prediction (99.86%) was

trained.

Shin et al. [28] Korea Retrospective Skeletal class II and
III, facial asymmetry

Planmeca Promax
(Planmeca OY,

Helsinki, Finland)

Lateral cephalometry
and frontal

radiography

PyTorch (Python
Software)

Backbone feature
extraction used
ResNet34, with

hierarchically stacked
convolution blocks.

Feature extraction is
performed on each

image and then merged.

Li et al. [29] China Retrospective Skeletal class I, II,
and III

Veraviewepocs 2D (J
Morita Corp., Kyoto,

Japan)
Lateral cephalometry PyTorch (Python

Software)

All convolutional neural
network (CNN) layers

were trained using
stochastic gradient

descent (SGD)
fine-tuning techniques,

with DenseNet 161 being
the most accurate.

A skeletal pattern
extraction was

performed to identify
skeletal Class I, II, and III

subjects.

Taraji et al. [30]

The racial
composition

of the
groups
varied.

Retrospective Skeletal III

Dolphin Imaging
program (Windows,

Version 11.95:
Chatsworth, CA, USA)

Lateral cephalometry
and clinical

photography
ND

Support Vector Machine,
Multi- layer Perceptron

(MLP), k-Nearest
Neighbor, Random

Forest, Convolutional
Neural Network and

Extreme Gradient
Boosting.

The XGBoost classifiers
achieved 100% specificity

rates when predicting
camouflage treatment.

XGBoost was most
sensitive for the surgical

cohort.
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Table 2. Cont.

Author and Year Ethnicity Study Design Diagnosis
Software for
Craniometric

Measurements
2D or 3D Imaging

Software for Machine
Learning or Deep

Learning

Machine Learning or
Deep Learning Model

Method of
Measurement

Du et al. [31] China Retrospective

Maxillary
development,
mandibular

development,
maxillary deviation,

and mandibular
deviation.

Mimics 16.0 software
(Materialise Inc.,

Leuven, Belgium)

Spiral computerized
tomography and

clinical photography
ND

BR-XGBoost, neural
networks, and support

vector machines
algorithm.

The diagnostic model
classified maxillofacial
deformities diagnosis
and the output results

contain six 3D
parameters representing
surgery planification of
rotation and movement

of maxilla, mandible,
and chin

Xu et al. [32] ND Retrospective

Diagnosis of the
mandibular

anteroposterior
position was made

(a) normal, (b)
retrognathism, (c)

prognathism.

AnatomicAligner
System for Surgical
Planning (Houston
Methodist Research

Institute, Houston, TX,
USA)

3D facial scanner
and computed
tomography

ND A seven-layer multilayer
perceptron

diagnostic tests used to
diagnose mandibular

anteroposterior position:
SNB angle, facial angle,
mandibular unit length

for mandibular
anteroposterior

position ate

Obs: ND: not described; 2D: two-dimensional; 3D: three-dimensional.
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Table 3. Image characteristics included in AI analysis.

Author and Year Imaging
Equipment

Parameters for Image
Acquisition

Analysis to Determine the
Facial Diagnosis Image Format

Choi et al. [25] ND ND

ANB and dentition
angulation; maxillary and
mandibular discrepancy

index; overjet and
protrusion.

ND

Khosravi-kamrani
et al. [26] ND ND

ANB ≤ 0◦; Overjet ≤ 0 mm;
concave profile with anterior

inverted bite
ND

Kim et al. [27] ND ND ND The image was resized
to 256 × 256 pixels.

Shin et al. [28] Planmeca, Helsinki,
Finland ND

ANB and Wits angulation for
determining sagittal skeletal

relationship. The Jarabak
and Björk index was used to
determine the vertical ratio.

The image had a pixel
resolution of
2045 × 1816.

Li et al. [29]
Veraviewepocs 2D

(J Morita Corp,
Kyoto, Japan)

time, 4.9 s; tube current,
5–10 mA; tube voltage,

90 kV

Cephalometric
measurements to determine
skeletal class: skeletal class I
pattern (5◦ ≥ ANB ≥ 0◦ and

2 ≥ Wits ≥ −3), skeletal
class II pattern (ANB > 5◦

and Wits > 2), and skeletal
class III pattern (ANB < 0◦

and Wits < −3)

JPG 224 × 224 pixels
using the OpenCV

package

Taraji et al. [30] ND ND

ANB and dentition
angulation; maxillary and
mandibular discrepancy

index; overjet and overbite.

ND

Du et al. [31] ND ND

Measurements to skeletal
class, SNA, SNB, SNPog and

maxillary and mandibular
discrepancy angulations

ND

Xu et al. [32] ND ND

Mandibular anteroposterior
position: SNB angle, facial

angle and mandibular
unit length.

ND

All the studies obtained highly accurate results in facial diagnosis oriented to or-
thognathic surgery (Table 4). Four studies [27–29,32] using the convolutional neural net-
work showed more than 80% prediction and accuracy. Choi et al. [25], Khosravi-kamrani
et al. [26], and Taraji et al. [30], who used other machine learning algorithms, had 96–100%
diagnostic accuracy. All the studies used sagittal patterns in relation to cephalometric
parameters, while Shin et al. [28] and Du et al. [31] assessed the sensitivity and specificity
of the results.
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Table 4. Characteristics of the measurement method and results of the articles included for diagnosis
in dentofacial deformity using artificial intelligence.

Author and Year Method of Measurement Main Results

Choi et al. [25]
2D lateral cephalometric craniometric points were
measured on class II and III subjects. A neural
network was used.

Machine learning obtained between 96 and 100%
to confirm diagnosis. Validation to recognize class
II and class III subjects who were candidates for
orthognathic surgery.

Khosravi-kamrani
et al. [26]

Craniometric point measurements of 2D lateral
cephalometry and photographs in skeletal class III
subjects, using the statistical prediction method in
mandibular prognathism, deficient maxilla, and a
combination of the two.

The model was most effective in predicting
subjects with mandibular prognathism, followed
by maxillary deficiency, and finally, a combination
of the two, despite being more difficult to diagnose
in some classifications.

Kim et al. [27]

Using 2D radiographic analysis, clinical
examination, and clinical photography, subjects
who were candidates for orthognathic surgery and
subjects who did not need surgery were included.

The facial diagnosis of patients get prediction in
97.85% and the data could be used for
orthognathic surgical needs.

Shin et al. [28] Craniometric points from lateral cephalometric
and frontal radiographs is performed

The results showed high sensitivity and specificity
rates (0.9554, 0.844, and 0.993) for craniometric
measurements to assess facial diagnosis and
potentially orthognathic surgical needs.

Li et al. [29]
Using 2D radiographic analysis, and craniometric
measurements were included to find the
skeletal class.

Convolutional neural networks identified sagittal
patterns in the lateral cephalometric parameters.
Accuracy was highest in class III subjects (97%),
followed by class II (93%), and lastly by class I
(87%).

Taraji et al. [30]

Using 2D radiographic analysis and clinical
photography, encompassed subjects’ skeletal class
III who underwent orthognathic surgery or
camouflage mechanotherapy.

Wits analysis, ANB angulation and mandibular
plane angulation significantly affected
determining whether camouflage or orthognathic
surgery is necessary. There was a diagnostic
accuracy of 91 to 93% to determine whether a CIII
subject would undergo orthodontic camouflage or
orthognathic surgery.

Du et al. [31]

Using extraoral and intraoral photographs, and
measurements craniometric position for diagnostic
maxillo-mandibular overdevelopment and/or
deviation for planification surgery orthognathic.

The diagnostic model classified the
dentomaxillofacial deformities and the
combination of the two provided the final
diagnosis. The algorithm showed the highest
accuracy and sensitivity of 0.881 to 0.9282 for
classification of different types of
dentomaxillofacial deformities.

Xu et al. [32]

Presurgical computed tomography and 3D scan
images were used to perform mandibular
anteroposterior measurements and compare the
diagnosis by algorithm, a software to determine
the need for surgery and an experienced surgeon
as a gold standard.

The algorithm can accurately diagnose jaw
deformities using 3D landmarks, demonstrating
performance beyond that of traditional
cephalometric measurements with a diagnostic
accuracy of 85.2%.

Obs: 2D: two-dimensional; 3D: three-dimensional.

3.3. Risk of Bias

The eight selected articles were assessed with the EPHPP tool (Figure 2). Regarding
selection bias, seven studies had a strong assessment, while only one had a moderate
assessment due to an unrepresentative sample. In the confounder item, two studies were
high risk, because they used patients with facial deformity and asymmetry, whereas only
one was low risk. In the blinding of the evaluators, all the studies had a moderate risk,
because none mentioned whether patients were aware of the research. All eight studies
had a low risk of bias in withdrawals or dropouts, as all studies reported completing the
diagnostic and information processing stage in the neural network. The data collection and
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processing methods presented a strong assessment, as they all used artificial intelligence to
process and train the data. Only in the study design did they have a weak evaluation. In
the overall ranking (Figure 3), six studies were at moderate risk due to weak study designs,
while two were at high risk of bias. The low risk of bias in five studies was due to high
sample size, and data processing should be noted, as they were able to use a high sample
size in both training and recognition of the need for orthognathic surgery.
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4. Discussion

In 1943, McCulloch and Pitts published the first article on neural networks. Nowadays,
convolutional neural networks (CNNs) are specialized artificial neural networks designed
to process data from gridded structures, images, and videos to generate dimensional
map learning to preserve and identify relevant information [33]. They can be used for
image classification, target detection, segmentation, facial recognition, and medical image
processing in different areas [34,35]. In contrast, PyTorch is a deep learning library that
allows it to build, use, and connect various types of neural networks, enabling support for
a wide range of tasks from natural language processing to computer vision [36].
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The facial recognition algorithms started with methods that did not require geometric
recognition of the face, but as their precision improved, local binary patterns and histograms
of gradients oriented to facial features of the nose, eyes, and mouth were incorporated,
until they reached the convolutional neural network and subsequent recognition of facial
units and the identification of patterns that identify alterations or pathologies [16].

In our study, we identified two types of analyses, CNNs, and Pytorch. Although both
are different composites, they can complement each other, because CNNs perform a neural
network architecture to identify and filter (layer) visual tasks, while Pytorch performs deep
learning model development to improve learning and performance. Studies using solely
CNNs only performed craniometric-point identification and processing in conjunction with
trained analyses and classifications. On the other hand, studies using CNNs and Pytorch
with ResNet or DesNet models perform diagnosis and classification of parameters and
can evolve through optimization techniques, such as stochastic gradient descent, which
facilitates the creation and improvement of the neural network architecture.

Regardless of the type of analysis, all the studies used ResNet or DesNet models,
which differ in the depth of the network and the number and type of layers, as well as
in the strategies used to improve their performance and efficiency during the training of
the neural networks. Despite their differences, all networks were ultimately found to be
over 80% accurate. Therefore, developing these models based on high-quality data makes
diagnosing and evaluating pathologies in the maxillofacial region possible and provides
important indicators that can guide surgery and postoperative management [37].

Both Lin et al. [38] and Lim et al. [39] found that AI can determine the diagnosis of
facial deformities and also may be able to determine the need for orthognathic surgery
using imaging variables such as cephalometry, growth patterns, and maxillomandibular
rotations. The results reported in this review are highly accurate in their neural networks
and in the use of cephalometric parameters; however, all these studies are also retrospective
using two dimensions, and a three-dimensional analysis would deliver highly relevant
information to the neural network [40].

Cheng et al. [21], in their study, proposed a neural network to define facial deformities
and the potential use for orthognathic surgical needs; they showed the benefit for diagnosis,
as well as for planning orthognathic surgery. In this study, they included an observation
of maxillary movements and their effect on soft tissues. Ma et al. [22] used 3D imaging to
perform a neural network framework to obtain skeletal references and predict postsurgical
skeletal changes; the author obtained high accuracy and demonstrated the viability of pre-
dicting postoperative changes. Although soft tissue has not proven to be fully predictable
due to its multiple presurgical and surgical technique variables [41], an accurate approach
to soft tissue movements will be required in the next stages of AI development to help in
orthognathic surgery planning and execution. Lo et al. [42] used a learning model with a
convolutional neural network based on three-dimensional facial photographs to evaluate
the presurgical and postsurgical assessments of facial structures in subjects treated with
orthognathic surgery, showing that the neural network had significant improvements in
terms of facial symmetry.

Although all the studies had favorable results for the use of AI for diagnosis in dento-
facial deformities, it should be noted that only 2D measurements were used to determine
the diagnosis and the potential use for orthognathic surgical needs, and all the studies used
different cephalometric analysis. Both the study by Shin et al. [28] and Li et al. [29] used
sagittal measurements such as ANB and Wits to determine the maxillary positions, and
only Shin et al. [28] included vertical measurements. The only study that incorporated
sagittal, vertical, and transverse cephalometric skeletal measurements together with dental
angulations was the study by Choi et al. [25]. Considering the analysis and the complexity
of the face and the ratio between hard-to-soft tissue movement in orthognathic surgery,
the only use of ANB as a strategy for diagnosis could be weak, and the association to
orthognathic surgical needs would be lacking. A more complex analysis is necessary for



J. Pers. Med. 2024, 14, 647 12 of 15

facial diagnosis, as data can train the model, and after that, the AI can predict different
strategies and variables for the final protocol.

Soft tissues remain an important factor in facial recognition, since, regardless of the
method used, the thickness of facial soft tissue can mask skeletal alterations. Therefore,
when reconstruction is performed using AI, it must include bone and soft tissues [8,43].
Alhazmi et al. [43] conducted a study of soft facial tissues between different sagittal skeletal
patterns, observing that males with facial hypodivergence and class III show greater soft
tissue thickness when compared to class I or class II skeletal conditions.

Several authors [44–46] mention that there are differences in facial features when com-
paring ethnicity; some comparisons have shown similarities between 10.4% and 12.1% of
facial features, while, when comparing subjects with European or American features, con-
gruencies are observed between malar width and facial width at the level of the mandibular
angle [47]. Gao et al. [48] made a comparison of facial aesthetics between Caucasian and
Asian women, observing that Asian women have a small and less robust face, with a lower
eyelid position and a rounder and smaller nose tip, as well as a retrognathic mandibular
profile. In our research, it was noted that the population included was from Korea, China,
and the United States, which limits the results of any analysis of AI associated to facial
deformity diagnosis, because this bias can include age, ethnicity, gender, body mass index,
and other variables with influence in the AI model, and this will be a key point in the next
level of AI analysis in orthognathic surgery.

The 2D image allows for sagittal measurements of maxillomandibular positions and
the association to the skull base; 2D imaging is not used for quantitative values of airway
or airway volume [49]. No study included in this analysis took measurements of airway
volume to determine the need for orthognathic surgery. Using a systematic review, Neelapu
et al. [50] mentioned that cephalometry provides important information on the anatomical
bases that may influence airway analysis. Authors like Jayaratne and Zwahlen [51] showed
that assessing airway area and 3D volume are necessary to quantitatively determine the
association with skeletal patterns. On the other hand, Alhammadi et al. [52] evaluated the
pharyngeal space of skeletal classes I, II, and III subjects using 3D imaging, observing that
skeletal class II subjects have less airway volume than class I and class III subjects. For
this reason, incorporating airway area and volume measurements along with skeletal class
can provide important information for AI analysis and should be included in the facial
diagnosis and in the recognition for facial surgery.

5. Conclusions

We can conclude that the use of AI-based software allows for craniometric surveys
and measurements and could assist in dentofacial diagnosis; AI would predict diagnosis
in different population settings and clinical conditions of facial deformity. It seems that
the effort to produce good quality research in facial deformity diagnosis and orthognathic
surgical needs shows a good standard using AI; however, regarding the overall analysis
bias, three-dimensional analyses of the face are strongly needed, and new studies are
a necessity.
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