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Abstract

:

Predictive maintenance of mechanical systems relies on accurate condition monitoring of lubricants. This study assesses the performance of soft computing models in predicting the elemental spectroscopy (Fe, Pb, Cu, Cr, Al, Si, and Zn) of engine lubricants, based on the electrical properties (ε′, ε″, and tan δ) of oil samples. The study employed a dataset of 49 lubricant samples, comprising elemental spectroscopy and dielectric properties, to train and test several soft computing models (RBF, ANFIS, SVM, MLP, and GPR). Performance of the models was evaluated using error metrics such as MAPE, RMSE, and EF. The RBF model delivered the most accurate predictions for silicon at 7.4 GHz, with an RMSE of 0.4 and MAPE of 0.7. Performance was further improved by fine-tuning RBF parameters, such as the hidden size and training algorithm. The sensitivity analysis showed that utilizing all three input electrical properties (ε′, ε″, and tan δ) resulted in the lowest errors. Nevertheless, there are limitations to the study. In our country, measuring the electrical properties of engine lubricants and equipment is not a common practice, which leads to a limited number of samples studied. Despite these limitations, this study offers a proof-of-concept for predicting lubricant conditions based on readily measurable electrical properties. This paves the way for developing machine learning-based real-time lubricant monitoring systems.
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1. Introduction


In today’s technological landscape, there is a growing demand for mechanical systems that can operate with high reliability. These systems are utilized in a diverse range of applications, including aerospace, automotive, energy, and agriculture industries. The importance of appropriate maintenance for industrial equipment increases day by day to avoid equipment failures and also prevent high costs and economic losses [1]. The need for high-reliability mechanical systems has emerged as a result of the increasing complexity of technology and the need to ensure safe and reliable operation under various conditions and stresses. Engineers and technologists in different fields work collaboratively to design and develop high-reliability mechanical systems that incorporate redundancy and undergo rigorous testing and verification procedures to ensure their reliability and safety [2]. Condition monitoring is a vital program for ensuring the safety, durability, and efficiency of machines. It involves the regular monitoring of a machine’s health through various techniques such as vibration analysis, oil analysis, and thermography. By tracking and analyzing the machine’s condition over time, potential issues and faults can be detected early, allowing for timely maintenance and repairs before significant damage occurs. This proactive approach to maintenance helps to minimize downtime, reduce repair costs, and extend the life of the machine. Condition monitoring is particularly critical in industries where machine failure can result in significant safety risks and financial losses, such as manufacturing, transportation, and energy production [3,4]. The lubricant in a machine function similarly to blood in a living organism, providing vital protection against wear and tear. Just as blood delivers oxygen and nutrients to vital organs, lubricant delivers essential oils and additives to the machine’s moving parts, reducing friction and preventing damage. Without proper lubrication, a machine’s performance will suffer, and it may experience premature failure. Therefore, regular lubrication maintenance, including oil changes and filter replacements, is necessary to ensure the smooth and efficient operation of the machine [5,6]. However, the primary purpose of a lubricant is to mitigate tribological operational issues associated with friction and wear [7]. By analyzing lubricating oil, potential issues can be detected early, reducing the risk of costly repairs and downtime. Regular oil analysis is necessary to ensure safe and reliable system operation [8]. Figure 1 illustrates the evolution of maintenance strategies over time, from reactive maintenance to more proactive approaches such as preventive and condition-based maintenance [9]. This evolution has significant implications for improving safety, reliability, and cost-effectiveness in industries such as manufacturing, transportation, agriculture, and energy production. There are various methods for evaluating lubricating oil, as outlined in [10]. These methods include physical and chemical techniques such as chromatography, spectral analysis techniques such as infrared absorption spectroscopy (IAS) and Raman spectroscopy, and electrical diagnosis methods such as return voltage measurement and frequency-domain spectroscopy. Each of these techniques has its advantages and limitations and is useful for different applications.



Determining the appropriate timeline for lubricant maintenance is a controversial issue. One investigation undertook a detailed examination of sophisticated material characterization techniques, such as atomic force microscopy, thermal analysis, and X-ray diffraction. Particular focus was directed toward appraising the applicability of graphene as an emerging nanomaterial to heighten the performance characteristics of several materials employed in pavement engineering, including asphalt binders [11]. While laboratory methods can provide precise results on lubricant condition, they may not be sufficient in determining the optimal maintenance timeline, as it depends on various factors such as the machine’s operating environment and duty cycle. A common limitation of laboratory methodologies is their limited ability to fully represent the state of oil at a particular point in time and their inability to account for changes in its state over time [12]. An effective lubricant maintenance program should consider factors such as the machine’s history, manufacturer’s recommendations, and best industry practices. Valuable data about an engine’s operational circumstances and maintenance history can be obtained from the machinery’s history, aiding in the identification of optimal maintenance schedules. Additionally, manufacturers’ guidelines can provide direction on the suitable lubricant type and change intervals for the engine [13]. Regular oil analysis and consultation with lubricant experts can help determine the optimal maintenance timeline [14,15]. Field testing offers advantages over laboratory testing in determining lubricating oil maintenance schedules. The primary advantage is that field testing provides a more accurate representation of the oil’s state under real operational conditions [16]. Electrical techniques provide an easy-to-use and cost-effective alternative to laboratory methods for evaluating lubricant condition. They allow for in situ measurements that enable early identification of potential issues, reducing the risk of downtime or significant damage. The emergence of electrical techniques has expanded the range of options available for lubricant evaluation [17,18]. For instance, systems such as the “LUBSTER” system use InfraRed and color pigment sensors to indicate the condition of the oil in the dashboard system [19]. This helps to improve the efficiency of engines and machinery that rely on lubricating oil. Electronic technology provides accurate and reliable data on the condition of lubricating oil. For example, one study used multi-sensor information fusion technology to monitor the quality of automotive engine lubricating oil. The study evaluated the moisture content of lubricating oil, dielectric constant, scatter degree and transparency of infrared light, and iron-grinding particle content on the permeability and ultrasonic reflectivity as input factors and established a monitoring model of lubricating oil quality using the theory of information fusion technology. The results showed that the lubricating oil quality monitoring model of multi-sensor information fusion technology can more accurately reflect the quality of lubricating oil [20]. One example is the development of smart sensor systems for monitoring the operational condition of in-service diesel engine oils. These sensors can provide real-time condition monitoring and project the remaining usable life of the lubricant, reducing or eliminating the need for traditional oil analysis methods [21]. Electronic technology can help to reduce the environmental impact of used lubricating oil. For instance, one study explored the potential of using differences in wear particle kinematic characteristics to recognize changes in wear particle diameter and oil viscosity. The study designed and fabricated a wear particle kinematic analysis system (WKAS) that was applied to a pin-disc tester, and the experimental results showed that there is a corresponding relationship between the velocity of the particles and their diameter and the oil viscosity [22]. By monitoring the quality of lubricating oil, potential problems can be detected early, preventing oil contamination and reducing the environmental impact of used lubricating oil. Intelligent diagnosis technology can provide a real-time and continuous collection of data during the operation of the diesel engine, which can help in detecting faults and diagnosing problems in a timely manner [23]. Soft computing methods have also been employed for lubricant condition analysis, eliminating the need for expert intervention. These methods use artificial intelligence and machine learning algorithms to analyze data from sensors and determine the condition of the lubricant. Soft computing methods can help to detect subtle changes in lubricant condition that may not be apparent through traditional methods, improving the accuracy and reliability of the evaluation. Moreover, these methods can be integrated into the machine’s control system, providing real-time monitoring and alerts for maintenance professionals. Soft computing methods offer a promising solution for improving lubricant maintenance, reducing the risk of downtime and costly repairs [15,24,25]. Sophisticated technologies that are employed in monitoring diesel engines encompass deep transfer learning and genetic algorithms. For example, an investigation of a diagnostic approach has been proposed that leverages intelligent methodologies, such as optimized variational mode decomposition and deep transfer learning, to address fault diagnosis in diesel engines [26]. Furthermore, a diagnostic framework for marine diesel engines, founded on an adaptive genetic algorithm, has been devised to achieve efficient and precise classification of faults occurring in diesel engines [27].



Lubricant condition monitoring is an area of active research, with soft computing techniques emerging as a promising focus. These techniques use artificial intelligence and machine learning to improve the accuracy and efficiency of lubricant maintenance, reducing the risk of downtime and costly repairs [15,28,29,30,31]. Overall, soft computing techniques offer a faster [32], more accurate [33], and more adaptable [34] approach to diesel engine lubricant monitoring than traditional methods. Data-driven condition monitoring is an essential technology for intelligent manufacturing systems to identify anomalies from malfunctioning equipment, prevent unplanned downtime, and reduce operation costs by predictive maintenance without interrupting normal machine operations [35]. These techniques are rather easy to develop and perform and can help with accurate means of condition assessment and fault diagnosis. Faults and failures of induction machines can lead to excessive downtimes and generate large losses in terms of maintenance and lost revenues, and this motivates the examination of online condition monitoring [36]. The accuracy of machine learning models in predicting engine lubricant properties has been investigated in recent studies. For example, one study conducted a preliminary test using K-nearest neighbor (KNN) and Radial Basis Function (RBF) models for engine lubricant spectral analysis. The study found that the models reduced twelve indexes to seven, including iron, chromium, lead, copper, aluminum, nickel, and TDPQ. The RBF-ANN modeling approach was particularly noteworthy for its accuracy in detecting all three sizes of the training sets, with an impressive accuracy rate of approximately 99.85%. These results suggest that machine learning models have great potential for improving engine lubricant analysis and predicting properties with high precision [15]. Another study explored the use of the Recursive Feature Elimination (RFE) method to predict external wear failure by reducing independent variables. The study found that this approach achieved an impressive accuracy of 94.20%. Interestingly, the study also revealed that the presence of iron, aluminum, and lead were particularly important in assessing wear conditions. These findings demonstrate the potential of machine learning models to identify important factors that contribute to engine lubricant properties and failure prediction [30].



Dielectric or Impedance Spectroscopy (IS) is a powerful and versatile technique for measuring the electrical properties of various materials, including concrete, paper, liquids, and even biofuels. This non-destructive method is not only cost-effective but also highly accurate, providing researchers and engineers with valuable insights into the electrical behavior of these materials [37]. One of the main advantages of these methods is that they are non-destructive, meaning that they do not damage the material being tested. This makes them ideal for testing delicate or expensive materials, as well as for testing materials that cannot be easily replaced or repaired [38]. Additionally, these methods are cost-effective, as they do not require expensive equipment or specialized training to perform [39]. Another advantage of dielectric or impedance methods is that they provide high-precision measurement results. These methods are able to detect small changes in the electrical properties of materials, which can be used to identify subtle differences between materials or to track changes over time [40]. Researchers have proposed a novel approach to locomotive system maintenance by investigating the relationship between dielectric properties and metallic and non-metallic particles found in engine oil. In this study, artificial neural networks were employed to determine the correlation between the dielectric constant and oil impurities, as well as the dielectric loss factor and oil impurities. Specifically, the researchers used elemental spectroscopy as inputs and dielectric properties as outputs in their modeling approach. Impressively, the study achieved highly promising regression values, with the dielectric constant achieving an R value of 0.8513 and the dielectric loss factor achieving an R value of 0.8015 at 7.4 GHz. These results demonstrate the potential of machine learning models to accurately predict engine lubricant properties and aid in effective maintenance strategies [15]. Table 1 provides a comprehensive summary of recent studies that have utilized soft computing tools for engine and component condition evaluation in machinery. This table highlights the growing interest in machine learning techniques for predicting engine lubricant properties and identifying potential issues before they become major problems. It is evident that the field of engine and lubricant research is vast, with a plethora of studies that have investigated diverse methods for enhancing performance and curtailing energy loss in internal combustion piston engines. These techniques encompass the use of lubrication quality [41], coatings [42], and multifarious tribological approaches [43]. Consequently, there exist multiple prospects for tackling lubricant and engine health concerns, and this academic inquiry delves into maintenance and management techniques that leverage the electrical properties of lubricants and neural networks.



The research conducted in this study brings forth a novel approach to predicting the elemental spectroscopy of lubricants based on their electrical properties. The main objective of this study was to compare the performance of various soft computing models in predicting the elemental spectroscopy (Fe, Pb, Cu, Cr, Al, Si, and Zn) of lubricants based on their electrical properties (ε′, ε″, and tan δ). While previous research has primarily focused on a limited number of engine lubricant pollutants, this study goes beyond by considering the effects of multiple elements including Fe, Pb, Cu, Cr, Al, Si, and Zn. This comprehensive analysis of various elements in lubricants is a unique aspect of this research. Another notable novelty of this study is the source of lubricant samples. Unlike previous studies that primarily used laboratory-prepared samples, this research examines lubricant samples extracted directly from the engine. This enables the study to closely mimic real-world conditions, enhancing the accuracy and applicability of the findings. The elements present in the lubricant were identified using spectroscopy, and the electrical properties of each sample were subsequently measured. Furthermore, soft computing algorithms were employed to explore the complex relationship between polluting elements and the electrical properties of lubricants. These algorithms leverage data from both existing literature and experiments conducted within this study, resulting in a comprehensive analysis of the subject matter. The importance of these findings should not be underestimated. The findings of this study have important implications for the development of effective monitoring conditions for engine lubricants. Moreover, the potential for online and portable methods to detect and diagnose these faults is also promoted through this research. In the subsequent section, a detailed description of the research process will be presented, highlighting the key results obtained from this groundbreaking study.




2. Materials and Methods


2.1. Dataset


To conduct this study, we obtained a dataset from two sources, including 33 records from previous research [14] and 16 records provided by an Iranian company (Tirage, Tehran, Iran) in Tehran city. Combining multiple datasets can increase the available data and improve the generalizability of the results. In this case, by combining two datasets, the dataset created was a more comprehensive one that provided a broader range of data points to train machine learning models. This increased the accuracy and reliability of the machine learning models for predicting engine lubricant properties. Using a larger dataset can also help to reduce the risk of bias and increase the representativeness of the data, leading to more robust and reliable predictions. Furthermore, using multiple datasets from different sources can help validate the results and increase the robustness of the findings. Overall, combining datasets can be an effective way to improve the quality of data and enhance the performance of machine learning models.



The dataset used in this study includes the elemental spectroscopy (Fe, Pb, Cu, Cr, Al, Si, and Zn) of lubricants, while their electrical properties (ε′, ε″, and tan δ) were measured during the course of this study. The data collection procedure is illustrated in Figure 2, with additional details provided in Section 2.1.1 and Section 2.1.2. Normalization is a common preprocessing technique used to ensure that features are on a similar scale and have equal influence on the machine learning algorithm. In this case, normalizing the data to a range of −1 to 1 ensured that the features were standardized and had a uniform scale, which helped to reduce the influence of outliers and improve the accuracy of the machine learning models. The presence of outliers can skew the results and lead to poor performance of the machine learning algorithms [47,48]. By scaling the data to a uniform range (Equation (1)), we were able to reduce the impact of outliers and ensure that the machine learning models were trained on a consistent and reliable dataset. This can increase the robustness of the results and improve the generalizability of the predictions. Detailed information pertaining to the parameters employed in all formulas explicated in this article is accessible in Table A1, situated conveniently in Appendix A of the paper.


  x    n  = 1 +   2   x −  x  m i n          x  m a x   −  x  m i n        



(1)







In this equation,   x =    x 1  ,  x 2  ,   … ,  x n      represents the principal value of the index vector, while xn represents the normalized value of the index vector. The maximum and minimum values of the index are denoted by xmax and xmin, respectively.



2.1.1. Extracted Datasets


The extracted datasets used in this study comprised 33 records obtained from a published work, which included the elemental spectroscopy (Fe, Pb, Cu, Cr, Al, Si, and Zn) and electrical properties (ε′, ε″, and tan δ) of second-hand lubricant [14]. An additional 16 records were provided by a local Iranian company called Tirage. These lubricant samples had been collected from engines and were accompanied by their elemental spectroscopy (Table 2). In this study, we measured the electrical properties (ε′, ε″, and tan δ) of these samples and reported our findings in Section 2.1.2.




2.1.2. Experimental Datasets


Tirage, a local Iranian company, provided 16 lubricant samples extracted from engines along with their elemental spectroscopy, which is shown in Table 2. However, information about the electrical properties of the samples (e.g., ε′, ε″, and tan δ) was not provided. To address this, we measured the electrical properties of the samples using a Vector Network Analyzer (VNA) (R&S ZVL 13, made in the USA) as part of our current research. This device can analyze microwave absorbing properties in the frequency range of 9 kHz–13.6 GHz with an accuracy of ±0.2 dB. To conduct the measurements, we inserted a coaxial dielectric probe into a beaker containing 50 mL of lubricant sample, as shown in Figure 3. We performed measurements in triplicate at 2.4, 5.8, and 7.4 GHz frequencies under similar conditions for all samples, and the results are reported in Table 3. The electrical measurements were conducted in the quality testing laboratory for wireless terminals at the Khajeh Nasir Toosi UNIVERSITY OF TECHNOLOGY in Iran.





2.2. Soft Computing Methods


2.2.1. Fundamentals and Theories


Soft computing models have the potential to enable maintenance without the need for expert intervention. This study aimed to develop such models, and several of them are described below. One widely used neural network architecture in academic research is the Multi-Layer Perceptron (MLP) [49,50]. In the MLP, summation functions are used to obtain the output of hidden neurons [51]. The structure and function of MLP will be discussed in more detail below, highlighting its potential as a powerful tool for predicting engine lubricant properties.
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   p k  =  ∑  j = 1    n 1     W  j k    y j  +  b k   
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In the MLP architecture,    z j    represents the input of the jth neuron in the hidden layer, while    b j    represents the bias of the jth neuron in the hidden layer.    W  i j     represents the weight value between the ith input neuron and the jth neuron in the hidden layer, and   f    z j      represents the activation function. The output of the jth neuron is denoted by    y j   , while    p k    represents the output of the neurons in the kth output.    W  j k     denotes the weight value between the neuron in the jth hidden layer and the neuron in the kth output layer, and    n 1    represents the number of neurons in the hidden layers. To find its parameters, MLP commonly uses the backpropagation algorithm, which is a widely used technique for training neural networks.



Another machine learning technique that we employed in this study is the Adaptive Neuro-Fuzzy Inference System (ANFIS), which combines adaptive neural network (ANN) rules with fuzzy logic (FL) theories within an adaptive network framework to establish a logical relationship between inputs and outputs [52,53]. ANFIS is a five-layered structure consisting of the fuzzy layer, product layer, normalized layer, de-fuzzy layer, and total output layer [54] (see Figure 4).



In addition to ANFIS, we also utilized a Radial Basis Function (RBF) network, which is a feed-forward neural network with one hidden layer of RBF units and a linear output layer [55,56]. The output of the RBF network is calculated as follows [57]:


   p i  =  b i  +  ∑  j = 1  N   W  i j   exp   −   E −  μ 2    2  σ j 2       



(5)




where    p i    is the output,    b i    is the bias terms,  N  is the number of basic functions,    W  i j     is the weight between hidden and output layers,  E  is the input data vector,  μ  is the center of RBF unit, and  σ  represents the spread of the Gaussian basis function.



The Support Vector Machine (SVM) algorithm, originally developed by the brilliant Vladimir Vapnik, has become increasingly popular in recent years for various applications [58]. SVM is a powerful statistical learning method that can estimate the function of y(i) with remarkable accuracy, as demonstrated in numerous studies [59,60,61]:


  f  E  = W φ  E  + b  



(6)




where   φ  E    defines a nonlinear mapping of E,  W  is a weight vector, and  b  represents the bias factor.



Gaussian Process Regression (GPR) is a cutting-edge nonparametric Bayesian approach to regression that has gained popularity in various scientific fields [62]. One of the key advantages of GPR is its ability to provide reliable responses for input data, making it a valuable tool for predicting engine lubricant properties [63]. GPR assumes that the output can be calculated using a sophisticated formula that involves several variables, as demonstrated in multiple studies [64,65]:


   p i  = f    E i    +  ε i  ,          ε i  ~ N   0 ,  σ  n o i s e  2    ∈ R  



(7)




where    σ  n o i s e  2    is the equal noise variance for    E i    of all samples.



In this groundbreaking study, our focus is on the practical application of soft computing approaches to improve the maintenance and monitoring of engine lubrication conditions based on their electrical properties (ε′, ε″, and tan δ). While we will not dive into the theoretical principles of these methods, which can be found elsewhere in the literature, we will compare the performance of several different soft computing models to determine the most efficient and accurate method for predicting engine lubricant properties. Our goal is to provide valuable insights into the use of soft computing approaches for optimizing engine performance and reducing maintenance costs in the lubricant industry.




2.2.2. Application


In this exciting application section, we put our soft computing models to the test and comparatively evaluated their performance to provide an innovative way of monitoring engine lubricant conditions based on their electrical properties (ε′, ε″, and tan δ). To implement the soft computing algorithms, we took practical steps and employed the powerful MATLAB software.



The inputs of our models were the electrical properties (ε′, ε″, and tan δ) of lubricants, while the outputs were the elemental spectroscopy (Fe, Pb, Cu, Cr, Al, Si, and Zn) of lubricants. To ensure the accuracy of our models, we trained them using 80% of the total data, while the remaining 20% was used for testing and validation. To avoid overfitting, various solutions have been proposed, such as early stopping methodology, regularization methods, applying ensemble learning, training with more data, and cross-validation [66]. The training and validation datasets were also separated to avoid overfitting, and the optimizing indexes for the selected model were reported to highlight the impressive performance of the soft computing approach. Overfitting can be detected by comparing the performance of the model on the training and validation datasets. If the training performance continues to increase while the validation performance starts to decrease, it is a sign that the model is overfitting the training data and not generalizing well to new data [15,67]. While adjusting model indexes can often be a time-consuming trial-and-error process, our study offers valuable insights into the most effective ways to optimize soft computing models for predicting engine lubricant properties [49].





2.3. Performance Criteria


To determine the most accurate and reliable soft computing model for predicting engine lubricant properties, we employed rigorous performance criteria. These criteria are essential for evaluating the predictive accuracy of our models, helping us to improve and choose the optimal approach for our study. We used three key metrics as performance criteria: the Mean Absolute Percentage Error (MAPE) (Equation (8)), Root Mean Square Error (RMSE) (Equation (9)), and Efficiency (EF) (Equation (10)). These metrics are widely used in the field and have been shown to be effective in assessing and comparing the accuracy of different soft computing models [68,69,70,71,72,73]. MAPE measures the average percentage deviation of the predicted values from the actual values. A lower MAPE value indicates a better predictive accuracy of the model. For example, a MAPE of 10% means that the model’s predictions are off by an average of 10% from the actual values [74]. RMSE calculates the square root of the average of the squared differences between the predicted values and the actual values. A lower RMSE value indicates a better predictive accuracy of the model. RMSE is more sensitive to large errors than small errors, which means that it penalizes large errors more than small errors [75]. Efficiency is a measure of how well a soft computing model performs compared to a reference model. It is calculated as the ratio of the performance of the soft computing model to the performance of the reference model. A higher efficiency value indicates a better performance of the soft computing model compared to the reference model [76]. By employing these performance criteria, we were able to identify the most accurate and reliable soft computing model for predicting engine lubricant properties, providing valuable insights into how to optimize machine learning models for practical applications.
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In our study, the desired (actual) output for the ith pattern is represented as    y  e i    , while the predicted (fitted) output produced by the network for the same pattern is represented as    y  p i    . The “n” in the equation represents the total number of lubricant samples used in our study, and      y e   ¯     and       y p   ¯    represent the averages of the desired (actual) and predicted output, respectively.





3. Results and Discussion


3.1. Preliminary Statistical Analysis


Before diving into the development and evaluation of our soft computing models, we conducted a preliminary statistical analysis using correlation analysis. This powerful statistical measure helps determine the linear relationship between two or more variables, shedding light on how they change relative to each other. The results of our correlation analysis played a critical role in selecting the most appropriate modeling method for predicting engine lubricant properties. For example, if the correlation indicated weak relations between variables, multiple linear regression and similar statistical models may not be suitable. This highlights the complex and non-linear nature of predicting engine lubricant properties. On the other hand, a strong correlation close to one indicates a robust connection between the two variables, providing valuable insights into the relationship between engine lubricant properties and their electrical properties (ε′, ε″, and tan δ). Furthermore, the sign of the correlation indicates whether the relationship between the variables is direct or inverse, further informing our modeling decisions.



The negative correlations observed between Fe and its respective electrical properties (ε′, ε″, and tan δ) suggest an inverse relationship between Fe levels in the engine lubricants and their electrical properties. This indicates that as the levels of Fe increase, the electrical properties of the lubricant decrease. The strength of these correlations is relatively weak, ranging from −0.13 to −0.22, indicating that the relationship between Fe and electrical properties is not very strong. In contrast, the positive correlations observed between Pb, Cu, and Cr and their respective electrical properties (ε′, ε″, and tan δ) suggest a direct relationship between these elements and the electrical properties of the engine lubricants. This indicates that as the levels of Pb, Cu, and Cr increase, the electrical properties of the lubricant also increase. The strength of these correlations is moderate to strong, ranging from 0.41 to 0.53, indicating a relatively strong positive relationship between these variables. The negative correlations observed between Al and Si and their respective electrical properties (ε′, ε″, and tan δ) suggest an inverse relationship between these elements and the electrical properties of the engine lubricants. This indicates that as the levels of Al and Si increase, the electrical properties of the lubricant decrease. The strength of these correlations ranges from −0.23 to −0.56, indicating a moderate to strong negative relationship between these variables. Finally, the strongest correlations were observed between Zn and its respective electrical properties (ε′, ε″, and tan δ), with all three correlations being strongly negative. This suggests that Zn levels have a strong inverse relationship with the electrical properties of the engine lubricants. The strongest correlation was found between Zn and tan δ, with a negative correlation coefficient of −0.79. These findings are elucidated in Table 4, providing a comprehensive overview of the correlations observed in our study.




3.2. Performance Evaluation of Models


To evaluate the performance of our soft computing models for predicting engine lubricant properties, we conducted a rigorous statistical analysis, the results of which are shown in Table 5. By comparing the values of RMSE and MAPE, we could make informed judgments about the accuracy and reliability of each model. For Fe, RBF and ANFIS models perform consistently better than the other models at all frequencies, with the lowest RMSE and MAPE values. MLP and GPR models perform poorly for Fe at all frequencies, with the highest RMSE and MAPE values. For Cu, RBF and ANFIS models perform relatively better than the other models at all frequencies, with lower RMSE and MAPE values. SVM and GPR models perform poorly for Cu at all frequencies, with the highest RMSE and MAPE values. For Si, RBF and ANFIS models perform better than the other models at all frequencies, with the lowest RMSE and MAPE values. MLP and SVM models perform poorly for Si at all frequencies, with the highest RMSE and MAPE values. For Zn, RBF and ANFIS models perform better than the other models at 2.40 GHz and 7.40 GHz but not at 5.80 GHz where they perform poorly. MLP, SVM, and GPR models perform poorly for Zn at all frequencies, with the highest RMSE and MAPE values. Although MAPE could not be calculated for Pb, Cr, and Al due to zero actual values, the RMSE still shows that RBF and ANFIS made the smallest errors in concentration predictions for these elements. Overall, the frequency appears to have an influence on the predictive performance of the models. Higher frequencies tend to produce more accurate predictions, though the effect varies between elements.



According to Table 5, our analysis revealed that the RBF model at 7.40 GHz offered the best performance for all variables, with the smallest values of MAPE and RMSE. For example, for Si in RBF at 7.40 GHz, we achieved an impressive RMSE of 0.4 and MAPE of 0.7, highlighting the outstanding accuracy of our approach.



3.2.1. Adjusting RBF Parameters


After conducting a thorough analysis of our soft computing models for predicting engine lubricant properties, we found that the RBF model offered the best performance. In this section, we focus on optimizing the RBF model parameters to further improve its accuracy and reliability.



Figure 5 illustrates the RBF efficiency (EF) for different hidden sizes and various elemental spectroscopy (Fe, Pb, Cu, Cr, Al, Si, and Zn) at both the train and test steps. The network’s performance improved with an increase in the hidden size, and a hidden size of 11 was found to be the minimum size that provided efficient results for all evaluated elements. The study found that increasing the hidden size to 13 and above further improved the network’s performance and achieved an EF of 1.00 in both the train and test steps. The study also found that the RBF network achieved high EF values for all evaluated elements, including Pb, Fe, Cr, Cu, Si, Al, and Zn. The EF values ranged from 0.82 to 1.00 in the test step, indicating the network’s effectiveness in forecasting the evaluated elements. The findings of this study can be valuable for researchers and practitioners working in the field of material analysis and forecasting.



In Figure 6, we explored the efficiency of the RBF model when employing different training algorithms for various elemental spectroscopy (Fe, Pb, Cu, Cr, Al, Si, and Zn) at both the train and test steps. The outcomes of this study revealed that the RBF model’s efficiency and performance were affected by the choice of the training algorithm. However, the impact of training algorithm selection is non-uniform across all elements, indicating that certain elements are more responsive to the algorithm than others. For instance, while all training algorithms except for the “Traingdm” algorithm exhibited commendable performance in predicting Fe, only the “Trainlm” and “Trainbr” algorithms demonstrated good performance in predicting Al. Consequently, the effect of algorithm selection on model performance was more pronounced in the latter case. Notably, both “Trainlm” and “Trainbr” algorithms exhibited excellent performance in predicting all elements; of course, the “Trainbfg” algorithm also demonstrated good performance in predicting Fe. Overall, the “Trainlm” algorithm provides the highest RBF efficiency in both the training and testing stages for predicting all elemental spectra. This finding significantly enhances the model’s accuracy and reliability.



Finally, in Figure 7, we plotted the coefficient of determination (R2) between the actual and predicted values of the spectral analysis indices of the lubricant. These results were reported separately for the testing and training stages.



In Figure 7, The R2 values for all elements in both the training and testing stages were 0.99, indicating a strong correlation between the actual and predicted values of the elemental spectroscopy. The slope (0.99) of the regression line for each element was also very close to one, indicating that the predicted values were in good agreement with the actual values. Regarding the intercept, it varied for different elements in both the training and testing stages. For instance, in predicting Fe, the intercept was 0.05 in the training stage and 0.01 in the testing stage. Similarly, the intercept for predicting Pb was 0.02 in the training stage and 0.01 in the testing stage. In contrast, the intercept for predicting Cu was 0.30 in the training stage and 0.01 in the testing stage. Also, the intercept for predicting Si was 0.11 in the training stage and 0.01 in the testing stage. However, for predicting Cr, Al, and Zn, the intercepts were the same in both the training and testing stages and were equal to 0.01. Overall, the R2 values were high for all elements, indicating a strong correlation between the actual and predicted values. Moreover, the intercepts were relatively small, indicating that the predicted values were close to the actual values. However, the intercepts varied for different elements, indicating that the models’ performance varied in predicting different elements.



By optimizing the parameters of our RBF model, we could further improve the accuracy and reliability of our soft computing approach, providing valuable insights into the most effective ways to predict engine lubricant properties based on their electrical properties (ε′, ε″, tan δ).




3.2.2. Sensitivity analysis


To evaluate the performance of our soft computing models for predicting engine lubricant properties, we conducted a rigorous analysis in Section 3.2. Our findings revealed that the Radial Basis Function (RBF) model offered the most accurate and reliable predictions. Subsequently, in Section 3.2.1, we set the RBF parameters and conducted a sensitivity analysis to gain a comprehensive understanding of the model’s inputs. Figure 8 presents the findings of this analysis, enabling us to prioritize the model’s inputs and identify the most influential parameter. The results indicated that the choice of input variables significantly affects the model’s predictive performance, as evidenced by the differences in the root mean square error (RMSE) across different input combinations. For predicting Fe, the input combination of (ε′, ε″, tan δ) was identified as the most influential input variable, resulting in the lowest RMSE value of 0.9. The input combinations of (ε′, tan δ), (ε′, ε″), and (ε″, tan δ) resulted in higher RMSE values of approximately 4.0, 10.5, and 11.0, respectively. For predicting Pb, the input combination of (ε′, ε″, tan δ) resulted in the lowest RMSE value of 0.3, followed by (ε′, ε″) with an RMSE of approximately 0.8. The input combination of (ε″, tan δ) resulted in the highest RMSE of approximately 3.7. For predicting Cu, the input combination of (ε′, ε″, tan δ) resulted in the lowest RMSE value of 2.2, while the input combination of (ε″, tan δ) resulted in the highest RMSE of approximately 12.0. For predicting Cr, the input combination of (ε′, ε″, tan δ) resulted in the lowest RMSE value of 0.2, while the input combination of (ε″, tan δ) resulted in the highest RMSE of approximately 5.7. For predicting Al, the input combination of (ε′, ε″, tan δ) resulted in the lowest RMSE value of 0.1, while the input combination of (ε″, tan δ) resulted in the highest RMSE of approximately 0.57. For predicting Si, the input combination of (ε′, ε″, tan δ) resulted in the lowest RMSE value of 0.5, while the input combination of (ε″, tan δ) resulted in the highest RMSE of approximately 1.4. For predicting Zn, the input combination of (ε′, ε″, tan δ) resulted in the lowest RMSE value of 1.0, while the input combination of (ε″, tan δ) resulted in the highest RMSE of approximately 14.0.



Overall, the present study underscores the importance of selecting appropriate input variables to achieve accurate predictions in elemental spectroscopy using the RBF model. By prioritizing the most influential input parameters, we could further optimize our soft computing models for predicting engine lubricant properties, ultimately improving the accuracy and reliability of our findings. Therefore, we do not recommend removing any input that increases the RMSE, ensuring the most accurate and reliable predictions. Our sensitivity analysis revealed that the removal of ε′ significantly increased the Root Mean Square Error (RMSE) for all elements, highlighting the critical importance of this input parameter for predicting engine lubricant properties based on their electrical properties. By carefully considering the impact of different input parameters on the performance of our soft computing models, the input variables (ε′, ε″, tan δ) were found to be the most influential input variables for most elements, leading to the lowest RMSE values. These findings provide valuable insights into optimizing the RBF model’s performance and improving its reliability in predicting elemental spectroscopy.






4. Conclusions


This study aimed to evaluate the performance of soft computing models in predicting engine lubricant elemental spectroscopy based on their electrical properties. A dataset of 49 lubricant samples was used to train and test various soft computing models (RBF, MLP, ANFIS, GPR, and SVM), and their performance was assessed using error metrics (RMSE, MAPE, and EF). The preliminary statistical analysis using correlation analysis revealed various relationships between elemental spectroscopy and electrical properties. Fe showed a weak inverse relationship, while Pb, Cu, and Cr had a direct relationship with electrical properties. Al and Si also displayed an inverse relationship, and Zn showed a strong inverse relationship with electrical properties (Table 4 depicts the correlation coefficients). The performance evaluation of the soft computing models showed that the RBF and ANFIS models consistently outperformed the other models for Fe, Cu, Si, and Zn at different frequencies. MLP, SVM, and GPR models had a poorer performance for these elements. For Pb, Cr, and Al, where MAPE could not be calculated, the RMSE values indicated that RBF and ANFIS models made smaller errors in predicting the concentrations of these elements. The frequency factor also influenced the predictive performance of the models, with higher frequencies generally leading to more accurate predictions for certain elements (Table 5 reports RMSE and MAPE). The results demonstrated that the radial Basis Function (RBF) model consistently outperformed the other models, achieving the most accurate predictions, especially at the highest frequency of 7.4 GHz. Our findings demonstrate that the RBF model can accurately predict engine lubricant properties, including Fe, Pb, Cu, Cr, Al, Si, and Zn, with high precision. Specifically, the RMSE values obtained for these elements were 0.9, 0.3, 2.2, 0.2, 0.1, 0.4, and 1.0, respectively. These low RMSE values indicate that the RBF model can effectively capture the complex relationships between the electrical properties and elemental concentrations in engine lubricants. This indicates a strong correlative and predictive relationship between lubricant electrical properties (ε′, ε″, and tan δ) and elemental spectroscopy. Tuning the RBF parameters, including increasing the hidden size and optimizing the training algorithm, further improved its performance. This shows that fine-tuning machine learning models can improve their accuracy and reliability for practical applications. Sensitivity analyses were carried out to determine the most influential input variables, which revealed that the combination of ε′, ε″, and tan δ yielded the lowest Root Mean Square Error (RMSE) values for all elements. Notably, the removal of ε′ led to a significant increase in RMSE, emphasizing its crucial role in predicting engine lubricant properties. These findings suggest that lubricant monitoring programs based on measurements of electrical properties, using machine learning models such as RBF, may effectively detect machine faults early through the prediction of elemental spectroscopy changes. Despite these limitations, this approach demonstrated in the current study could provide insights for developing effective condition-based maintenance strategies utilizing real-time lubricant analysis. Such systems could detect abnormal changes early and project remaining lubricant life. These results help advance understanding of the correlation between lubricant electrical properties and elemental spectroscopy and highlight the potential of soft computing methods for real-world lubricant monitoring applications. However, further research is needed to test the approach on a wider range of lubricant types and operating conditions and to explore different machine-learning models and optimization techniques. Collaborating with institutions from other countries presents valuable opportunities to access diverse datasets, different measurement techniques, and a wider range of samples. To enhance our modeling further, we propose exploring ensemble methods such as random forests or gradient boosting, which have been known to improve performance and generalization. In addition, to capture temporal dependencies in engine lubricant properties, we recommend utilizing deep learning models such as recurrent neural networks (RNNs). Optimization techniques such as hyperparameter tuning through grid search, randomized search, or Bayesian optimization, as well as feature selection methods, can also be employed to improve model performance. Nonetheless, the current study provides a solid foundation and starting point for future work in this area. Also, this work provides a practical framework for accurately predicting lubricant conditions based on electrical measurements.
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Table A1. Definition of symbols in equations.





	Symbol
	Definition
	No. Equation





	  x  
	the principal value of the index vector
	(1)



	   x    n    
	the normalized value of the index vector
	(1)



	xmax and xmin
	the maximum and minimum values of the index
	(1)



	    z j    
	the input of the jth neuron in the hidden layer
	(2)



	    b j    
	the bias of jth neuron in the hidden layer
	(2)



	    W  i j     
	the weight value between the ith input neuron and the jth neuron in the hidden layer
	(2)



	   f    z j      
	the activation function
	(3)



	    y j    
	the outputs of jth neuron
	(3), (4)



	    p k    
	the output of the neurons in the kth output
	(4)



	    W  j k     
	weight value between the neuron in the jth hidden layer and the neuron in the kth output layer
	(4)



	    n 1    
	the number of neurons in the hidden layers
	(4)



	    p i    
	the output
	(5)



	    b i    
	the bias terms
	(5)



	  N  
	the number of basic functions
	(5)



	    W  i j     
	the weight between hidden and output layers
	(5)



	  E  
	the input data vector
	(5)



	  μ  
	the center of RBF unit
	(5)



	  σ  
	the spread of the Gaussian basis function
	(5)



	   φ  E    
	a nonlinear mapping of E
	(6)



	  W  
	a weight vector
	(6)



	  b  
	the bias factor
	(6)



	    σ  n o i s e  2    
	the equal noise variance for    E i    of all samples
	(7)



	    y  e i     
	the ith component of the desired (actual) output for the ith pattern
	    E i    



	    y  p i     
	the component of the predicted (fitted) output produced by the network for the ith pattern
	(8)–(10)



	  n  
	the number of lubricant samples
	(8)–(10)



	      y e   ¯     and       y p   ¯    
	the average of the whole desired (actual) and predicted output
	(10)
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Figure 1. Development of maintenance strategies. 
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Figure 2. The schematic view of dataset preparation from sources. 
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Figure 3. The experimental setup and its schematic view for measuring dielectric properties of lubricants. 
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Figure 4. The structure of the Adaptive Neuro-Fuzzy Inference System (ANFIS). 
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Figure 5. Result of RBF efficiency in different hidden sizes for various elemental spectroscopy. 
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Figure 6. Result of RBF efficiency in different train algorithms for various elemental spectroscopy. 
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Figure 7. Actual and predicted values of the elemental spectroscopy in two steps (training and testing). 
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Figure 8. Result of sensitivity analysis to prioritize RBF inputs for various elemental spectroscopy. 
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Table 1. Literature summary of significant previous studies.
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	Application
	Soft Computing Tool
	Performance
	Ref.





	This study proposes a novel procedure for predicting particle concentrations in the oil phase as a function of operational period times, which can serve as a basis for determining the residual useful life of lubricant agents.
	FIS, MLP, and RBF
	Learning rate
	[2]



	This study proposes a recognition and prediction model for estimating wear-out faults in engines. To establish the model, unessential attributes were eliminated from the early stages of oil monitoring data.
	PSO-SVM
	Accuracy
	[30]



	This study developed models based on soft computing methods to estimate the engine torque performance across an extensive range of loads and speeds, which represent the operational conditions of the engine.
	ANFIS, RBF
	RMSE, EF, R, TSSE
	[44]



	This study focuses on the evaluation of lubricant and engine health status based on wear and lubricant pollution. By analyzing wear and pollution in the lubricant, this approach provides valuable insights into the health of the engine and lubrication system.
	KNN and RBF-NN
	Accuracy
	[15]



	The aim of this study is to predict fuel consumption for various tractor sizes while carrying an agricultural implement (chisel plow) under different specifications.
	KNN
	MAE, RMSE, RRSE, RAE
	[45]



	This study proposes a novel approach to interpreting the challenges of engine lubricant analysis using machine learning techniques. By leveraging spectral analysis measurements, this approach aims to identify the most important factors and their impact on engine performance.
	KNN, RBF
	Accuracy
	[46]



	This study utilized various conditional features of mechanical components to characterize the state of engine oil.
	ANN
	Accuracy
	[29]










 





Table 2. Spectral analysis results for the samples provided by Tirage company (Unit: ppm).
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	Sample No.
	Fe
	Pb
	Cu
	Cr
	Al
	Si
	Zn





	1
	11.05
	2.83
	0.98
	1.26
	3.62
	8.79
	1319



	2
	9.94
	0
	0.97
	0.46
	1.61
	17.77
	1362



	3
	30.25
	0
	1.64
	5.33
	10.18
	9.23
	1359



	4
	81.17
	0
	2.59
	7.46
	34.59
	36.21
	1493



	5
	13.19
	1.8
	0.59
	1.8
	1.09
	7.14
	1281



	6
	24.65
	0
	1.25
	1.55
	5.05
	9.89
	1398



	7
	9.24
	0
	0.92
	0.11
	1
	6.11
	1362



	8
	15.46
	0
	1.75
	0
	0.38
	4.01
	1360



	9
	39
	4.42
	7.78
	6.52
	10.93
	16.29
	1297



	10
	39.76
	3.2
	1.4
	2.2
	3.77
	15.44
	1657



	11
	34.69
	0.18
	1.23
	7.2
	13.45
	16.55
	1264



	12
	39.67
	3.91
	2.31
	6.48
	12.45
	16.33
	1342



	13
	86.06
	1.17
	2.76
	3.69
	10.95
	40.05
	1445



	14
	21.73
	3.22
	7.23
	0.91
	5.31
	7.27
	1317



	15
	8.17
	1.79
	3.23
	0.04
	0
	7.22
	803



	16
	49.75
	3.51
	4.11
	4.15
	5.07
	13.65
	1327










 





Table 3. Dielectric properties measurement results for samples provided by Tirage Company.
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Sample No.

	
2.40 GHz

	
5.80 GHz

	
7.40 GHz




	
ε′

	
ε″

	
tan δ

	
ε′

	
ε″

	
tan δ

	
ε′

	
ε″

	
tan δ






	
1

	
2.62

	
0.15

	
0.058

	
2.94

	
0.13

	
0.044

	
2.55

	
0.23

	
0.090




	
2

	
2.68

	
0.12

	
0.045

	
2.99

	
0.10

	
0.033

	
2.60

	
0.18

	
0.069




	
3

	
2.45

	
0.09

	
0.037

	
2.79

	
0.07

	
0.025

	
2.40

	
0.17

	
0.071




	
4

	
2.55

	
0.05

	
0.020

	
2.86

	
0.05

	
0.017

	
2.47

	
0.12

	
0.049




	
5

	
2.60

	
0.13

	
0.051

	
2.91

	
0.12

	
0.041

	
2.52

	
0.21

	
0.083




	
6

	
2.58

	
0.13

	
0.051

	
2.90

	
0.11

	
0.038

	
2.50

	
0.20

	
0.080




	
7

	
2.60

	
0.17

	
0.066

	
2.93

	
0.14

	
0.048

	
2.52

	
0.26

	
0.103




	
8

	
2.54

	
0.20

	
0.079

	
2.85

	
0.19

	
0.067

	
2.43

	
0.30

	
0.123




	
9

	
2.53

	
0.08

	
0.032

	
2.83

	
0.06

	
0.021

	
2.45

	
0.15

	
0.061




	
10

	
2.52

	
0.06

	
0.025

	
2.81

	
0.05

	
0.018

	
2.43

	
0.13

	
0.053




	
11

	
2.55

	
0.09

	
0.036

	
2.88

	
0.07

	
0.024

	
2.50

	
0.14

	
0.056




	
12

	
2.50

	
0.07

	
0.029

	
2.79

	
0.05

	
0.018

	
2.42

	
0.14

	
0.058




	
13

	
2.41

	
0.05

	
0.021

	
2.70

	
0.04

	
0.015

	
2.34

	
0.10

	
0.043




	
14

	
2.66

	
0.11

	
0.042

	
2.97

	
0.10

	
0.034

	
2.58

	
0.16

	
0.062




	
15

	
2.60

	
0.13

	
0.051

	
2.93

	
0.12

	
0.041

	
2.53

	
0.21

	
0.083




	
16

	
2.50

	
0.07

	
0.029

	
2.81

	
0.06

	
0.021

	
2.42

	
0.13

	
0.054











 





Table 4. Result of correlations between variable 1 (elemental spectroscopy) and variable 2 (electrical properties).
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Var. 1

	
Var. 2

	
Corr.

	
Var. 1

	
Var. 2

	
Corr.

	
Var. 1

	
Var. 2

	
Corr.

	
Var. 1

	
Var. 2

	
Corr.






	
Fe

	
ε′

	
−0.13 ns

	
Cu

	
ε′

	
0.45 **

	
Al

	
ε′

	
−0.23 ***

	
Zn

	
ε′

	
−0.54 **




	
ε″

	
−0.20 ***

	
ε″

	
0.53 **

	
ε″

	
−0.49 **

	
ε″

	
−0.77 **




	
tan δ

	
−0.22 ***

	
tan δ

	
0.53 **

	
tan δ

	
−0.56 **

	
tan δ

	
−0.79 **




	
Pb

	
ε′

	
0.41 **

	
Cr

	
ε′

	
0.45 **

	
Si

	
ε′

	
−0.14 ns

	

	

	




	
ε″

	
0.48 **

	
ε″

	
0.45 **

	
ε″

	
−0.42 **

	

	

	




	
tan δ

	
0.48 **

	
tan δ

	
0.41 **

	
tan δ

	
−0.50 **

	

	

	








**, ***, and ns respectively indicate the significance of correlation at the levels of one percent, five percent, and non-significance.













 





Table 5. Comparing the performance of models by RMSE and MAPE.
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Frequency

	
2.4 GHz

	
5.80 GHz

	
7.40 GHz




	
ML Model

	
RBF

	
MLP

	
ANFIS

	
GPR

	
SVM

	
RBF

	
MLP

	
ANFIS

	
GPR

	
SVM

	
RBF

	
MLP

	
ANFIS

	
GPR

	
SVM






	
Fe

	
RMSE

	
2.4

	
11.0

	
2.4

	
16.8

	
23.4

	
1.4

	
23.9

	
1.5

	
19.7

	
17.3

	
0.9

	
15.5

	
0.9

	
14.3

	
16.5




	
MAPE

	
3.7

	
33.8

	
3.8

	
48.5

	
51.9

	
2.8

	
69.5

	
2.6

	
34.5

	
43.5

	
0.9

	
47.3

	
1.1

	
40.3

	
36.2




	
Pb

	
RMSE

	
1.4

	
5.4

	
2.2

	
3.8

	
15.6

	
1.0

	
4.9

	
1.0

	
5.3

	
6.5

	
0.3

	
3.3

	
0.3

	
5.5

	
7.5




	
MAPE

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
Cu

	
RMSE

	
4.4

	
22.4

	
5.0

	
16.4

	
19.0

	
3.9

	
18.7

	
3.9

	
18.6

	
53.2

	
2.2

	
13.2

	
2.2

	
18.5

	
21.3




	
MAPE

	
10.3

	
70.0

	
10.2

	
70.7

	
68.3

	
7.9

	
40.3

	
9.3

	
93.4

	
87.2

	
1.3

	
11.0

	
2.4

	
96.8

	
72.3




	
Cr

	
RMSE

	
4.0

	
13.3

	
4.3

	
12.7

	
15.7

	
3.9

	
13.2

	
8.1

	
12.7

	
15.5

	
0.2

	
13.2

	
3.5

	
11.3

	
16.2




	
MAPE

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
Al

	
RMSE

	
0.7

	
0.7

	
0.8

	
0.7

	
0.9

	
0.2

	
0.7

	
0.3

	
0.7

	
3.5

	
0.1

	
0.7

	
0.1

	
0.7

	
0.9




	
MAPE

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-




	
Si

	
RMSE

	
0.7

	
3.4

	
2.2

	
2.5

	
4.3

	
0.6

	
2.9

	
0.8

	
3.1

	
3.5

	
0.4

	
2.2

	
0.5

	
2.9

	
3.3




	
MAPE

	
4.3

	
38.4

	
8.9

	
28.1

	
48.2

	
1.7

	
28.2

	
1.9

	
33.0

	
36.1

	
0.7

	
25.7

	
1.1

	
24.4

	
34.2




	
Zn

	
RMSE

	
10.3

	
20.7

	
80.3

	
29.2

	
39.1

	
6.5

	
41.9

	
53.8

	
28.0

	
28.3

	
1.0

	
6.7

	
2.2

	
28.6

	
35.3




	
MAPE

	
16.4

	
32.0

	
70.7

	
35.3

	
48.3

	
9.0

	
80.9

	
74.9

	
75.2

	
65.4

	
1.4

	
25.4

	
2.3

	
73.1

	
65.4
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