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Abstract: Demographic data pertain to people’s identities and behaviors. Analyses of demographic
data are used to describe patterns and predict behaviors, to inform interface design, and even
institutional decision-making processes. Demographic data thus need to be complete and correct
to ensure they can be analyzed in ways that reflect reality. This study consists of interviews with
40 people in STEM and addresses how causes of relational (dis)trust in demographic data collection
contribute to pervasive problems of missing and incorrect responses and disobliging responses (e.g.,
non-disclosure, false responses, attrition, and hesitancy to use services). The findings then guide a
preliminary set of recommendations for cultivating trustworthiness based on recent developments
in trust theory and designing for responsive and trustworthy systems. Specifically, we explore
how demographic questionnaire design (e.g., item construction and instructions) can communicate
necessary reassurances and transparency for users. The ongoing research provides interview-based
recommendations for improving the quality and completeness of demographic data collection. This
research adds to other recommendations on improving demographic questionnaires.
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1. Introduction

The collection of demographic data (i.e., self-reported identity categories such as
age, gender, race, veteran status, disability status, and more) is standard practice for
numerous services, institutions, and companies [1–4]. Daily examples of demographic
identity data collection can include registering for online social media accounts, accessing
product reviews or orders, completing intake forms at medical offices, or responding to
market research surveys. Respondents to demographic questionnaires sometimes omit
responses or do not respond truthfully, leading to missing or incorrect values [5]. Trust,
or lack thereof can be a cause for non-disclosure [6]. Datasets with missing or incorrect
demographic information can be problematic as such data are frequently used to generate
statistics about people (e.g., [7]); characterize populations and research samples; develop
algorithms, automation and machine learning functions (e.g., [8]); and guide legal and
policy decisions [3,4,9]. Demographic data are also critical for social decision-making
processes in education [10], government, and law enforcement [11].

Importantly, many institutions that gather demographic data (e.g., universities, gov-
ernments, and employers) must contend with at least two demands that may occasionally
conflict. First, these services often need demographic data to understand clients and cus-
tomers. For example, such data are often essential for businesses to profile consumers,
demarcate different markets, and then provide tailored or personalized advertising. Second,
these services must also convey credibility and legitimacy that encourage people to engage
and respond. The extent to which people perceive institutions to be trustworthy influences
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whether they engage with those systems, and whether engagements are positive or nega-
tive [12]. Within this context, the ways in which organizations solicit and manage demographic
data can have substantial consequences on trust.

One example occurs when people develop suspicion or distrust towards institutions
that request demographic data and/or how their data will be used [13,14]. Such attitudes
might stem from people’s prior beliefs about the institutions but may also emerge from
problems within the questionnaires. Trust in the data request may be undermined by miss-
ing identity descriptors, incorrect labels, personal questions that seem irrelevant, and other
factors that hinder people’s ability to accurately express their identity. Moreover, disclosure
of demographic variables in certain organizations (e.g., sexual orientation, disability, and
race) could lead to negative experiences of discrimination or bias [15–17]. Alternatively,
members of hegemonic groups may suspect that minoritized people will receive priority
due to institutional hiring or reputational goals.

Despite their utility or necessity, problematic demographic data collection methods
can also exacerbate and mask social inequities leading to distrust. For example, large data
sets may exclude one or more populations (e.g., excluding non-binary people from gender
categories and excluding North African or Middle Eastern identities from race categories).
Missing populations cannot then be accurately or validly analyzed (e.g., their behaviors,
beliefs, preferences, or other trends) to draw trustworthy conclusions. Another challenge is
that many identity category labels within questionnaires are coarse and do not encompass
appropriate variance [18,19]. For instance, people who select “White” as their race category
may hail from distinct backgrounds (e.g., a 10th-generation American of Irish heritage and
a recent Moroccan immigrant). Unfortunately, institutions also commonly generalize based
on flawed group aggregation. As a result, descriptions of group behavior may not address
intracategorical variance [20] or apply to all persons who share a label. Respondents cannot
trust that they are fairly represented.

Researchers have proposed ways to improve granularity and ability to express one’s
identity in demographic questionnaires, focusing on variables like gender [21], sexual
orientation [22], and disability [23]. Some studies focused on a more holistic approach to
improving demographic questionnaire as a whole [19,24]. This work had outlined spe-
cific ways in which labels can be added to demographic questions, and sensitivity can be
employed in asking about variables that may be disclosed to a lesser extent (e.g., sexual
orientation, disability). However, the proposed solutions are still unable to capture inter-
sectionality and have not achieved a consensus status among researchers or demographic
questionnaire designers and data collectors.

Crucially, negative experiences, attitudes, and distrust with a demographic question-
naire may lead people to misrepresent or avoid disclosing their personal information [25].
Individuals’ misunderstanding or mistrust of demographic identity collection and usage
undermines perceived credibility and legitimacy, and these attitudes lead people to quit,
opt out, or intentionally provide inaccurate data (e.g., backgrounds and preferences). For
instance, a person who identifies as “non-binary” might reasonably distrust institutions
whose demographic questionnaires offer only “male” and “female” as response options—
these respondents may then skip questions or provide inaccurate information. Such actions
contribute to incorrect datasets and missing values, which drive faulty user profiles that
are non-representative of authentic populations.

Notably, despite valid reasons for distrust and non-disclosure, many people do often
share demographic information about themselves (e.g., in online systems and surveys)
despite knowing that their information might be compromised. This contradictory behavior
is referred to as the privacy paradox [26–30]. Specifically, people may choose to share personal
information with an organization because they believe that the benefits of using a service
or product outweigh the risks of disclosure. Similarly, they may believe that because their
information is already compromised and sharing it again will not make a big difference. In
other cases, people may be unaware of how their data will be used or may feel like they do
not have a choice (e.g., when applying for a job or a degree). Finally, some individuals may
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respond partially—they may only respond to a limited number of items or skip questions
perceived as optional or threatening.

1.1. Demographic Identity Data Collection in STEM

Within the broader discourse on demographic identity data, the collection of such data
in science, technology, engineering, and mathematics (STEM) organizations is a meaningful
area of focus. Ample studies and reports have documented deep disparities in STEM
participation—there have been well-documented “gaps” in college enrollment, degree
attainment, job hiring, and career promotion in STEM organizations related to race, ethnicity,
gender, sexual orientation, and historically underserved populations [30–33]. Likewise,
researchers have carefully investigated how lived experiences of STEM students and
professionals are impacted (e.g., bias and discrimination) by demographic factors [34,35].
For example, research reports a gender gap still existing in math-intensive STEM fields [31].
Another example [34] reveals that engineering students and professionals with disabilities
report being excluded and less respected than their colleagues. Accurate demographic
identity data collection has been an important component of such scholarship—disparities
and experiences cannot be revealed or reported if the data are not even collected.

Relatedly, another thread of work has sought to investigate and support the formation
of STEM identities. In brief, STEM identity refers to one’s sense of self as a participant in
STEM institutions and activities (e.g., scientist, engineer, or mathematician) along with
the ways that identity intersects with other aspects of one’s life (e.g., hobbies, family,
and goals) [36–39]. Research has shown that STEM identities are constructed through
interactive and relational ways [36,37] and include one’s perception regarding not only
their STEM knowledge and skills, but also one’s work ethic, relationships within one’s field,
and the potential effects of one’s work on the world. The construction of STEM identities
is thus influenced by disciplinary and societal hierarchies and perceptions related with
demographic variables like race [38] and gender [40].

Finally, efforts to broaden participation in STEM—to increase fair representation
in STEM institutions that mirrors broader populations [41–45]—have also relied upon
meaningful demographic identity data collection. Efforts to broaden participation often
focus on the inclusion of populations who have been historically excluded, based on gender
(e.g., [32]), race [46,47], and ability (e.g., [35]). Interventions include introducing STEM
faculty to culturally responsive teaching, which had resulted in faculty motivation to
foster a more equitable learning environment [45]. Other efforts are generated by STEM
faculty who make conscious efforts to increase participation through pedagogy [44], and
through larger-scale frameworks like programs and institutions that have the goal of
including members of marginalized group and incorporating them in both research and
non-academic jobs in STEM fields and have shown promising results for the students and
faculty involved [42,43].

Despite many enlightening findings and subsequent successful interventions, the
collection and use of demographic data in STEM organizations must nonetheless contend
with the same trust and response issues noted previously. Trust in organizations (and
demographic measures) is undermined when respondents lack the ability to identify
themselves accurately, appropriately, or fairly, or when they possess meaningful reasons to
question the motives of the organization(s) requesting the data (e.g., [15,17]). Such threats
might emerge from missing identity or incorrect labels, misleading aggregate analyses and
conclusions, or perceived dangers of disclosure (e.g., being fired).

1.2. Relational Trust: Situation, Semiotics, Interaction Sequence, and Strategy

Demographic identity data are necessary and useful, yet the collection of such data
is hindered by distrust stemming from fears and perceived threats about institutional
data collection and (mis)use. Distrust contributes to incomplete or inaccurate informa-
tion, which in turn directly undermines data quality. Improving the trustworthiness of
demographic identity data collection is thus a worthwhile endeavor for businesses, devel-
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opers, researchers, educators, and any organization that relies on such data. As a specific
case of interest, improved data collection should facilitate the study and remediation of
inequities in STEM organizations—revealing demographic disparities and opportunities,
understanding participation in STEM, and broadening participation in those institutions.

To explore issues of trust toward the collection of demographic identity data and
the requesting institutions, we consider a framework of relational trust [6,48]. In brief,
building and sustaining any trusting relationship (e.g., with an organization) is a process
that requires responsivity while considering different stakeholders’ goals. Such responsivity
is established and maintained through attention to characteristics of the decision situation,
semiotics, interaction sequences, and strategies (i.e., 4Ss) [6]. This framework provides a
lens for analyzing perceptions of trust and how components of demographic questionnaire
design may influence such perceptions.

Responsivity refers to the ability of any system (e.g., a healthcare institution collecting
patient information) to adjust and adapt to altered conditions while continuing to function
correctly and smoothly. Importantly, responsivity is not a purely objective feature of a
system or relationship. Instead, participants’ goals or perceptions determine what counts as
“adaptive” or “correct”, and thus what is considered “trustworthy”. Different people may
possess overlapping or distinct parameters for determining trustworthiness that depend on
their previous experiences, self-placement within a system (e.g., sense of belonging [49] or
sense of self-efficacy [50,51]), and expectations. Nonetheless, we can examine responsivity
in several ways.

One relevant consideration is the context in which trust manifests—the situations
in which people are making decisions in or about the system. Understanding of the
decision situation can help to determine whether and to what extent trust is an important
variable, and any perceived tradeoffs among stakeholders. In the case of demographic data,
stakeholders include both the respondents and the organizations collecting the data. The
situation encompasses both the immediate activity of completing the questionnaire as well
as the environment or goals for responding (e.g., job interview, account creation, research
study, or government census).

Another consideration is the semiotics (i.e., signals, signs, and symbols) embedded in
the system [52,53], and how they are interpreted in ways that impact trust. For example,
in some cases, certain symbols (e.g., official logos, certifications, and other credentials)
might be perceived as indicators of trustworthiness [54]. If an institution has built a good
community relationship and reputation (i.e., a “trustworthy brand”), then their visible logo
might imply that their data requests are similarly trustworthy. In other cases, website errors
(e.g., slow loading, missing pages, or typos) might be interpreted as signs of negligence
that undermine trust. Thus, semiotics can be both intentional and unintentional ways that
trustworthiness is signaled. In collecting demographic data, semiotics might entail not only
questionnaire design (e.g., logos and layout) but also content—the types of questions asked,
their wording, and allowable responses.

Interaction sequence refers to how trusting relationships evolve across multiple interac-
tions and situations. Attitudes are rarely formed in a single instance; instead, trust is built
(or lost) through a series of interactions wherein people interact with systems and expe-
rience responsive or nonresponsive outcomes. In demographic data collection, a typical
interaction sequence might encompass (1) the inciting purpose (e.g., job interview), (2) the
request to complete a questionnaire (e.g., online resume), (3) completing the questionnaire
itself, and then (4) any follow-up based on those data (e.g., job offers). Each step in this
sequence contributes to the decision situation and comprises numerous semiotics that may
impact trust (e.g., reputation of the employer or interviewers’ body language).

Finally, strategy is operationalized as how institutions and people intentionally nav-
igate decision situations. Regarding demographic questionnaires, organizations might
intentionally author questionnaire items according to inclusive policies (e.g., person-first
language) or feedback from users (e.g., certain questions reported as “confusing”). Such
changes might be intended to “cultivate trust” by signaling that the organization is compas-
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sionate and wants people to have a pleasant experience. Another design strategy may be to
create dynamic questionnaires that provide respondents with nested options for nuanced
reporting. For instance, if individuals choose “Black” as their race, additional options may
then appear to further specify national origin or other heritage (e.g., African American or
Afro-Cubano). Likewise, many questionnaires include “Prefer not to Say” options that
allow for responding with nondisclosure, and “Prefer to Describe Myself” options that
enable free response text boxes. Such designs influence interactions sequences by asking
respondents to respond to only relevant questions and giving them more control over how
and when they respond.

In sum, relational trust offers a comprehensive lens for understanding numerous
aspects of trust toward demographic data collection and requesting institutions. Under-
standing respondents’ beliefs or fears about the purposes of data collection (i.e., the decision
situation) and their responses to questionnaire items (i.e., interaction sequences) may enable
designers to craft more trustworthy measures that will, in turn, elicit more complete and
valid data.

1.3. The Current Study and Research Questions

The purpose of the current study is to further understand reasons for trust, distrust,
disclosure, and non-disclosure in response to demographic data collection. To do so, we
analyze qualitative interview data on diverse individuals’ perceptions of data collection
and usage, which are analyzed via a relational trust theoretical lens. This work occurs
within a STEM context that reflects the authors’ interests in STEM identities, disparities,
and participation. However, we anticipate that findings might offer insight beyond the
boundaries of STEM. This work is guided by two overarching questions (RQs) elaborated
below.

We first (RQ1) explore: what considerations contribute to trust and distrust toward or-
ganizations (e.g., university researchers or employers) who are collecting the demographic data?
Do people trust the institutions collecting the data and/or how the data will be used? In
this context, what factors might contribute to trust and distrust toward the demographic
identity data questionnaires?

Our second question (RQ2) considers responding behaviors. We ask: what trust-related
factors influence STEM respondents’ response strategies, such as choosing “Other,” choosing “Prefer
Not to Say,” or intentionally responding incorrectly to demographic questionnaire items? Given
such behaviors and concerns, we also explore demographic questionnaire design changes
that may increase trustworthiness and thus valid responding.

2. Materials and Methods

The current study employed a qualitative, semi-structured interview methodology to
elicit diverse STEM individuals trust and attitudes toward demographic data collection, po-
tential data use, and the institutions that solicit such data. The focus on STEM participants
and disciplines reflected the authors’ interests in STEM identities, disparities, and participa-
tion. The benefits and limitations of this design are discussed in Section 4.5. Semi-structured
interviews were conducted virtually (via Zoom) as part of a larger project on improving
demographic data collection practices to better represent identity. The interviews ranged
from 30 to 75 min in duration.

2.1. Participants

Adult (age 18+) participants with STEM backgrounds (e.g., via education or work
history) were recruited via word of mouth and emails to listservs of specialized STEM
departments and interest groups. Recruitment messaging broadly explained that the
purpose of the study was to explore identity and demographic questionnaire responses.
Study participants were compensated via a $10 USD Amazon gift card. A total of 39
participants were recruited and interviewed.
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Participants were invited to describe their age, gender identity, race, and ethnicity (see
Table 1) in their own words. If participants were unsure of the meaning of a demographic
term or wanted clarification, working definitions were provided. These definitions were
very intentionally worded to avoid academic or technical jargon. For instance, a clarification
of gender might state that “gender has been defined as how you experience and define
your gender, based on how much you align (or don’t align) with what you understand
the options for gender to be”. Similarly, a definition of ethnicity stated “ethnicity has
been defined as a grouping of people who identify with each other on the basis of shared
attributes distinguishing them from other groups. Those attributes can include common sets
of traditions, ancestry, language, history, culture, nation, religion, or social treatment within
their residing area”. Disability was described as “having physical or mental characteristics
that substantially limit one or more major life activities”.

Table 1. Participants’ self-reported demographic characteristics.

Participant Age Gender Identity Race Ethnicity

P1 28 Male Part White, part Native-American,
Half-Korean A poor person

P2 32 woman Middle Eastern (white in
questionnaires) Iranian

P3 23 woman Asian Chinese Indonesian
P4 31 male White Greek
P5 23 female White Hispanic
P6 27 female White (cause that’s the only option) Arab, Muslim
P7 27 genderfluid White American Southern
P8 32 non-binary White White, Ashkenazi Jewish
P9 26 male South Asian/Indian South Indian

P10 25 male Asian Indian
P11 23 female East-Asian/Chinese 2nd gen. immigrant from Hong-Kong
P12 30 woman White Jewish
P13 27 non-binary White Utah Mormon
P14 48 female White Army brat
P15 47 female Caucasian Protestant
P16 47 female White White, American, Texan
P17 27 male Mexican Mexican
P18 44 woman White Catholic Texan
P19 26 male Caucasian White Midwestern, German ancestry

P20 39 female White, Caucasian
not Hispanic; background Italian,

and Irish, and Scottish, and
Czechoslovakian

P21 37 woman Black Afro-Caribbean
P22 45 female Biracial- Asian and Caucasian Korean-American
P23 36 woman White Irish American
P25 52 Male Jewish Jewish
P26 37 Man White White

P27 35 Man African American descendent of
chattel slaves Hebrew Israelite

P28 22 woman White Italian American
P29 37 Female Asian Chinese
P30 32 woman White American
P31 25 Female White White
P32 28 Male South Asian Hindu
P33 23 Non-binary Filipino Filipino, American
P34 25 Female Asian Japanese
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Table 1. Cont.

Participant Age Gender Identity Race Ethnicity

P35 31 Male White Christian
P36 26 Non-binary White White and European
P37 36 woman White European
P38 46 Female White and Native American none
P39 32 Male White Judeo-Christian, Anglo-Saxon

P40 23 I prefer to think of
it as female White Probably like 50% Swedish

As summarized in Table 1, it is worth noting that open-ended definitions of ethnic-
ity allowed participants describe themselves in fairly nuanced ways such as “Japanese”,
“Chinese”, “South Indian”, or “2nd gen. immigrant from Hong-Kong”, instead of simply
“Asian”. Other participants provided descriptors that do not align with typical question-
naire ethnicity categories (e.g., “A poor person”, “Utah Mormon”, and “Army Brat”).

2.2. Probing Trust and Responding Patterns

The complete interview comprised a number of questions about perceived identity
and salience of numerous demographic variables. For the current research questions,
we selected and analyzed a subset of questions that were specifically related to trust in
demographic data collection, institutions that collect such data, and how data might be
used. The first selected question asked: Do you trust those who ask the questions (universities,
employers) to use that information in a way that benefits you or at least doesn’t discriminate against
you? Responses to this question revealed participants’ feelings of (mis)trust related to
organizations that collect demographic data, which could stem from decision situations,
semiotics, interaction sequences, and strategies (e.g., the nature of the questions and
subsequent uses of the data). The second targeted question asked: Are there questions
you choose not to answer if you can; why? Answers to this question revealed participants’
responding behaviors, such as their decisions to ignore or skip questions.

Procedurally, brief or vague responses were further probed with follow up questions
to clarify statements and ensure that participants’ intentions were fully communicated.
This process also helped to mitigate bias and over-interpretation by the researchers. These
clarifying questions first revoiced participants’ responses and then invited correction and
elaboration. For brief responses, prompts such as “could you say more about that?” were
also often effective for eliciting more detail.

2.3. Analysis

Participants’ responses related to trust and disclosure behaviors were transcribed and
thematically analyzed [55–57]. Transcriptions were automatically generated by the virtual
meeting software (Zoom, v. 5.13.4), and transcripts were reviewed and corrected by both
the interviewer and a graduate research assistant. After this editing process, the transcripts
were shared with the interviewees. The interviewees could then implement further edits,
including redactions of responses they no longer wished to share. Thus, the final, analyzed
transcripts confidently reflected the participants’ own words and intentions. In addition to
the transcripts, interviewers recorded detailed notes immediately following each interview.
These notes facilitated interpretation of responses.

Inductive thematic analyses were guided by the 4S relational trust framework [6],
including considerations of decision situations, semiotics, interaction sequences, and strate-
gies related to the collection of demographic data and the requesting institutions. The
relational trust framework informed interpretations of participants’ trust-related attitudes,
while allowing for the emergence of insights about improving responsivity and supporting
trust. Inspired by thematic analysis methodologies [55–57] individual or small sets of inter-
views were analyzed in a continuous fashion as interviews were completed. This process
informed the identification of emerging patterns, which then enabled focused probing of
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these trends in subsequent interviews (and follow-up communications with participants)
with saturation. Upon completion of data collection, the complete set of interviews were
reviewed again to refine and triangulate observed patterns.

3. Results

Inductive qualitative coding, informed by the 4S relational trust framework, revealed
12 themes associated with trust and distrust in organizations related to demographic data
collection. Interviewees broadly discussed topics spanning (a) how demographic data
should be used, (b) trust and distrust in institutions’ integrity and ability to safeguard
personal data, (c) fear of identity-based marginalization or identity misrepresentation,
and (d) the well-intentioned and appropriate use of demographic data to work towards
inclusion and diversity. Specific themes are summarized in Table 2 and aligned to the 4S
concepts. Importantly, the 4Ss are interconnected and overlapping. Trust is formed over a
series of interactions within situations that are influenced by semiotics and strategies. Thus,
while attitudes expressed by participants related to more than one component, they are
reported under a single component for convenience and clarity.

Table 2. Emerging themes on dis/trust through the 4S lens. Clarifications in brackets added by the
authors.

4S Item Description Trust Themes Example (with Participant #)

Situation

The interdependent decision
structure and perceived tradeoffs
of that interaction for all parties
involved

T1: Bias from other institutions
T2: Bias from the questionnaire
T3: Positive trust stance

“I always think that if I say
something [on disability] they
might use that against me, or yeah,
discriminate against me, or be like
‘this person is not fit for the job’”
(P2)

Semiotics

Signals, signs, and symbols that
affect initial perceptions, trusting
decisions, and interaction
outcomes

T4: Not understanding how
queried information is relevant
T5: Missing relevant labels
T6: Labels too coarse

“The goal of a company should not
be what do our employers look like.
[. . .] the goal of a university or a
business should be to succeed [. . .]
should be based on the skill of your
employees.” (P18, example of T4)

Sequence

Trust evolution across repeating
interactions, multiple situations,
and how interaction patterns
shape trusting

T7: Believing data collection meant
for virtue signaling
T8: Experiencing bias related to
demographic information
(minoritized/hegemonic)
T9: Concerns of data security

“I feel like they don’t necessarily
use it to increase admissions or
decrease admissions or increase
access into programs. They just do
it to feel like they’re doing good,
and that’s it.” (P17, example of T7)

Strategy
How people, institutions, and
other agents navigate decision
situations

T10: Response optional
T11: Having ‘prefer not to say’ or
‘other’ options
T12: Fear of disclosure leading to
bias

“i’ll put ‘prefer not to say’ if that’s
the option, because those are the
only 3 options this man woman
prefer not to say and so, like So it’s
because the actual answer is just
missing” (P7, example of T11)

The 12 reported themes pertain to seven over-arching topics: (1) experiences of bias,
which includes themes of bias from other institutions (T1), and bias from the questionnaire
(T2); (2) positive trust stances (T3); (3) not understanding how the queried information is
relevant (T4); (4) identity misrepresentation in questionnaire, which includes themes of
missing relevant labels (T5) and labels too coarse (T6); (5) not trusting institutional integrity
and ability to overcome hegemony, which includes the themes: believing data collection is
meant for virtue signaling (T7), experiencing bias related to demographic information (T8), and
concerns of data security (T9), and lastly; (6) decision not to disclose, which includes the
themes response option (T10), having ‘prefer not to say’ or ‘other’ options (T11), and fear of
disclosure leading to bias (T12). The following section reviews relevant excerpts to illustrate
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these themes. The analysis will consider the themes through Chiou and Lee’s [6] relational
trust framework as a way to consider demographic questionnaire design and response
experience. These perspectives provide an applied basis to consider implementations to
questionnaire design that address respondent concerns and data collector goals.

Importantly, although each theme is presented within the scope of one of the 4Ss, the
themes are related with different elements of the demographic questionnaire system. For
example, T7 is related with the belief that inclusive data collection is motivated by virtue
signaling, rather than affecting positive change and is discussed relative to ‘sequence’. The
theme of perceived virtue signaling is also directly related to ‘semiotics’, the signs and
signals provided by the questionnaire.

3.1. Three Trust Themes Related to Situation

Responding to demographic questionnaires is embedded within multiple situations,
including the purpose of the data collection (e.g., for hiring or research) and even the
modality (e.g., web form or paper). However, the most salient situation was responding
to the questionnaire itself. Respondents noted that when they are asked to disclose their
personal information, it creates a state of vulnerability regardless of their levels of trust
or distrust. Respondents raised questions about how institutions might use the data
inappropriately in hiring, practices, and culture, along with the impact on the trajectories
of workers, users, or students within the institution.

In this context, two themes emerged for reasons to distrust organizations and de-
mographic data collection (Theme 1: Unskilled Implementation and Theme 2: Lack of
Follow-Through), and one theme emerged for positive trust (Theme 3: Good Faith). First,
one reason for distrust captured beliefs that that institutions have good intentions but
are unskilled at achieving those goals (Theme 1). Although organizations may seek to
collect meaningful demographic data, their methods or measures are flawed. Flaws such
as reductionist categories undermine trust in the organization and data collection. For
example, Participant 13 (P13, italics added for emphasis) stated:

P13: I don’t think that, generally speaking, that these bodies actually include
people of these, you know, quote unquote “categories’ [. . .] in the process of just
deciding or like of defining what [. . .] fair treatment even means for them, and
defining what it means to be a part of that category. I think oftentimes it feels like
you know, you get reduced to a label, especially in any point kind of quantitative analysis
of this kind of data. And I think it just it completely misses the actual experience. It’s
like these categories [. . .] gesture at like broader trends and experience, but they
themselves like do not contain, you know, like you can’t say that these things
happen because of you know, like my queerness, or something, right? It’s like
these things happen because of some aspect of it, and like we need to be like
better about delving into what these things are. Otherwise, you just have a story
that is very, very manipulable.

A second theme captured beliefs that institutions only request demographic identity
data to appear as if they care about or intend to improve “diversity, equity, and inclusion”
(DEI) metrics. However, the organization never does anything beyond asking; the request
is distrusted because it is performative with no follow-through (Theme 2). In the following
excerpt, P17 expressed this sentiment:

I: so why do you think those questionnaires are used at all? If you think the
information is not used, where do you think people have the -

P17: like I said. I think it’s I think it’s just to make people feel better about themselves. I
feel like the most that I’ve ever like really seen out of those types of questionnaires
is maybe an increased diversity in advertising for positions or jobs or colleges and
then like historically lacking demographic area regions so like if they’re lacking
on minorities, they’ll try and increase advertising to minority stronghold centers
across the US. But that [. . .] that’s largely it. I feel like they don’t necessarily use it to
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increase admissions or decrease admissions or increase access into programs. They just do
it to feel like they’re doing good, and that’s it.

Themes 1 and 2 were not mutually exclusive. Participants noted that organizations
could be well-intentioned yet still require significant pressure to actually use the collected
data in positive ways to achieve change. P27 expressed:

P27: they could be well intentioned, but it may just end up on a desk and go nowhere,
and I’ve heard this from individuals directly I’ve seen it myself. Where the system
is, it protects [. . .] itself. And when you start talking about things that are a little too far
beyond the norm, you will get pushed back because I think at the root of it is that a
lot of these maybe well, meaning initiatives have to deal with funding sources
and being able to continue to survive off of their constituents, and [. . .] if you say
stuff that aggravates their base you’re not going to be well received. So that means
that I don’t trust these questionnaires, because there’s limits to what they can do, even if
they wanted to.

Importantly, distinctions were sometimes made based on the type of organization
or individuals conducting the data collection, such as university researchers, companies,
employers, or other institutions. For example, P8 expressed trusting the interviewer in this
study (i.e., our intentions and data usage) but not others:

P8: Definitely depends on the place. if we’re talking universities or employers specifically,
absolutely not. Like I’ve been around the university enough to know that they care because
they are required to care. That it’s about the culture of like audit compliance more
than it is any actual interest [. . .] I’m in a department where, like the old chair
of the department, like bragged [. . .] to new students about how like I’d won
this amazing fellowship right. And like that I was trans, and I was doing all this
cool work, and like was using it to advertise like how cool and [. . .] welcoming
the department is. Meanwhile, like he gave me zero fucking help with that
application. When I sent it to him, he actually said, ‘Okay, when It’s rejected,
you should submit it to the NSF’. [. . .] it’s like they’re willing to claim credit for
successes. But I don’t think they give a shit about like the work.

In contrast to concerns about institutional capacity and motives, it is worth noting that
a small number of interviewees expressed positive trust toward demographic questionnaires
and those who collect the data (Theme 3: positive trust stance). For example, P16 expressed
trust that their data will not be used in biased ways against them, despite knowing that
other people may experience bias:

P16: So, I trust them not to use it to discriminate against me.

I: Okay, how about against others?

P16: Mostly trust.

I: Okay, can you say more about that cause that seems like a slightly different
answer.

P16: I just, I think most of the people that are collecting that kind of information have
good intentions and are trying to use it to see where they’re at, and if there are ways
they can try to get a better mix of people together

P26 expressed a similar attitude that institutions have positive intentions and obliga-
tions that they act upon:

P26: Yeah, in general, I don’t worry that I’m being discriminated against for my
characteristics. And I think, in general, that those questionnaires exist because they’re
trying to push back on, or the government at least somewhat, is trying to push back on
400 or 2000. Whatever years of culture, of people liking people who look like them. So,
yeah, I’ve never felt negative from that
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Several participants described having distinct trust stances towards for-profit com-
panies and industry employers compared to universities and researchers. For example,
P38 described trusting most organizations who collect demographic information, but
specifically not trusting for-profit companies:

P38: Most of the time, and I say that because my agency [their workplace] is one
that uses that data. So I know in general how it’s supposed to be used. Yes.

I: So you said mostly so alright. What other instances when you don’t? And
what’s causes that distrust? Is it the agency, like [the entity] who’s asking, or
something about the questionnaire?

P38: Yes, yeah. It depends on who’s asking?

I: Okay. So who do you trust less?

P38: Generally it will be companies that are trying to get me to buy something

A similar preference of trusting and sharing information with researchers was ex-
pressed by P39, who particularly valued clear regulations and accountability:

P39: Depends on the context, but in general no[. . .] I’m [. . .] in the midst of
applying for jobs at other universities and that particular part of interacting
with a big bureaucracy has a lot more controls around it, because there’s HR
laws [. . .] and they get a lot of trouble for discriminating in that setting. But in
many less structured settings, I think, for sure I don’t trust the organizations that I give
my demographic details to maybe I’m just a cynical person, [. . .] I think in many less
structured settings that is less sort of regulatory oversight then [I’m] less inclined to
divulge information about myself.

In sum, within the context of demographic data collection situations (e.g., institutional
purposes), trusting attitudes emerged from skepticism about the ability and/or intent to
follow through on the stated goals of demographic data collection. These attitudes imply a
decision structure in which disclosure of information is perceived as an action that may
not lead to any direct or indirect benefits for the discloser. However, skepticism about
organizations was not universal; participants noted the good intentions of institutions
regarding demographic data and its collection.

3.2. Three Trust Themes Related to Semiotics

Signs and signals related to trust can emerge from a variety of sources, such as the
nature and reputation of the requesting institution, and interpersonal interactions with
organization representatives. In our interviews, participants focused on several signs
and signals instantiated through questionnaire design, contents, and phrasing (Theme 4:
Perceived Irrelevance, Theme 5: Missing Labels, and Theme 6: Coarse Labels).

Several participants expressed a strong preference for questionnaires to address only
“relevant” variables (Theme 5: Missing Labels). For example, in hiring situations, partici-
pants stated that they wanted themselves and others to be judged only on variables that
directly relate to their education, skills, and ability to perform at a certain position. P18
(italics added for emphasis) expressed this preference while questioning the motives for
hiring:

P18: . . . the goal of a company should not be what do our employees look like. you know,
the goal of a university or a business should be to succeed. And that should be based on
the skill of your employees. The effectiveness of your employees, and I also think
that choosing certain people based on that ethnicity really takes out your own. It
takes out human free will out of the decision making process altogether, because your
pool is only available only open to like who’s naturally making the choices to
apply to your organization in the first place [. . .]. If you say we must have this
number of this of you know black women or Asian homosexual men, or you know we can
only have 10 Caucasians in our entire system. You know, but that limits like you’re only
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dependent, you know. You’re dependent on who’s applying to your job or who’s applying
to that university, and if the kind of people you think should be on your staff are not
naturally applying to be on your staff you can’t fill that position and no fault [. . .]
my kids’ elementary school has 2 male teachers out of like 60 teachers. Now is
that because there bad at hiring men? Or is that because predominantly, women
apply to be elementary school teachers, you know it doesn’t mean that they’re
sexist.

Other participants discussed the importance of “relevant” questionnaire items based
on the belief that collecting demographic data is not the right way to achieve diversity:

P5: [. . .] i’ve been applying for jobs. I get really annoyed when I get to that section.
The whole ‘do you have a disability?’. ‘have you served in that in the army?’ There’s 3
questions that they ask at the end of something, and I always wonder like if we’re creating
equitable hiring processes. Are you hiring like for an engineering job are you hiring
me based on the interviews and my technical skills which you’ll assess, or what I
really a lot of times I don’t understand what role those like last 3 questions play.
Am I at a disadvantage for not, you know, answering quote unquote “correctly”
to [. . .] those questions?

Several participants expressed desire for more detailed signals about how data would
be used. In the excerpt below, P12 questioned why a stranger would need to know that
someone is Jewish, resulting in decisions to skip such questions:

P12: like it’s none of their business cause It’s not something I open [. . .] with [. . .].
Like Jewish is kind of like a personal thing to me, [. . .] I’m not gonna walk up to
a stranger, and be like ‘hey, I’m a Jew’, so like when it’s on a questionnaire, and I’m
like, ‘why are you asking?’ then I, if I can say nothing, I say nothing

P30 similarly wanted to avoid sharing information that seemed irrelevant to the pur-
pose of the data collection, or which seemed irrelevant to participants’ goals in completing
the questionnaire:

P30: Anything where it’s not relevant for them to need to know that information. So if
I’m signing up for like a new random account on a website, or maybe a social
media, or you know, or just any, I think I’ve seen it even one time when I was
signing up to receive like a gift card on a website, and I was like, why, you know
what I mean, like this is completely like I mean, I know they want the info, you know,
they want the data, but it is just didn’t seem relevant at all and automatically if I don’t
feel like it’s relevant. then I don’t trust it.

Two additional themes addressed the availability of appropriate descriptors for self-
identification, including missing labels (Theme 5: Missing Labels) or labels that lacked
nuance (Theme 6). Several interviewees raised concerns about their identities being misrep-
resented in standard demographic questionnaires, such as coarse demographic categories
that lack intersectionality [58–61], individuals reduced to labels in quantitative analyses,
and ignoring personal experiences. For example, P11 noted the lack of attention to intersec-
tionality and of intracategorical variance:

P11: because, like it’s just like every yeah, everybody is just so many combinations of
things that if you pick one thing out it doesn’t necessarily mean that like there can
be patterns between people with like one specific category in common but like
picking that one thing out doesn’t necessarily mean that any experience is just because of
that one thing. And you also might be missing a lot of yeah.

P27 described how coarse labels prevent them from expressing their identity. When
organizations use or adopt coarse labels at face value, without additional explanation, it
may signal that the institution cannot be trusted to appreciate individuals or diversity:

P27: Understanding that I’m categorized in a larger group of you know, if I check
off this box of ‘black’, it’s a larger group or African American which can include Africans



Societies 2024, 14, 105 13 of 21

who come here. . . So. Hmm. I am, I would say, I guess, protesting the box in in some
sense, because it needs to change,

In sum, attitudes related to semiotics highlighted how trust might be undermined
by questions that seem irrelevant or seem to neglect appropriate identity labels. These
concerns and oversights signal that institutional motives may be insincere or misaligned to
diversity goals. Thus, as noted previously, components of the 4S framework are intertwined.
Many of the responses quoted in this section corroborate trust issues related to decision
situations (e.g., institutional motives or capacity to use data wisely).

3.3. Three Trust Themes Related to Sequence

Diverse sequences of interactions can inform trust-related attitudes, such as the his-
tory of interactions preceding the questionnaire, interactions with other similar measures,
and histories of personally experiencing biases or threat (e.g., a data breach). Similarly,
institutional actions and policies may be informed by prior interactions with data collection
and respondents (e.g., prior surveys with poor response rate or response quality). In the
current study, participants articulated a variety of themes emerging from their actual and
imagined interactions with demographic data measures.

One theme addressed perceptions that activities of collecting or reporting demographic
data served only to perform “DEI” without intent to change (Theme 7: Virtue Signaling, see
also Theme 2: Bias from questionnaire, and see P17 and P27 for relevant excerpts). More
unique to interaction sequences were themes emerging from a history of discrimination
(Theme 8: Experienced Bias) and worries about data privacy or security (Theme 9: Data
Security).

For example, P2 expressed a fear of discrimination informed by their awareness of
both past and current systemic and individual biases (e.g., [3,4,62]), along with their own
personal experiences of stigma and bias (Theme 8). Such anxieties could manifest as
individuals perceiving themselves as having demographic traits that might be targeted:

P2: So like, for example, specifically with the disability thing that I said, It
seems like actually they might work to your advantage, because you would be
considered kind of a minority, like if you said that you have a condition. But I
always think that if I say something they might use that against me, or yeah, discriminate
against me, or be like this person is not fit for the job, and I think they wouldn’t even
have to say why they can like find out. Another reason. So yeah, I think I can say
that. . . . I don’t trust them.

Several people with identities that were perceived as hegemonic or privileged some-
times feared that “DEI efforts” might negatively affect them. That is, such efforts might
prioritize members of minoritized groups. P19 felt that they were not selected for a posi-
tion because members of minoritized race groups were preferred in the job search. The
sequence of advertising the job, soliciting applications and demographic data, and then
making hiring decisions did not contribute to their trust in the organization:

P19: I’m, not 100% sure about that. [. . .] I’ve had instances for I do fill out the
document. And it’s like I don’t check a box where I am not identified with a specific
minority, that they’re trying to hire. Which you know they don’t really say it should
count on the application, but in reality, it does sometimes cause when the, you know,
for these examples about applying those jobs. it said nowhere on there that we’re
looking for somebody from this conference it didn’t say we’re looking to hire
somebody from this particular organization. It was simply ‘fill this out, send
it in’. So you know, that was a little frustrating it’d be nice if they’re a little more
transparent exactly what they’re hiring with I have no problem with them hiring from a
Specific Group that’s just you know what they what they do but you know it’s for
the most part I don’t think it affects me largely, but I can see how it affects a lot
of other people. [. . .] I don’t have any particular issue with trusting them to use
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it correctly, because they have their own motives for who they’re trying to hire
what they’re trying to do.

Additional sequence-related concerns pertained to institutional integrity and data
security (Theme 9: Data Security). For example, P23 expressed the fear that personal
information may be compromised, which was based on their prior interactions with security
breaches:

P23: [. . .] I feel fine talking to you right now about this stuff, and I believe you
that you’re gonna protect my information and not, you know I’ll be de-identified
in things. But [. . .] when they ask you on your like HR portals for your jobs in
the hospitals and in the, you know, packets and all these different things, I don’t
know truly how they’re using that information. I don’t think they’re publishing
it necessarily, you know, but I also worked for a company that got [. . .] like all of our
social security numbers and things, and it was a major health system, and it was like
11,000 people, so I guess I also just have mistrust in general, especially because of stuff
like that.

In sum, participants’ prior and imagined sequences of interactions with demographic
data collection (i.e., before, during, and after) informed their trust attitudes. Such in-
teractions included direct experiences with demographic data along with relevant lived
experiences.

3.4. Three Trust Themes Related to Strategy

Strategies refer to deliberate actions to gauge, communicate, establish, or maintain
trust. For example, organizations may use press releases to establish their reputation
as a trustworthy brand or their commitment to societal causes. Similarly, organizations
may design data collection efforts in ways respect diverse identities (e.g., implementing
bias-free and person-first language in all documents) and protect demographic data (e.g.,
implementing encryption to prevent data loss). Interviewees focused on their strategies
when responding, such as choosing specific types or answers (e.g., “Prefer Not to Say”) or
not responding at all. Participants appreciated “optional” questions that gave them control
over how and whether to respond (Theme 10: Optional Responses). More specifically,
several participants noted the need for “Prefer Not to Say” or “Other” choices (Theme 11:
Response Options). Participants also described how avoiding self-disclosure could be a
strategy for self-protection (Theme 12: Fear of Bias).

Participant 7 (P7) described how certain options were preferable to selecting an incor-
rect descriptor (Theme 11). This except also exemplifies Theme 5 (missing labels):

P7: Yeah. . . .i’ll put ‘prefer not to say’ if that’s the option, because those are the only 3
options this man woman prefer not to say and so, like So it’s because the actual
answer is just missing from It yeah

Several interviewees (e.g., P2) mentioned not wanting to disclose available labels due
to fear of bias (Theme 12: Fear of disclosure leading to bias):

P24: yeah, when it comes to the disability question, I definitely put ‘prefer not to say’.

Similarly, P36 expressed conflicts towards appreciating having more identity options
available (e.g., gender) versus skepticism about date use and sharing. Ultimately, they
chose to not disclose, when possible:

P36: Truly depends on the organization. If it’s a survey to understand, believe
it’s experience of people. I often I trust them, if it’s to, deal with my data and my
name. I have my doubts. And sometimes I’ve been happy to see non-binary listed, and
then said that I did like I wasn’t comfortable, feeling that because it was for work
related stuff so. Sometimes. Yeah, I’m not. I feel like people and organizations don’t
explain enough what we’ll do with the gender and who is gonna see that information.
Yeah. And I say gender because it’s the most often asked and most sensitive for
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me, and they’re like, Oh, give me your information. It’s confidential on someone.
We’re not gonna sell the information. Okay, I’m gonna send the information.

4. Discussion

Demographic identity data are ubiquitously collected for a wide range of purposes.
Companies may gather such information to understand consumers or profile markets
for advertising, and employers may use these data to characterize their work force or
detect gaps to be addressed via hiring. Demographic data are also broadly employed as
descriptive variables in research analyses, such as studies to reveal or mitigate discrepancies
in STEM participation [31–35]. Importantly, because such data may be deeply personal—
with ramifications for experiences of bias or personal safety—there are substantial concerns
about trust in demographic identify data collection and data use.

The current study sought to better understand how persons conceptualize reasons to
trust or distrust demographic data collection. We specifically considered two overarching
questions that asked: what considerations contribute to trust and distrust toward organizations
(e.g., university researchers or employers) who are collecting the demographic data? (RQ1) and what
trust-related factors influence STEM respondents’ response strategies, such as choosing “Other”,
choosing “Prefer Not to Say”, or intentionally responding incorrectly to demographic questionnaire
items? (RQ2). To this end, qualitative interviews were conducted and analyzed via the
4S relational trust framework [6]. That framework considers how trust is formed and
maintained through responsivity in decision situations, semiotics, interaction sequences,
and strategies.

Inductive, thematic qualitative analyses surfaced 12 themes associated with compo-
nents of relational trust. Many of these themes affirm or elaborate trends identified in the
literature. In this discussion, we summarize major findings and contributions. We also
begin to consider how these findings might tentatively inform recommendations for better
practices.

4.1. Situation

Themes related to situation (Themes 1–3) captured concerns about how and whether
institutions could appropriately collect demographic data and their motives for doing so.
Participants questioned whether data collection might lead to discrimination toward indi-
viduals based on their identities, such as further marginalizing underserved populations
via biased hiring or firing practices (e.g., firing a disabled person).

Demographic data collection occurs within institutional contexts that can either build
trust via clear and sincere communication of their goals and actions, or undermine trust
by creating environments (i.e., situations) of ambiguity use of the data collection, and
clear commitments to use the data to benefit respondents and relevant communities. The
former recommendation may build trust by allowing respondents to make informed
decisions about participation while having faith that the organization will use the data fairly
(i.e., Theme 3). The latter recommendation may support trust formation by authentically
following through on stated “good intentions”. If the data are supposed inform new
policies or contribute to more inclusive cultures, then clear actions should be taken to
achieve those goals using the data.

Exemplar design questions regarding decision situation for demographic data might
thus include: Who will receive or use the data? What is the purpose of the survey? What are
the possible consequences of sharing this information? Who is completing the survey? Can
respondents describe themselves the way they want to? Answers to these questions shape
trust. For example, organizations that deploy questionnaires to collect and sell personal
information might be deemed untrustworthy.

4.2. Semiotics

Themes related to semiotics (Themes 4–6) revealed how questionnaire design and
related communications serve as signals that institutions can (or cannot) be trusted with
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demographic data. One prominent theme emphasized the importance of perceived rele-
vance; participants wondered “why” certain data were requested or how they would be
used. This finding corroborated themes related to situations (i.e., institutional motives).
Two other themes highlighted the presence or lack of meaningful identity labels. In sum,
asking seemingly irrelevant questions or providing poor response options were signs that
institutions lacked awareness or expertise in soliciting such data. These actions could also
signal that institutions did not care about identity.

Similar to clarifying institutional motives and goals (i.e., situations), one might rec-
ommend developing trust semiotically via transparent information and explanations [63]
along several dimensions. Such transparent signaling might clarify (a) the goals of demo-
graphic data collection, (b) data use (past, present, and future) policies and practices, and (c)
the underlying rationale for questions asked and available response options. For example,
questionnaire designers might have thoughtful reasons for offering only “Hispanic/Non-
Hispanic” options for reporting ethnicity, even though participants may feel such options
are too coarse. Communicating such constraints may alleviate distrust; the communication
itself is also a signal of trustworthiness.

Additional semiotic recommendations to build trust within questionnaires could
be (d) allowing respondents to express answers in their own words (e.g., free response
field) or (e) to leave feedback for improving the questionnaire. Both features directly
increase questionnaire quality, but also signal to respondents that their authentic ideas and
reactions matter (if the feedback is heeded, of course). Similarly, in digital environments,
(f) questionnaire structure may dynamically transform based on prior responses. For
instance, if respondents choose “Asian” as their race, additional descriptions might appear
to elicit nuance tailored to that broader category (e.g., further details regarding nationality,
ethnicity, or language). Respondents might also opt out of certain classes of questions (e.g.,
all questions about disability); these questions might thus never appear instead of forcing
respondents to repeatedly select “Prefer Not to Answer” or skip questions.

Example design questions that could arise regarding semiotics might thus include:
What are the credentials of the organization requesting these data? Do the layout and
wording demonstrate attention to detail? Do the questions use respectful and bias-free
language? Do the questions include appropriate and complete ways for people to respond?
Answers to these questions may influence trust to the extent that they reveal—explicitly or
implicitly—perceived motives or threats from an organization.

4.3. Sequence

Three findings (Themes 7–9) addressed how sequences of interactions before, during,
or after completing a demographic questionnaire could contribute to feelings of trust
or distrust. For example, prior experiences with discrimination, biased hiring practices,
or compromised data directly contributed to reticence towards disclosing demographic
data. Participants could readily imagine future cases where such events could occur
again, perhaps with even worse outcomes. Likewise, participants could envision future
events where the demographic data are ignored or misused. Finally, interactions with
the questionnaires themselves also mattered; the experience of responding to irrelevant
questions or incorrectly worded items (see prior themes) could undermine trust.

Importantly, the interaction sequences component of relational trust denotes that
individuals experience a series of decision situations and semiotics. Thus, recommenda-
tions based on sequences pertain to cumulative experiences that lead to trust or distrust.
A single factor (e.g., improved question wording or transparency about data use) may be
insufficient to cultivate trust if other interactions undermine it (e.g., inability to save data
or skip questions). In other words, recommendations for improved semiotics leverage
more trustworthy situations, which in turn create more signs of trustworthiness. Demo-
graphic data collectors must be mindful of the flow of experiences over time. Likewise,
organizations must be cognizant of prior attitudes or experiences that might affect trust.
Respondents from vulnerable, historically marginalized, or underserved communities may
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possess highly valid reasons to be skeptical or hesitant from the outset. Such concerns must
be respected and assuaged over successive trust-building interactions.

Design questions about situations and semiotics are asked and answered continuously
over time (i.e., over multiple sequences of interactions), which dynamically update beliefs
or judgments about trust in an organization.

4.4. Strategy

A final set of themes (Themes 10–12) considered the strategies that respondents used
to disclose information or protect themselves within the context of trust or distrust. Inter-
viewees expressed strategic behaviors including non-disclosure in response to institutional
distrust, lack of knowledge about how demographic data are used, and public perceptions
and experiences related to security. Respondents also expressed the strategy of relying
on broader categories or open text fields (when available) to describe themselves more
accurately. Such findings thus reinforce existing recommendations to give respondents
control over how and whether to respond (e.g., optional responses) and a broad range of
potential descriptions (see also Themes 5 and 6).

Strategies are also institutional; organizations can enact policies and practices (i.e.,
strategies) for communicating goals and data plans, creating opportunities for dialog and
feedback, and so forth. Organizations can strategically consider questionnaire design, steps
to alleviate existing concerns, and methods of communication that establish trust and allow
respondents to be informed and agentic. Thus, the recommendations outlined in prior
sections also serve as organizational strategies related to trust.

Example design questions that might be asked regarding strategies might include:
How can the questionnaire enable accurate self-descriptions? How will data security and
privacy be maintained? How can users control their level of disclosure? How can users
complete the questionnaire in a timely manner, including saving their progress to return
later? Answering these questions helps designers articulate concrete actions that positively
elicit trust.

4.5. Limitations and Future Research

Although the current study collected rich qualitative data from nearly 40 participants,
the sample size was nonetheless small for deriving highly generalizable conclusions. Sim-
ilarly, although we attempted to recruit participants that varied according to numerous
demographic identity variables, it was not possible to fully represent (i.e., larger subsam-
ples) all populations within society. The findings summarized in this paper thus do not
capture all possible concerns about demographic identity data collection and individuals’
experiences. Nonetheless, this work was able to surface several robust themes that seem
unlikely to be unique or idiosyncratic to this dataset; many individuals possess fears about
bias and discrimination, along with skepticism about how companies, employers, univer-
sity researchers, or commercial service providers use personal data. The findings from the
current study contribute to understanding experiences and attitudes relevant to trust in
demographic identity data collection contexts. Future work can expand data collection to
additional populations and contexts.

Another limitation is that our tentative recommendations for cultivating trust require
testing and validation. Prior research has shown that cultivating trust is an important
condition for response to demographic questionnaires. Non-disclosure can be caused
by inappropriate response options (e.g., too coarse, missing labels), unclear explanation
regarding why questions are asked and how data will be used [17–19,64]. However, a
contribution of the current paper is that a relation trust theoretical framework—including
attention to decision situations, semiotics, interaction sequences, and strategies—can be a
provide lens for (re)interpreting research on trust and data collection practices.

Finally, the current study focused on participants in STEM. Although the perspectives
of STEM participants contribute to our understanding of the experiences of people from
different backgrounds (i.e., they are unlikely to be entirely unique). This study’s findings
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can aid in better design for demographic questionnaires that can aid efforts to broaden
participation in STEM. However, it is likely that people in different contexts (e.g., business or
art) have particular experiences related to demographic identity data that were not covered
in this work. Future research should consider populations from different educational and
work spheres to further map out the variance people display in their attitudes toward
demographic data collection.

5. Conclusions

The interview data analyzed in this study provided insights into the motivations for
dis/trust in demographic questionnaires, the institutions that collect that data, and the
societal structures and biases within which these situations occur. Examining the emerging
themes through the 4s framework allowed us to situate trust concerns and attitudes within
the demographic questionnaire situation, the semiotics involved in shaping understanding,
the sequence of related interactions and experiences that inform decisions to disclose, and
strategies for disclosure that stem from the above, as well as strategies for cultivating
trustworthiness. This research adds to other recommendations on improving demographic
questionnaires (e.g., [19–24,65]) by typologizing concerns raised by a heterogenous (though
not fully representative) sample of the population. Designers of demographic question-
naires must be responsive to concerns relevant to all populations they wish to serve, along
with historical and current systemic and anecdotal causes for distrust and non-disclosure.
Future research should outline (e.g., via situation matrices [66]) and empirically test how
trust and non-disclosure practices are affected by implementing suggestions like trans-
parency with respect to goals, previous, current, and future uses of demographic data,
dynamic questionnaire structures.
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