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Abstract: This study aims to explore the perceptions of Greek journalists and academics on
the use of artificial intelligence (AI) in Greek journalism, focusing on its benefits, risks, and
potential ethical dilemmas. In particular, it seeks to (i) assess the extent of the use of AI
tools by Greek journalists; (ii) investigate views on how AI might alter news production,
work routines, and labor relations in the field; and (iii) examine perspectives on the ethical
challenges of AI in journalism, particularly in regard to AI-generated images in media
content. To achieve this, a series of 28 in-depth semi-structured interviews was conducted
with Greek journalists and academics. A thematic analysis was employed to identify key
themes and patterns. Overall, the findings suggest that AI penetration in Greek journalism
is in its early stages, with no formal training, strategy, or framework in place within
Greek media. Regarding ethical concerns, there is evident skepticism and caution among
journalists and academics about issues, such as, data bias, transparency, privacy, and
copyright, which are further intensified by the absence of a regulatory framework.
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1. Introduction
“I’m sorry, Dave. I’m afraid I can’t do that”, responds HAL 9000, a superintelligent,

sentient computer with a calm human voice, to astronaut Dave Bowman in Kubrick’s epic
science fiction movie 2001: A Space Odyssey (1968). In this emblematic scene, Dr. Bowman,
who is locked out of the spacecraft, asks Hal to open the pod bay doors, having in mind,
however, the deactivation of his iconic artificial intelligence (AI) assistant, as the latter
shows signs of malfunction. Sensing the threat, Hal refuses to do so, marking a profound
moment of conflict between human control and machine autonomy. Throughout science
fiction, AI has often been represented as a double-edged sword, either in the form of a
helpful assistant or an evil threat, capable of substituting human logic and behavior with
absolute precision. Within this context, Hal’s line in Space Odyssey reflects humanity’s
ambivalence about advanced AI, people’s hopes and fears about how technology may
affect the world we live in. In the end, in the light of a dystopian future, will this technology,
which was born to serve us, gradually lead to humanity’s downfall?

Over the past few decades, AI has moved beyond the sphere of science fiction to
become a part of our everyday lives, reshaping nearly every aspect of modern society. It
has enhanced our abilities in areas like driving, avoiding traffic, connecting with friends,
choosing the perfect movie, and even cooking healthier meals [1]. Today, AI-powered
technologies significantly impact industries ranging from scientific discovery and health-
care to smart cities, transport, and sustainability [1]. From virtual or text-based assistants
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like Siri, Alexa, and ChatGPT that assist with daily tasks to advanced algorithms and
machine learning models capable of driving autonomous vehicles or diagnosing diseases
with impressive accuracy, AI is transforming our world but also introducing significant
challenges and risks.

Among these transformations, its integration into journalism has sparked intense
debates on its potential negative impacts on journalism, particularly in terms of content
quality and ethical implications [2–4]. However, the use of AI in journalism also provides
a range of benefits [3]. For example, AI can make journalists’ work more productive
and efficient by relieving them from certain routine tasks [5]. That being said, overall, it
is important to stress that the discussion on the impact of AI on journalism is part of a
larger conversation on media digitization and the transition to a journalistic ecosystem
that uses applications, algorithms, and social media in ways that transform traditional
journalism [6,7]. In this context, AI technologies, no matter whether their influence is
short-term or long-term, are part of a broader framework of technological change reshaping
journalism [7].

The existing literature provides extensive insights into the global trends of AI in jour-
nalism [8], particularly in countries like the USA and the UK [9]. These studies explore
AI’s role in automating news production, enhancing audience engagement, and support-
ing investigative reporting [2,8]. Despite global advancements in AI-driven journalism,
however, there remains a notable gap in empirical research exploring its adoption and
ethical challenges [8,9], particularly in localized contexts and smaller media ecosystems
like that of Greece, where economic, linguistic, and structural challenges often hinder
technological adoption.

This study addresses this gap by investigating the perceptions of Greek journalists
and academics regarding AI’s role in journalism, focusing on its integration into the
news production process and examining its potential benefits, shortcomings, risks, and
associated ethical concerns. The Greek media system is characterized by several structural
challenges, including a high concentration of ownership, limited financial resources, and
a difficult economic environment, particularly following the financial crisis of 2008–2012.
These challenges have led to significant job losses and the closure of major outlets [10].
Furthermore, the adoption of new technologies has been relatively slow [11], constrained
by economic limitations and a lack of investment in innovation. Within this context, by
adding Greece’s experience as a microcosm for understanding AI’s impact on journalism,
this research enriches the international literature on the future of AI in the media industry.
It offers valuable insights not only for pioneering environments but also for media systems
facing economic strain and technological transition, highlighting both opportunities and
challenges in contexts marked by limited resources and linguistic diversity.

To bridge this gap, this research seeks to answer the following key questions:

• What are the perceptions and experiences of Greek journalists and academics regarding
the application of AI in journalism?

• What are their perceptions regarding the ethical challenges and dilemmas raised by
the use of AI in journalism?

In particular, this paper aims to, first, examine the degree of utilization of AI tools
by Greek journalists; second, investigate the perceptions of journalists and academics
regarding the changes that AI will bring about in news production models, work routines,
and labor relations in journalism; and third, explore the perceptions of journalists and
academics regarding the ethical dilemmas and challenges raised by the use of AI in journal-
ism and especially by AI-generated images in media content. For this purpose, a series of
28 in-depth semi-structured interviews with a sample of Greek journalists and academics
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was conducted. Thematic analysis was used to identify common themes, patterns, and
ideas that stood out.

In the following sections, this paper initially examines the most representative research
that has looked into journalism and AI. Subsequently, the methodology of this study is
presented, and the findings are discussed, highlighting the ethical challenges in applying
AI to journalism.

2. Literature Review
2.1. Historical Context of the Role of Technology in Journalism

Throughout media history, technologies of all kinds (including print, radio, and televi-
sion technologies) have been crucial to the development of journalism and the media [12,13].
It was not too long ago that newsrooms did not have access to contemporary tools such
as smart phones, voice recorders, cameras, email, and the internet. In fact, even fifteen
years ago, Mo Jos (for mobile journalists) rarely appeared in the newsroom, equipped
with a laptop, digital and video cameras, and the means to upload content directly to the
website [14]. But as technology advanced quickly, journalists had to adapt their techniques
as well [15]. In recent decades, technology has witnessed an exceptionally rapid growth,
bringing about transformative changes in various aspects of human life. At the same time, it
has affected the way journalists engage with the world outside the newsroom, while digital
tools have made it easier to manage editorial tasks like editing, proofreading, visualizing,
and content design [16].

2.2. The Rise of AI in Journalism

As happened in the past with other technologies, recently, the intersection of journal-
ism and AI has become one of the most important media issues of our time. With significant
turning points and technical breakthroughs, the history of AI in journalism is a journey of
innovation, challenges, and developing capacities. This development can be divided into
discrete stages, each of which made a substantial contribution to the field [17]. But how
do we understand AI? As magic? A “black box”? Or as a set of technologies, ideas, and
techniques at the service of humans?

The conceptual foundation for artificial intelligence (AI) was established by Alan Turing,
who is widely regarded as the father of computer science and AI. In his 1950 paper Computing
Machinery and Intelligence, Turing introduced the idea that computers could exhibit
intelligent behavior and proposed the Turing test as a way to measure whether a machine
can imitate human responses. Building on Turing’s pioneering work, John McCarthy,
who coined the term “artificial intelligence” in 1956 [4], defined AI as “the science and
engineering of making intelligent machines”, with the aim to create systems that perform
tasks that typically require human intelligence. This definition has endured, and similarly,
Beckett describes AI as a “collection of ideas, technologies, and techniques related to a
computer system’s ability to perform tasks usually requiring human intelligence” [18]
(p. 16). These tasks include learning, reasoning, problem-solving, perception, and language
understanding, among others. In order to complete such tasks, these cognitive technologies
employ two fundamental characteristics: (a) autonomy and (b) the ability to learn via
experience [4].

In journalism, the use of AI is described by various terms, with each one emphasizing
different aspects of its application in the field. Some of the most common terms include
automated journalism, which refers to the use of algorithms and software to automatically
generate news articles from data, such as reports on financial earnings, sports results,
and other data-driven stories without human intervention [19]; algorithmic journalism,
which not only involves automated writing but also the use of algorithms for tasks like
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data analysis, content recommendation, and audience engagement [20]; computational
journalism, which includes the use of computational techniques for gathering, analyzing,
and presenting news [16]; and robot journalism, which emphasizes the role of “robots” or
AI systems in generating news content, often focusing on the narrative that machines are
taking over certain aspects of journalistic work [21].

One of the pioneering efforts to employ AI in journalism was the initiative of the
Associated Press (AP) in the early 2010s to partner with Automated Insights and use their
technology [17], allowing the news agency to automatically generate earnings reports
for thousands of companies, a task that had been time-consuming for journalists until
then [22]. The application of AI allowed AP—and other news organizations, such as
Reuters [17]—to quickly produce accurate and consistent reports on financial data, sports
results, and other structured datasets, freeing up human journalists to “do more journalism
and less data processing”, as was stressed by the managing director of the agency Lou
Ferrara [21]. According to Sun et al. [23], Reuters, The New York Times, and other significant
global mainstream media typically view the “intelligent editing process” as an important
innovation that focuses on fusing AI technology with news primary business.

2.3. AI in Newsgathering, Production, and Distribution

The body of literature on AI and journalism has been expanding quickly. Numerous
studies worldwide aim to explore the application of AI to journalism, examining both the
opportunities and challenges presented by this new technological development. According
to Beckett [18], AI in journalism operates in three main areas: newsgathering, production,
and the distribution of news. In his comprehensive survey of AI and related technologies
across 71 news organizations from 32 different countries, just under half of the respondents
reported using AI for newsgathering, two-thirds for production, and just over half for news
distribution [18].

AI activities for newsgathering include not only collecting material and sourcing infor-
mation but also assisting editorial teams in assessing what will interest users, generating
story ideas, identifying trends, and extracting information or content [18]. At the same time,
one of the ways AI is transforming journalism is in news production, where algorithms
can generate news stories without human intervention. This technology, as seen in the
example of the Associated Press, is particularly useful for producing data-driven reports
such as financial reports, sports updates, and weather forecasts. According to Clerwall [24],
automated journalism can produce content at a speed and volume that surpasses human
capability, thus allowing news organizations to cover more topics and provide updates.
Moreover, AI tools such as natural language processing (NLP) and machine learning
are helping journalists in their research and writing processes. These tools can analyze
large datasets, identify trends, and even suggest story angles. In addition, Casswell and
Dörr [19] note that AI can enhance investigative journalism by uncovering hidden patterns
in vast amounts of data and, as a result, enable journalists to produce more in-depth and
comprehensive stories.

At the same time, AI plays a significant role in the dissemination of news. Machine
learning algorithms are used by personalized news delivery systems to customize content
to individual preferences and behaviors. Meijer and Kormelink [25] note that by presenting
readers with news articles that are relevant to their interests, these systems can enhance user
engagement and raise the likelihood that users will consume this news content. However,
the use of AI in news distribution also raises concerns, among others, about the creation of
“filter bubbles” [26], where users are only exposed to news that aligns with their existing
beliefs and opinions. This can contribute to a fragmented and polarized information
environment. Pariser [27] warned of the dangers of personalized algorithms that prioritize
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user preferences over journalistic objectivity, potentially undermining the democratic role
of the media in providing a balanced and diverse range of perspectives.

2.4. Journalism Ethics as a Theoretical Foundation

This study, following the approach of previous research [28], employs journalism ethics
as its theoretical and conceptual framework to examine journalistic practices, emphasizing
the need for a critical evaluation of the ethical challenges posed by the growing use of
AI in journalism. Journalism ethics refers to the application of ethical principles that
govern the social practice of journalism across its diverse technological forms [29]. As these
technological forms continue to shape the core elements of journalism, adopting an ethical
perspective is essential for evaluating their impact on journalistic values, integrity, and the
broader societal implications of information dissemination [30].

Regarding the ethical challenges and dilemmas raised by the application of AI to
journalism, a significant concern is the potential loss of jobs for journalists who will be
replaced by automated systems [18]. The transparency and accountability of AI-generated
content also emerge as critical issues. Diakopoulos [5] suggests that news organizations
should prioritize transparency by revealing the use of AI and explaining how articles
are produced, a step essential to maintaining public trust in the media. Another ethical
consideration is the risk that AI could perpetuate biases present in the data it is trained
on [17]. Noble [31], for instance, argues that AI systems can reinforce existing social biases
and inequalities if they are not carefully monitored. This issue is particularly alarming in
journalism, where unbiased and fair reporting is a fundamental principle.

By grounding the analysis in the framework of journalism ethics, this study aims to
provide a nuanced understanding of the ethical challenges arising at the intersection of AI
and journalistic practices in the modern media landscape. The adoption of this framework
proves essential in several ways. Deuze [32], for example, highlights that journalism ethics
provides a normative structure designed to safeguard core journalistic values. In this
context, a normative framework refers to a set of guidelines or values that protect the
fundamental pillars of journalism, such as fairness, impartiality, accuracy, and integrity.
These core principles serve as the basis for evaluating the ethical implications of integrating
AI tools into journalistic practices. In practical terms, this framework enables us to assess
whether the use of AI in journalism aligns with established ethical standards, ensuring
that automation and technological advances do not compromise the quality or integrity of
journalistic work.

Despite these developments in AI, human beings will continue to play a crucial role
in journalism. Complex stories frequently require a level of interpretation that AI cannot
provide at this moment. At the same time, human journalists are crucial in ethical decision-
making. They are essential in deciding the framing of news stories and making sure that
they are in the public interest and compliant with ethical norms. This is especially crucial in
delicate situations, where the public’s right to know must be balanced against the possibility
of harm [17].

3. Method
This study is based on 28 semi-structured in-depth interviews with 12 journalists

from different Greek media outlets (online, television, newspapers) and 16 academics from
different Greek universities. The inclusion of both journalists and academics in this study
was a deliberate choice, aiming to provide a comprehensive analysis of the intersection of
AI, ethics, and journalism within the Greek context. Academics, as experts in both media
systems and AI technologies, offer critical theoretical perspectives that complement the
practical insights of journalists. This dual approach allows for a deeper understanding of
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the topic, bridging the gap between theoretical knowledge and practical application. In
particular, academics can identify broader implications, regulatory challenges, and ethical
concerns that may not be immediately apparent to practitioners. This sampling choice has
been effectively employed in previous studies on the subject, including those conducted by
Noain-Sanchez [4], Fanta [33], and Sandoval-Martín and La-Rosa [34], which highlighted
the changing role of AI in journalism and its ethical implications.

The final sample consisted of 28 participants, including 16 males and 12 females,
ensuring a balanced gender representation. Participants ranged in age from their 20s to
their 50s, encompassing both early career and experienced professionals in their respective
fields. The journalists in the sample worked across diverse platforms, including online news
outlets, newspapers, television, and freelance journalism, holding roles such as editors,
investigative journalists, reporters, and content creators. The academics’ research interests
included media ethics, AI in journalism, and digital transformation in media systems, with
several participants occupying leadership positions in academic institutions.

To maintain anonymity, all participants are referred to under the code PJ (for par-
ticipating journalists) or PA (for participating academics), together with a serial number
according to the order in which the interview was conducted (see Appendix A for more
details). In all interviews, a previously designed interview guide (see Appendix B) that was
designed ad hoc for the project was followed and applied in a semi-structured manner. Two
different versions of the guide were constructed, one for journalists and one for academics.
Both guides shared a common structure but were customized to address specific aspects
of each group’s experiences and expertise. The use of two guides ensured that the study
captured diverse perspectives while maintaining consistency across thematic axes.

The interview guide’s structure comprised six axes, each based on previous scholarly
research, ensuring that the questions were grounded in established theoretical frameworks
while also addressing key areas relevant to the research topic. The first axis explores
the profile of the participants [28] and either their relationship with technology in their
journalistic work (for journalists) or their research interests on journalism and AI (for
academics) [4,33,34]. The second axis examines the perceptions of the participants regarding
the major changes that have taken place in the journalism landscape over the last decade
and the role of technology in these changes [18]. The third axis seeks to investigate
the perceptions and experiences of the participants in regard to the application of AI
in the Greek journalistic context in particular (use of AI in Greek journalism, types of AI
applications used, training of journalists in AI, media planning for AI integration) [18,28,33].
The fourth axis explores the perceptions of the participants regarding the changes (positive
and negative) that the implementation of AI in journalism will bring about. The fifth axis
examines participants’ perceptions of the ethical challenges and dilemmas raised by the
use of AI in journalism [18,28].

Finally, a sixth axis seeks to investigate the perceptions of the participants regarding
the use of content created with the help of AI in journalism. Within this context, partic-
ipants were shown two images that were created using AI based on thirty-two witness
statements from refugees and migrants detained in Australian offshore facilities on Nauru
and Manus Island, to which (facilities) journalists did not have access. AI-generated images
represented the squalid living conditions inside the camps and depicted repeated incidents
of physical and verbal abuse of refugees and migrants. This project was created by refugees’
and migrants’ advocates but was subsequently utilized by major international news organi-
zations who wanted to highlight this issue. This content was selected due to the ethical
concerns it raises. A set of questions was used to examine how participants evaluate the
use of this kind of content in journalism, what kinds of advantages and disadvantages they
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recognize from such use of AI, and, most importantly, what, in their opinion, is an ethical
way of using these images.

In this study, semi-structured interviews were utilized to facilitate focused and pur-
poseful discussions. As indicated by prior scholarly research [28], this method offered the
flexibility required to delve deeper into the participants’ perspectives, interests, and areas
of expertise. All interviews were conducted in Greek (the participants’ native language) via
Zoom videoconferences between May and September 2024, with an average duration of
30 to 40 min. Zoom allowed for the inclusion of a diverse range of participants from various
geographical locations, ensuring that the study was not limited by physical boundaries. A
letter of invitation containing an informed consent form was filled out by every participant
before the interview took place. Both the informed consent form and the interview guide
were approved by the University’s Research Ethics Committee <removed by peer review>.
After the interviews were conducted, transcription was carried out in two stages: first, in an
automated way using the tool turboscribe.ai, a speech transcription program, and second,
manually to validate the first version and complete the missing elements.

After conducting and transcribing the interviews, a thematic analysis, as a fundamental
qualitative method, was applied to process the data. The conceptual framework of the
analysis for the interviews was mainly built upon the theoretical positions of Braun and
Clarke [35]. They define thematic analysis as a method for “identifying, analyzing, and
reporting patterns (themes) within the data” [35] (p. 79) with the aim of generating an
insightful analysis that addresses particular research questions.

Following the six-step process outlined by Braun and Clarke [35], the process was
carried out as follows: In phase 1, the entire dataset was thoroughly reviewed to familiarize
the researchers with the content. In phase 2, participants’ responses were examined in
detail to identify initial codes, and a coding scheme was created. In phase 3, these codes
were grouped into meaningful categories, forming the basis of thematic categories. In
phase 4, a thematic map was generated [using Canvas] to guide further analysis. In phase 5,
the specific themes were refined, and finally, in phase 6, the most relevant and compelling
extract examples from the interviews were selected, with each quotation being placed
under the theme that it best fit, and the report of the analysis was produced.

To ensure reliability, the researchers initially developed and tested a coding scheme.
In the final stage, in accordance with previous scholarly research [36], researchers worked
together to analyze, review, and finalize the emerging themes and sub-themes.

The final aim was to identify common themes, patterns, and ideas that stood out in
regard to the participants’ perceptions of, first, the degree of integration of AI tools in Greek
journalism; second, the changes that AI will bring about in journalism; and third, the ethical
challenges raised by the use of AI in journalism and, especially, by AI-generated images in
media content. The themes that emerged are presented in the next section.

4. Findings
Research results reveal that both journalists and academics in our sample share similar

views on the adoption of AI in Greek journalism, with participants generally agreeing that
its integration is still in the early stages. Journalists tended to emphasize practical chal-
lenges, such as the lack of training and tools for AI integration into journalistic workflows,
as well as concerns about its potential to replace core journalistic functions and threaten job
security. In contrast, academics offered a more comprehensive perspective, focusing on
systemic issues like the absence of regulatory frameworks and the broader ethical implica-
tions of AI in journalism. For example, while journalists were more concerned with the
immediate impact of AI’s implementation on their day-to-day work processes, academics
frequently discussed the risks of algorithmic bias and the societal consequences. Moreover,
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they often framed their discussion around the need to align the implementation of AI with
humanity’s collective values and a clear vision for the future.

In the following sections, our findings are presented and contextualized with quotes
from participants as appropriate.

4.1. Participants’ Backgrounds and Perspectives on the Role of Technology in Journalism

The great majority of the participating journalists hold university degrees in journalism
and mass communications. Regarding their relationship with technology, most journalists
describe themselves as fairly proficient and claim to use it daily in their journalistic work.
At the same time, all participating academics stated that a significant part of their research
focuses on AI and media, making them experts in the field.

Moreover, regarding the major changes in the journalism landscape in Greece over the
past decade, participating journalists highlight the closure of major media outlets, which
has significantly impacted the media market.

PJ4: The big picture is that after the crisis, after 2010–2012, there were momentous
changes [in the Greek media]. That is, newspapers and correspondent offices shut
down, TV channels were closed, ERT [public radio and television broadcaster]
was closed and later reopened. [. . .] I don’t know, maybe it’s hundreds of journal-
ists who lost their jobs overnight. They had to quickly shift to very opportunistic
jobs, change contracts. For us it was a big issue.

When discussing the role of technology in these changes, all participants agree that
many of the most significant shifts in journalism have occurred primarily due to technolog-
ical advancements and the advent of Web 2.0. These changes include (i) a transition from
traditional media outlets to online platforms, (ii) the rise of social media, (iii) a need for a
constant flow of information, (iv) time pressure, (v) two-way communication between jour-
nalists and the public, (vi) the fragmentation of audiences, and (vii) the transformation of
journalists into “multi-tools”, referring to the evolving role of journalists who are required
to possess a diverse set of skills (e.g., writing, reporting, managing social media, providing
multimedia productions) to adapt to the changing media landscape.

PA7: [Technological developments] changed it [journalism] completely. That is,
in these last 15 years there is a complete, complete change. Radio has now gone
to podcasts. Television has gone to on-demand video. The newspaper is not read.
And everybody is on social media and the internet. I think if this happens in 2024,
I guess in 2030, I don’t know if we’ll be talking about paper anymore. I don’t
know what it’s going to be like.

PA5: [Today a journalist] must be capable of doing everything, doing content
management, being content creator at the same time, must have excellent skills in
order to manage, let’s say video, images, etc. Basically, what we call a multi-tool.

Overall, participants highlighted the substantial transformations in the Greek jour-
nalism landscape over the past decade, including the closure of major media outlets
due to the financial crisis, which resulted in widespread job losses and forced journalists
to quickly adjust to new, often unstable roles. Additionally, they emphasized the pro-
found impact of technological advancements on the industry, reshaping journalism and
requiring professionals to remain adaptable to meet the challenges of a rapidly evolving
media landscape.

4.2. The Current Use of AI in Greek Journalism Is Still in Its Early Stages

The thematic analysis revealed that nearly all participants—except for 2 out of 28, who
believe it has not penetrated at all—agree that AI is being applied in Greek journalism,
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though it remains in its early stages. This suggests that AI is currently in an experimental
phase rather than fully integrated into the newsgathering and production processes.

The majority of journalists, as depicted in Figure 1, report a limited use of AI during
the newsgathering and production phases. They primarily use AI tools for tasks such as
machine translation, transcription, image editing or creation, background noise removal,
and subtitle generation. A few of the journalists mentioned using language models like
ChatGPT both as language assistants and for generating ideas. Investigative journalists, in
particular, noted their use of data analysis applications to collect, sort, and analyze large
volumes of documents. Notably, many journalists described their engagement with AI
using verbs like “play”, “experiment”, and “try”, indicating an exploratory approach to
its integration.
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PJ1: As a journalist I use several tools that help me in my daily life including
image editing, color correction in an image or image creation.

PJ4: For years, we’ve been saying that while so many people have gone to the
moon, there is no reliable transcription system for journalism, for interviews. Now
that this technology exists, I believe it has transformed our lives. I mean, you
simply run the interview through the program and it’s transcribed automatically.
That’s a gift from God.

PJ8: I often use ChatGPT which is for text. I don’t copy paste; it just often helps
me in the wording of a phrase let’s say.

PJ9: For example, in our research, we extensively use programs which allow
us to upload vast amounts of documents, such as PDFs. Much of investigative
journalism relies on large databases that may be leaked. Analyzing these doc-
uments manually would require countless hours, and it’s likely that we would
miss important details. By using AI, we can process everything efficiently, while
these programs identify patterns and insights that might otherwise go unno-
ticed. So, there are such applications that help us a lot, particularly in the field of
investigative journalism.

Interestingly, several participants initially reported that they do not use AI at all. How-
ever, when we asked clarifying questions, such as whether they use machine translation
tools, it became clear that they actually use various tools but do not recognize them as AI,
as indicated by the following extract:
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PJ7: No, I don’t [use AI]. I don’t think it’s widely used in Greece either—not
by anyone I know. [. . .] Well, yes, I use DeepL, of course. There are also apps
for transcription. I didn’t use them until recently. I had to do some lengthy
transcriptions, and they served as a helpful guide. [. . .] If we consider these as
AI applications, then yes. Certainly [I use it] for translation and transcription.
I can also think of some agencies where we search for images. They have an
application that says AI search, so you can put in the keywords you want and if
you click on that, it will come up with something that the AI thinks is closer to
the topic you’re looking for. So, I suppose I do use AI.

In conclusion, while AI is still in its early stages of integration into Greek journalism, it
is gradually becoming a valuable tool, particularly for supplementary tasks like translation,
transcription, image editing, and data analysis, and is increasingly seen as important for
improving investigative efforts and automating routine journalistic processes.

Barriers to the Further Use of AI in Greek Journalism

Participants identified several reasons for the limited use of AI in Greek journalism. As
portrayed in Figure 2, they highlighted (a) a general delay in embracing or implementing
new technologies within the Greek context due to cultural, economic, or structural factors
that inhibit quick adaptation to emerging trends; (b) the fact that media owners in Greece
lack a well-defined plan or strategy for incorporating AI into their operations and, as
a result, AI tools are either less used or not integrated in a way that could maximize
their potential benefits, such as automating tasks; (c) skepticism and fear on behalf of
media professionals, often stemming from (d) inadequate knowledge and training in AI
technologies; and (e) language constraints, as some AI tools are not well-suited for the
Greek language due to limitations in natural language processing (NLP) models.
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PJ6: We have begun using AI on a trial basis, but we currently lack a specific
policy and framework within the organization regarding its implementation and
guidelines. I believe this is crucial, especially for a journalistic organization. Just
as we have policies for various other aspects, there should be provisions in place
for the responsible use of AI.

PA6: I think there is [skepticism] on several fronts. One concern has to do with
reliability—specifically, how much we can depend on it [AI]. This makes sense
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because even the paid version of ChatGPT includes a warning that ‘it may be
lying’. I mean, it’s still a very black box, it’s very unclear how it works.

PJ9: In Greece, the limited use of AI tools is partly due to the lack of
linguistic resources.

PA2: Most of ChatGPT’s training data is in English, with around 7–10% allocated
to other languages, meaning English makes up around 93% of the total data, if
I’m not mistaken.

In summary, and in accordance with previous research [11], which highlights the
slow adoption of new technologies due to economic constraints and limited invest-
ment in innovation, the limited use of AI in Greek journalism can be attributed to cul-
tural, economic, and structural barriers, as well as a lack of clear strategies from me-
dia owners and insufficient training for journalists. Additionally, as the research find-
ings suggest, language limitations and skepticism about AI’s reliability further hinder its
widespread adoption.

4.3. The Transformative Role of AI in Journalism

Regarding the changes participants expect AI to bring to journalism, the following
findings emerge. Among the positive changes, as shown in Figure 3, most participants
highlighted (a) the facilitation or automation of certain tasks, such as writing financial
reports or sports results, which tend to have a more predictable structure; (b) saving time,
which they believe can be redirected to more creative tasks; and (c) the ability to analyze
large datasets more quickly and comprehensively, noting that AI can significantly reduce
the time needed to process multi-page documents, thus minimizing the risk of overlooking
important information.
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PJ1: I see it [AI] as a tool. That is, we can turn human activity and the human
factor into much more meaningful work, simplifying certain things in our lives.
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PJ3: On the positive side, I believe AI can save time in many cases. [. . .] And
potentially, I think it would be very helpful for those working with data, helping
to analyze and process information more quickly.

PJ9: I also know first-hand that major news agencies use artificial intelligence
programs to generate much of their journalistic content, especially when it follows
a specific structure. For instance, my first job was to write quarterly reports for
the financial section of a newspaper.

Conversely, participants highlighted several negative impacts AI may have on jour-
nalism, including (a) potential risks to the quality and accuracy of content, with many
expressing specific concerns about deepfakes; (b) a shift in the role and structure of journal-
istic work, with fears of job loss and the displacement of journalists from key aspects of
their profession; and (c) the potential erosion of public confidence in the authenticity and
credibility of news content generated by machines.

PJ2: I believe that if the public finds out that a journalist is using artificial intelli-
gence, it could harm the trust between the public and journalists. And, on the
other hand, maybe the journalist may start relying too heavily on AI, potentially
putting less effort into their own work.

PJ3: So, asking ChatGPT to prepare the questions that I would ask an interviewee
is not what I consider. . . I don’t think it has anything to offer me. Even if it
does a good job. [. . .]. It might save me some time, but it will take something
essential away from the process. [. . .] When you’re trying to think about and plan
questions to ask an interviewee before an interview, you’re actually working out
the topic you have. [. . .] It’s one of the stages you have to go through to get to the
to the final writing. By skipping that step, you miss out on an important part of
the overall process, which ultimately makes the path smoother.

PJ7: I wouldn’t want to see AI take on the role of a journalist; I prefer it to serve as
a tool that makes the job easier. While I don’t believe AI will completely replace
journalists, I think it will evolve to a point where it could potentially do so, for
better or worse.

Overall, as the research findings indicate, while AI is expected to cause positive
changes in journalism, such as automating repetitive tasks, saving time, and enhancing
data analysis, concerns about its impact on content quality, job displacement, and public
trust remain significant. Journalists acknowledge the potential for AI to improve efficiency
into the workflow, but they are cautious of its negative consequences, including the erosion
of creative elements in journalism. While AI is seen as a valuable tool, many emphasize
the need for it to complement, rather than replace, human judgment and expertise in the
journalistic process.

4.4. Ethical Dilemmas and Challenges of AI in Journalism in Greece

Participants identified several ethical dilemmas and challenges associated with the
use of AI in journalism, as shown in Figure 4, including (a) concerns about transparency
and accountability for AI-generated content, particularly regarding who is responsible
for the content and possible errors; (b) issues related to the protection of personal data;
(c) copyright concerns; (d) challenges related to algorithmic bias; and (e) the boundaries
between humans and AI, as evident in the following extracts:

PA7: There is definitely a risk of bias and it concerns me that we may rely too
heavily on these tools. [. . .] This technology is owned by organizations, using
data that belongs to them, which means we don’t have control over it. While
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it can work well, it can also be a little bit dangerous. [. . .] For example, when
everyone relied on Facebook for information, a private company, we saw issues
arise when their algorithms began to hide or over-promote certain articles. [. . .]
This highlights the risks of allowing a private platform to control the flow of
information in society.

PJ2: For me this is the most crucial part: if you rely on AI to write or design your
article, you risk falling into the trap of misinformation, which can also extend to
visual content.

PJ9: I see that now even on the most basic things, that Paris is the capital of France,
let’s say, there’s a checker, in the very big foreign media, they ask for human
documentation. That is, every report that is written and every investigation
that is written, it is asked by the checkers, by the editors and so on, that there
is a human being who says that my source is this, that’s where you will find it
or whatever.

PA11: Here, I would say that this is precisely why artificial intelligence presents
an opportunity to reconsider what we consider human, what we deem important,
and what we regard as a product of intellectual and creative endeavor, among
other things.
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In conclusion, as Greek journalists and academics emphasize, the use of AI in journal-
ism presents several ethical dilemmas and challenges, including concerns over transparency,
accountability for AI-generated content, data privacy, algorithmic bias, and copyright is-
sues. Participants are particularly concerned about over-reliance on AI, the potential for
misinformation, and the blurring of boundaries between humans and machines. Addi-
tionally, AI tools are seen as having the power to shape information flows in society, with
risks similar to those posed by algorithm-driven platforms like social media. Ultimately,
these ethical challenges require careful consideration to ensure that the integration of AI in
journalism is guided by ethical considerations to maintain public trust, accountability, and
journalistic integrity, all key pillars of journalism ethics’ theory.

4.5. The Use of AI-Generated Images in Journalism: Ethical Challenges and Considerations

The use of AI-generated images in journalism raises significant ethical challenges,
with participants expressing skepticism about their inclusion in journalistic content. Their
concerns primarily stem from the fact that these images do not depict reality but instead
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create an illusion of it. On the positive side, some argue that AI can approximate inaccessible
spaces, providing readers with visual representations that might otherwise be unavailable.

PJ7: Since access was denied, the fact that there could be an approximation of
what the space was like can be beneficial, as the image, for better or worse, still
offers something valuable to the reader.

PJ8: The advantage is that, since there was no access to the space, the media was
able to present, in a sense, the closest representation of what was happening there.
That’s how I think about it.

PJ10: Since it’s stated that this is an AI construct, I see that as a positive thing.
It effectively captures a narrative and can engage the reader’s attention more
deeply. Regarding photography, we often find that many topics struggle to gain
attention without accompanying images. Many times, the lack of a photo can
lead to important topics being overlooked. In this context, AI plays a crucial role
by facilitating the creation of content and gathering testimonials. I see it as a sort
of ’Trojan horse’ for developing new narratives. The key question is whether it’s
clear to the audience that this is driven by AI.

PA1: Obviously, there are advantages, in the sense that since you can’t have access,
it’s good to somehow be able to represent something more vividly, because the
use of audio-visual evidence in general is more vivid than text.

However, the concerns and disadvantages raised are significant. Many participants
expressed that reliance on AI-generated images can lead to misinformation. Others high-
lighted that these images do not accurately represent reality and may confuse readers,
particularly if they overlook the captions. Some suggested that sketches would be more
suitable than AI-generated images, as the latter can mislead the audience.

PJ1: Now, we have an issue here. This is not a representation of reality. It’s
AI-generated, meaning the algorithm used a testimonial provided by someone
and formatted it into an image. I’m not sure if this approach is ethical. As an
editorial director, I personally wouldn’t publish these images. I would include
the testimonial, of course, but I couldn’t justify using those images, as they don’t
represent the truth. They are fabricated materials generated by an algorithm,
simply producing a visual outcome. While a picture is worth a thousand words,
when the text contains a powerful and significant testimonial, an AI-generated
image doesn’t add value. Instead, it may lead the reader to think suspiciously.

PJ3: Okay, I think I don’t agree with that use of the medium. I mean, since there
are no photographs and it’s based on a narrative about a past event without
additional data, the best approach would be to use a sketch. This would make it
clear that someone is attempting to convey an account in a different way. Relying
on AI-generated images can be confusing, especially if people don’t read the
captions or if the images are shared online without context. There’s no point
in creating something that appears realistic when it’s not, because it doesn’t
represent reality.

PJ5: Artistically it could stand, journalistically I don’t believe it holds up. I mean,
first and foremost, it’s an image that doesn’t represent reality. Regardless of how
sophisticated AI may be—whether it creates a perfect likeness or not—I think
it’s better to use a sketch to depict reality than to present a photo that merely
looks real.

PJ6: Does it provide any real information? No. Journalism should aim to present
facts related to reality, not serve as a form of activism.
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At the same time, while AI-generated images can offer visual context, many partic-
ipants express concern that they may detract from the core values of photojournalism,
potentially undermining the hard work of journalists reporting from challenging environ-
ments. Academics, in contrast, seem more optimistic.

PJ7: There will certainly be, I imagine, the debate of photojournalists, where they
have been in very difficult areas, in places of great difficulty, and so having the
AI automatically create an image from an inaccessible place kind of. . . degrades
their work. Because it’s also a job that’s always done in very difficult conditions.

PJ5: Well, it’s [AI] finishing it [photojournalism]. Sorry. But it’s totally over. And
on an economic scale. When you can make this with AI in five minutes. It totally
kills the photo.

PA2: I think there will always be a need to see what truly happened—a photo-
graph that genuinely shows us what took place at a location or how an incident
unfolded. I don’t believe this can ever be fully replaced by how an AI model
might ‘imagine’ the final outcome based on our descriptions.

In summary, as participants noted, while AI-generated images offer certain benefits,
such as providing visual representations of inaccessible spaces, they raise significant ethical
concerns in journalism. These concerns primarily revolve around the risk of misinformation
and the distortion of reality, as AI images do not accurately represent actual events. Many
participants argue that these images can mislead audiences, particularly when captions are
overlooked, and that alternative visual representations like sketches may be more appropri-
ate. Moreover, the rise of AI-generated images threatens the core values of photojournalism
and undermines the work of journalists reporting from challenging environments. These
ethical challenges highlight the importance of transparency and maintaining journalistic
integrity in the use of AI in visual content.

The Urgent Need for a Regulatory Framework for AI in Journalism

Overall, several participants asserted the necessity of transparency in using AI-
generated images. They suggested measures such as clearly communicating the use of
AI tools, applying watermarks to identify AI-generated images, and providing detailed
prompt descriptions to enhance understanding and maintain ethical standards. Addi-
tionally, there is a consensus on the urgent need for a regulatory framework to guide
journalists in the responsible use of AI in their work, ensuring that ethical considerations
are prioritized.

PJ2: First and foremost, it’s essential to clearly indicate that the image is generated
by artificial intelligence.

PJ8: There should possibly be a watermark or some indication on the image that
it was created by AI.

PA3: In my personal opinion, it would be beneficial to also communicate the
prompt—the exact words and their specific order—that were fed into the AI
application to generate the given result.

PA4: I believe it would be very helpful, if not essential, to ensure transparency at
all stages of the process—starting from who owns the databases, which is crucial,
to identifying the end user who posts comments. This transparency could serve
as an effective solution.

PA5: I believe there should be a regulatory framework along with established
best practices. This is a challenge for our industry as a whole: we need to define
and create a framework that addresses specific ethical issues and regulates them
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effectively. So, it’s a gap that we in the industry must take action to fill; we cannot
afford to ignore it.

In conclusion, as the research findings indicate, the establishment of a regulatory
framework for the use of AI in journalism is urgently needed. Participants emphasized
the importance of transparency, recommending measures such as the clear identification
of AI-generated images, the use of watermarks, and the provision of detailed prompts to
enhance audience understanding. Creating such a framework could guide journalists in
using AI responsibly. It is clear that the industry must take proactive steps to regulate AI
usage to maintain trust and integrity in journalism.

5. Discussion
This study investigated the perceptions and experiences of journalists and academics

in Greece concerning the integration of AI into journalism, with a particular emphasis on the
ethical challenges it presents. Grounded in a journalism ethics theoretical and conceptual
framework, the research utilized 28 semi-structured interviews and thematic analysis to
identify key themes that shed light on the evolving role of AI in Greek journalism and
the complexities it introduces to the profession. By focusing on Greece’s unique context,
characterized by limited resources and language constraints, the study underscores both
the opportunities and challenges inherent across less advantaged media landscapes.

The research results reveal a shared view among participants that, while AI is increas-
ingly being integrated into journalism, its application remains largely experimental. Most
journalists and academics view AI as a tool that can assist professionals in certain aspects of
their work, particularly in routine tasks such as transcription, translation, data analysis, etc.
Despite this optimism, they remain cautious about AI’s potential to erode core journalistic
values, such as transparency and accuracy, and to enhance bias, all fundamental pillars of
the journalism ethics’ framework [32].

These results align with findings by Diakopoulos [5] and Cools and Diakopoulos [28],
who conducted semi-structured interviews with journalists in the Netherlands and Den-
mark. While these journalists acknowledge the benefits of such tools, including enhanced
efficiency and improved data management, they also express concerns about the potential
harm to journalism’s accuracy and credibility, as well as ethical issues like algorithmic bias.
De-Lima-Santos and Ceron [37] share this concern, stressing that although AI has enormous
promise for efficiency and flexibility, it should not come at the price of the fundamental
principles and ethics that guide the journalism profession.

The use of AI-generated images in journalism sparked particular debate among partic-
ipants. While some acknowledged that these images might provide valuable information
about inaccessible locations, the prevailing sentiment was that of skepticism. Participants
expressed concern that AI-generated visuals do not accurately depict reality and could
mislead the audience. Many suggested that sketches might be more appropriate in convey-
ing such narratives, emphasizing the need for accuracy and integrity in visual journalism.
Participants highlighted the importance of ensuring that audiences are aware when content
is AI-generated to avoid misleading representations. Many advocated for the use of clear
indicators, such as watermarks, to inform viewers about the nature of the images presented.

Overall, participants stressed the need for a regulatory framework and for established
guidelines that govern the ethical use of AI in journalism, advocating for collective action
within the industry to address these issues. The lack of regulation could make it harder to
use AI technologies responsibly, making existing ethical problems worse.

Indeed, journalistic ethical guidelines in Greece must be updated by journalists’ unions
to establish clear standards, which would enhance the understanding and responsible use
of AI in newsrooms. As highlighted by other scholars [28,38], AI’s presence often goes
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unnoticed by journalists. Establishing clear guidelines can serve as a starting point for fos-
tering a more constructive discussion. AI literacy training is essential for all professionals
within the news ecosystem, from editors and reporters to content creators. Addition-
ally, media organizations should be consulted on how to strategically integrate AI into
their planning.

The broader issue, however, has to do with how the relationship between humans and
machines will be defined and what role journalists will play in this new landscape. What
standards have we set as humanity, based on our shared value system? One participant
noted the following:

PA15: Technology and the use of AI and generative AI can, of course, provide
significant assistance and enhance human capabilities in many areas, including
journalism, by freeing up considerable time for journalists to focus on other tasks.
However, the question of what role humans and professionals should play in the
field of journalism in the age of AI is, in my view, the most critical issue. [. . .]
this raises the question of where we are headed and how we should define the
role of humans in this complex ecosystem. This represents the greatest ethical
dilemma today, not only in journalism but also in other sectors. We have not yet
resolved it.

Updating ethical and deontological standards to reflect current technological devel-
opments is crucial—not only for journalism but for all sectors. These standards, however,
must reflect our collective values and visions for the future. PA15 insightfully stated
the following:

PA15: In this context, the concept of AI literacy, and how we understand the
implications of creating technology that meets the standards we as humanity
have set based on our value system—beyond the legal framework—is essential.
It reflects what we stand for and how we envision the future for ourselves and
our children in this new reality. This understanding should, to a large extent,
guide and strengthen the ethical and deontological rules we follow as institutions,
organizations, journalists, and beyond.

As Helberger et al. [26] point out, technology does not dominate us; instead, it is our
responsibility as a society—consisting of professionals, academics, and developers—to
shape technologies in a way that reflects the society we want to build. To make this possible,
the development and implementation of digital solutions must be driven by a clear vision
of the values and fundamental freedoms we wish to uphold. This vision is just as important
when it comes to the use of artificial intelligence (AI) in journalism. One academic noted
the following:

PA2: I believe that, as has often been noted in the literature, the term ’meta-
journalist’ has emerged, which, to some extent, reflects a new role in the field.
We should aim to foster a symbiotic relationship between these technologies and
traditional journalism practices. First, because we have no alternative—these
technologies are here to stay—and second, because such a relationship can lead
to better outcomes. Over time, journalists will likely need to rethink the core
skills required for their profession. This doesn’t mean they will function purely
as curators; rather, they can harness artificial intelligence and other technologies
to free themselves from some of the more mundane tasks of journalism.

The question of how much of ourselves—our creativity, critical thinking, and decision-
making—we are willing to delegate to AI, especially in the pursuit of saving time, is
a profound one. As we increasingly rely on AI tools to streamline tasks and enhance
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efficiency, there is a growing risk of outsourcing elements of our thinking processes that
have traditionally been deeply human. From using AI for content creation to decision-
making and problem-solving, these tools can create a dependency that may gradually erode
our ability to think critically, problem solve, and innovate independently.

Hence, the real challenge lies in finding a balance: as AI becomes more integrated
into our daily lives, we need to reflect on what it means to remain fully human in an
increasingly automated world, ensuring that technology serves as an enhancement, not a
replacement, for the deeper, more nuanced aspects of our cognitive and creative selves. In
such a regulated, conscious, and symbiotic framework, perhaps HAL 9000 could open the
door for Dave, and Dave would not need to shut his iconic assistant down.

6. Conclusions
In this study, we explored the extent to which AI tools are used by journalists in Greece,

examining the benefits, potential risks, and ethical challenges they present. While recogniz-
ing AI’s groundbreaking potential, the findings reveal that its application in journalism
remains largely experimental, particularly in countries like Greece, where economic and
linguistic constraints, limited resources, and inadequate training infrastructure present
significant barriers. By examining this smaller media ecosystem, this study enriches the
global discourse on AI in journalism, offering valuable insights into the opportunities and
challenges faced in resource-limited contexts.

Positioning Greek journalism within the broader global AI debate highlights the
improvisational approach to AI integration compared to that in better-resourced media
markets [9]. Nevertheless, it provides valuable insights into the potential risks of adopting
AI without adequate preparation or oversight. Participants underscored ethical challenges
associated with AI-generated content, particularly the risks of misinformation and bias.
The findings also stress the importance of fostering dialogue among stakeholders to address
the complexities of AI in media, ensuring that journalistic integrity, accuracy, and ethical
standards remain at the core of integrating emerging technologies.

This underscores the pressing need for localized regulatory frameworks that not only
align with international best practices but also address region-specific challenges. To bridge
the gaps identified in this study, journalists’ unions, policymakers, academics, and media
organizations should prioritize actionable measures, such as implementing AI literacy
programs and establishing ethical guidelines.

While this study offers valuable insights into journalists’ perceptions and applications
of generative AI, it is essential to acknowledge its limitations. First, the reliance on a limited
number of interviews means that the research provides only a partial view of the broader
journalistic landscape in relation to generative AI tools. The timing of the interviews,
conducted between May and September 2024, is also a crucial factor, as it represents a
specific period of generative AI tool usage. Future research could build on this study by
conducting comparative analyses across similarly constrained media systems, allowing for
a more nuanced understanding of AI’s impact in varied contexts. Furthermore, reflecting
on the study’s limitations, such as the small sample size and the qualitative approach, offers
a valuable direction for future research, suggesting that broader, mixed-method studies
could provide more comprehensive insights.

In this transformative era, balancing technological innovation with ethical responsi-
bility is a real challenge for journalism worldwide. While algorithms may increasingly
drive content creation and decision-making, the human touch—embodied in the insight,
judgment, and critical thinking of journalists—must remain at the core of the profession.
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Appendix A. List of Participants

Number Code Gender Media/Platform Date

1 PJ-1 Man Online News Outlet 31 May 2024
2 PJ-2 Woman Freelance 2 June 2024
3 PJ-3 Man Newspaper—Television—Online News Outlet 3 June 2024
4 PJ-4 Man Freelance—Online News Outlet 4 June 2024
5 PJ-5 Man Freelance 5 June 2024
6 PJ-6 Woman Online News Outlet 6 June 2024
7 PJ-7 Woman Online News Outlet 7 June 2024
8 PJ-8 Woman Online News Outlet 10 June 2024
9 PJ-9 Woman Freelance 11 June 2024
10 PJ-10 Woman Newspaper—Television—Online News Outlet 12 June 2024
11 PJ-11 Woman Television 12 June 2024
12 PJ-12 Man Online News Outlet 13 June 2024
13 PA -1 Woman University of Western Macedonia 14 June 2024
14 PA-2 Man Aristotle University of Thessaloniki 17 June 2024
15 PA-3 Woman Ionian University 18 June 2024
16 PA-4 Woman Aristotle University of Thessaloniki 19 June 2024
17 PA-5 Man Ionian University 20 June 2024
18 PA-6 Man Aristotle University of Thessaloniki 21 June 2024
19 PA-7 Man University of Western Macedonia 24 June 2024
20 PA-8 Man Aristotle University of Thessaloniki 25 June 2024
21 PA-9 Man International Hellenic University 13 September 2024
22 PA-10 Man Aristotle University of Thessaloniki 16 September 2024
23 PA-11 Man National Centre for Scientific Research Demokritos 18 September 2024
24 PA-12 Man Aristotle University of Thessaloniki 24 September 2024
25 PA-13 Man Aristotle University of Thessaloniki 27 September 2024
26 PA-14 Woman National Centre for Scientific Research Demokritos 30 September 2024
27 PA-15 Woman National Centre for Scientific Research Demokritos 30 September 2024
28 PA-16 Man Aristotle University of Thessaloniki 30 September 2024
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Appendix B. Interview Guide Comprised of Six Axes

The interview guide consisted of six phases.

Phase 1: Journalists’/academics’ careers
- Can you tell me about your career trajectory as a journalist/researcher, from the beginning to your current position?
- Can you describe your current daily work routine in the newsroom or in the field/your primary research interests?

Phase 2: Journalists’ and academics’ views about significant changes in journalism over the last decade and the effect
of technologies on it
- What are the biggest changes in Greek journalism over the past decade, according to your experience?

Phase 3: Journalists’ and academics’ ideas about the implementation of AI in Greek journalism
- Do you use any AI application(s) in your journalistic work? If yes, which one(s)? (journalists)
- What kinds of tasks have you used AI for? (e.g., newsgathering, news production, or news distribution) (journalists)
- From your research, how would you assess the extent to which AI has penetrated journalism? (academics)
- To what extent do you think AI has been integrated into Greek journalism? (journalists)
- If AI has been adopted to a limited extent or not at all, what do you think are the reasons for its underutilization?
(both)
- Do you believe journalists generally have the necessary knowledge and training to effectively use AI in their work?
(both)

Phase 4: Exploration of participants’ perceptions of the changes that AI brings about in the journalistic environment
- In general, what changes do you think AI is bringing about in journalism?
■ What kinds of positive changes?
■ What kinds of negative changes?

Phase 5: Ethical dilemmas and challenges in the application of AI in journalism
- What kinds of ethical issues are raised by the use of AI in journalism?

Phase 6: Exploration of journalists’ and academics’ perceptions of the use of AI-generated news content and images
-We would now like to show you two images created with the assistance of AI. These images are based on the
testimonies of 32 refugees and migrants detained in offshore facilities on Nauru and Manus Island in Australia. They
visually depict the inhumane living conditions within these facilities, to which journalists and photojournalists were
denied access. Drawing from the accounts of women and men held in these offshore centers, and with the support of
AI, refugee and migrant advocates developed these images. Subsequently, these images were used by organizations
seeking to bring attention to this issue.
- What are the potential advantages of using such AI-generated images in news content?
- What are the possible disadvantages of using such images, in your view?
- How do you think journalists should ethically and deontologically approach the use of such images?
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