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Abstract

:

A large amount of experimental studies have shown significant dependence of strength of ductile metals on stress state and stress history. These effects have to be taken into account in constitutive models and corresponding numerical analysis to be able to predict safety and lifetime of engineering structures in a realistic manner. In this context, the present paper deals with numerical analysis of the influence of the load path on damage and fracture behavior of aluminum alloys. A continuum damage model is discussed taking into account the effect of stress state and loading history on damage criteria and on evolution equations of damage strains. Experiments with the biaxially loaded H-specimen have been performed and different preloading histories have been taken into account. Evolution of strain fields is monitored by digital image correlation, and fracture modes are visualized by scanning electron microscopy (SEM). In addition, numerically predicted stress states are used to explain occurrence of different stress-state- and preloading-path-dependent localization behavior in critical specimens areas, as well as damage and fracture modes, revealed by SEM. The experiments with newly developed biaxially loaded specimens and corresponding numerical simulations show that the preloading history remarkably affects the occurrence of width and orientation of localized strain fields, as well as evolution of damage mechanisms and fracture modes. Therefore, characterization of materials must be based on an enhanced experimental program including biaxial tests with different loading histories. The observed damage and failure behavior can be predicted by the proposed continuum model taking into account stress-state-dependent damage criteria and damage strains.
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1. Introduction


During the last few decades, various high quality metals and alloys have been developed to fulfill industrial demands on lightweight design to enforce safety requirements, to reduce energy consumption, and to improve cost efficiency [1,2]. For example, material properties have to be optimized to reduce localization of irreversible strains leading to damage and fracture in critical parts of elements. Ductile fracture can be seen as a major factor causing end of life of structures [3]. Therefore, analysis of deformation, damage, and failure behavior of these newly developed materials is an important concern in engineering disciplines [4]. In this context, development of accurate and practically applicable material models is demanded [5,6]. In addition, experiments covering different stress states and load histories are needed to validate the theoretical approaches for a wide range of engineering applications and to identify corresponding material parameters [7,8]. Special focus of the experimental and numerical analysis presented in this paper is on formation of localized shear bands and their effect on fracture modes.



In the literature, many experiments with different specimens have been discussed to investigate formation and localization of inelastic deformations, as well as damage and fracture mechanisms, on different scales. For example, to analyze the effect of stress state on mechanical behavior, experiments with uniaxially loaded specimens containing smooth or notched geometries have been examined. Stress state dependence of plastic deformations is addressed by Reference [9], whereas the effect of stress triaxiality on damage is investigated by References [10,11,12]. Further uniaxial tests have been performed to analyze fracture in ductile metals [13,14,15,16]. In addition, to study the behavior under nearly zero stress, triaxialities specimens deformed by shear stresses in critical parts during uniaxial loading have been proposed [17,18,19]. The experimental results taken from different uniaxially loaded specimens generated further interest in stress-state- and loading-history-dependent ductile failure processes and motivated a number of additional careful experimental investigations. Since uniaxially loaded specimens with various geometries only cover a small range of stress states and only allow proportional load paths, further tests with biaxially loaded cruciform specimens have been presented [20,21,22,23] and optimized geometries of cruciform specimens have been developed [24,25,26]. New geometries of biaxially loaded specimens have been proposed to examine in detail stress state dependence of damage and fracture processes in ductile metals [7,27,28]. In these experimental studies, specimens have been tested under proportional load paths.



However, many engineering processes are dominated by non-proportional loading paths; therefore, investigation of the effect of non-proportional loading histories is important from practical point of view. Only a few experimental analyses dealing with generally non-proportionally loaded biaxial specimens have been published due to expensive special testing equipment and difficulties in realization of non-proportional experiments. A specific case with limitation in load ratios is tension-torsion-tests. For example, fracture behavior of aluminum alloys undergoing non-proportional load paths have been analyzed [29,30]. After tension-torsion tests, they reported remarkable differences in the final load at fracture and in the formation of the crack paths. Further experiments with non-proportional tension-torsion and tension-compression loadings on differently notched specimens have been performed [31,32,33,34]. Their results also revealed influence of the load paths on damage accumulation and onset of fracture. In addition, notched cylindrical steel specimens have been tested under stress triaxiality step-jumps [35]. They observed different fracture loci after non-proportional loading compared to proportional one. In addition, cylindrical specimens under internal pressure and axial loads with different load paths have been tested [36]. They confirmed that failure strains are path-dependent. Furthermore, more generalized tests with the biaxially loaded X0-specimen undergoing different non-proportional loading histories have been discussed [37,38]. Their experimental results have shown remarkable dependence of damage and fracture behavior on load paths. In addition, corresponding numerical simulations have been performed [39,40] analyzing the X0- and the H-specimen, respectively, and revealed the effect of changing stress states on damage and failure processes. Based on these experimental and corresponding numerical investigations, it can be concluded that formation of damage and failure mechanisms is remarkably affected by the load paths and has to be analyzed in further detail.



In sheet metal forming processes, various stress states occur during complex loading conditions which may lead to failure. Thus, it is important to understand the stress-state-dependent mechanical processes in detail. In this context, a new set of experiments with non-proportional loading histories is proposed. Experimental and numerical results of further biaxial experiments with the H-specimen undergoing non-proportional load paths with focus on the effect of various preloading conditions on localized deformation, as well as on damage and fracture mechanisms, on different scales, are presented and discussed. The investigated material is the aluminum alloy EN AW 6082-T6 (produced by ThyssenKrupp Schulte GmbH, Essen, Germany) which is a medium strength alloy most commonly used for machining and for other highly stressed applications. It has excellent corrosion resistance, as well as very good weldability, and is typically formed by extrusion or rolling. It is used in structures in civil engineering, like trusses, bridges, and cranes or transport applications, but also in beer barrels and milk churns.



The numerical analysis is based on a continuum damage model taking into account stress-state-dependent damage mode functions. Rate equation for the damage strains is proposed to model the load-history-dependent evolution of damage-induced deformations. Results of biaxial tests with the H-specimen are presented with special focus on different stress states and preloading histories. Digital image correlation (DIC) monitors formation of strain fields and reveals localized deformation pattern in critical regions of the specimen. In addition, scanning electron microscopy (SEM) of the fractured surfaces elucidate different fracture processes on the micro-level. Moreover, corresponding numerical simulations were performed and point out stress states in critical parts of the specimen at different stages of the loading processes.




2. Continuum Damage Model


The theoretical framework analysis of inelastic deformations, as well as of damage and failure behavior of ductile metals, takes into account experimental and numerical investigations on both the micro- and the macro-level considering different processes on these scales and their interactions [5,41,42]. The continuum damage model is based on the introduction of the damage strain tensor,   A da  , characterizing the stress-state-dependent evolution of different damage mechanisms on the micro-scale in a phenomenological macroscopic way. To propose and to validate its evolution equations, as well as to identify corresponding parameters, a series of multiaxial experiments with different loading histories is necessary. In the experimental program, a wide range of stress states has to be covered, and proportional, as well as non-proportional, load paths have to be considered to validate the continuum model for a wide range of engineering applications.



The continuum approach takes into account damaged, as well as fictitious undamaged, configurations and is based on the additive decomposition of the strain rate tensor into elastic,    H ˙     H   el   , effective plastic,     H ¯  ˙     H   pl   , and damage parts,    H ˙     H   da   ; see Reference [41] for further details. In particular, the hyper-elastic constitutive law in the undamaged configuration leads to the effective Kirchhoff stress tensor


      T ¯  = 2 G  A el  +  K −  2 3  G  tr  A el  1     



(1)




where G and K represent the constant shear and bulk modulus, and   A el   is the elastic strain tensor. Plastic behavior of ductile metals is characterized by the yield criterion


      f pl     I ¯  1  ,   J ¯  2  , c  =    J ¯  2   − c  1 −  a c    I ¯  1   = 0 ,     



(2)




expressed in terms of the first and second deviatoric invariants of the effective stress tensor (1),     I ¯  1  = tr  T ¯    and     J ¯  2  = 1  /  2 dev  T ¯  · dev  T ¯   , the equivalent yield stress c of the undamaged material, and the hydrostatic stress coefficient a.



The effective plastic strain rate


       H ¯  ˙     H   pl  =  λ ˙    1  2    J ¯  2     dev  T ¯  =  γ ˙   N ¯      



(3)




predicts the evolution of plastic deformations, where   λ ˙   denotes a non-negative scalar factor,    N ¯  = 1  /    2   J ¯  2    dev  T ¯    is the normalized deviatoric effective stress tensor, and    γ ˙  =  N ¯  ·   H ¯  ˙     H   pl  = 1  /   2   λ ˙    represents the equivalent plastic strain rate.



Furthermore, considering the damaged configurations, the Kirchhoff stress tensor


    T    = 2  G +  η 2   tr  A da    A el         +   K −  2 3  G + 2  η 1   tr  A da   tr  A el  +  η 3    A da  ·  A el    1        +  η 3  tr  A el   A da  +  η 4    A el   A da  +  A da   A el       



(4)




depends on both the elastic and the damage strain tensors,   A el   and   A da  , to take into account deterioration of elastic material properties caused by damage described by the additional material parameters   η 1  …  η 4  .



Damage and fracture processes on the micro-scale depend on the stress state acting in a material point. For example, during tensile loading with high positive stress, triaxialities nucleation, growth, and coalescence of micro-voids are the predominant mechanisms, whereas, during shear and compressive loading with small positive or negative stress, triaxialities formation and growth of micro-shear-cracks are the main processes. Combination of these basic damage processes on the micro-scale is active for moderate positive stress triaxialities, and no damage formation has been observed in ductile metals for high negative stress triaxialities [43]. Thus, the damage process is characterized by the damage condition


      f da  = α  I 1  + β   J 2   − σ = 0 ,     



(5)




with the first and second deviatoric invariants of the Kirchhoff stress tensor (4),    I 1  = tr T   and    J 2  = 1  /  2 dev T · dev T  , and the equivalent damage stress  σ . The stress-state-dependent factors  α  and  β  represent damage mode parameters corresponding to the aforementioned damage processes acting on the micro-scale. In the present model, dependence on the stress state is given in terms of the stress triaxiality:


     η =   σ m   σ eq   =   I 1   3   3  J 2      ,     



(6)




defined as the ratio of the mean stress   σ m   and the von Mises equivalent stress   σ eq  , as well as of the Lode parameter


     ω =   2  T 2  −  T 1  −  T 3     T 1  −  T 3     with   T 1  ≥  T 2  ≥  T 3  ,     



(7)




written in terms of the principal Kirchhoff stress components   T 1  ,   T 2  , and   T 3  .



In addition, the damage strain rate tensor


      H ˙     H   da  =  μ ˙    α ¯   1  3   1 +  β ¯  N +  δ ¯  M      



(8)




predicts evolution of irreversible macroscopic strains caused by different damage processes on the micro-level in a phenomenological way. In Equation (8),   μ ˙   denotes the equivalent damage strain rate, and   N = 1  /    2  J 2    dev  T ˜    and   M =  dev  S ˜    /   dev  S ˜     are the normalized stress-related deviatoric tensors with


     dev  S ˜  = dev  T ˜  dev  T ˜  −  2 3   J 2  1 ,     



(9)




where   T ˜   denotes the stress tensor work-conjugate to the damage strain rate tensor (8) (see Reference [41] for further details). In Equation (8), the parameters   α ¯  ,   β ¯  , and   δ ¯   are kinematic parameters characterizing the portion of volumetric and isochoric deformations corresponding to the different stress-state-dependent damage and failure mechanisms on the micro-level mentioned above. It should be noted that the damage mode parameters  α  and  β  in Equation (5), as well as   α ¯  ,   β ¯  , and   δ ¯   in Equation (8), have been identified by numerical investigations on the micro-scale analyzing deformation and failure behavior of differently loaded micro-defect-containing representative volume elements [42,44,45]. Thus, they have to be validated by experiments undergoing a wide range of loading conditions.




3. Experimental and Numerical Aspects


The experiments are carried out with the biaxial test machine type LFM-BIAX 20 kN (produced by Walter & Bai, Löhningen, Switzerland) containing four electro-mechanically, individually driven actuators (Figure 1a). On the experimental side, slight non-symmetric behavior caused by fabrication tolerances of the specimens, misalignment of the machine, and unsymmetrical clamping cannot be avoided. To handle this asymmetry, a mainly displacement-driven procedure was used. The corresponding notation (Figure 2e) can be outlined as follows:




	
The axis are indicated by a first subscript which can be followed by a second subscript indicating the cylinder. Both subscripts are separated by a dot, e.g.,   1.2  .



	
Displacements are denoted by u and are measured in axis direction. The machine displacements are indicated by a superscript M, whereas the nominal displacements (measured at the red dots indicated in Figure 2e) do not have any additional superscript.



	
Forces are denoted by F, and the average forces on each axis    F i  =  (  F  i . 1   +  F  i . 2   )  / 2   are introduced and plotted in the corresponding figures.








Furthermore, the experimental technique applied here is described in detail in Reference [7] for proportional loading and in Reference [37] for non-proportional loading. Briefly, it can be outlined for loading on axis one as follows:




	
The leading machine displacement   u  1.1  M   of cylinder   1.1   is continuously increased by   0.004   mm/s.



	
The same displacement is applied on the cylinder   1.2   on the opposite side of the same axis as   u  1.2  M  .



	
The force   F  2.1    is of the cylinder   2.1   is retained at zero, which causes the machine displacement   u  2.1  M  , i.e., the cylinder   2.1   is force driven.



	
The same displacement is applied as   u  2.2  M   on the cylinder   2.2   on the opposite side of the same axis.








This technique is very stable due to the fact that three of the four cylinders are displacement driven, and the load ratio is kept constant throughout the experiment. Furthermore, it is worthy of note that the relation between the machine displacements   u  i . j  M   and the nominal displacements is non-linear and dependent on the load case; for this, the nominal displacements   u  i . j    were introduced as corresponding displacement measure. For loading on axis two, the first index had to be alternated.



The specimens are clamped in the four heads of the actuators, and, during the tests, they are biaxially strained with proportional and non-proportional paths. During the experiments, three-dimensional displacement fields in selected regions of the specimen are monitored by digital image correlation (DIC) using stereo setting. For the setup, eight   6.0  Mpx   cameras equipped with 75 mm lenses were available (Figure 1b). With this setup, 80 px/mm could be reached at the center of the specimen, and the depth of field was approximately   3  mm   at the applied aperture. Furthermore, the cameras of the stereo DIC system was inclined by approximately 10   ∘   to the principal symmetry plane. Consequently, the focus of the cameras had to be central at the base of the notch to explore the depth of field in a satisfactory way; thus, the cameras have to be aligned with the notches. Furthermore, the corresponding lighting system (Figure 1) is aligned in such a way that shadows and reflection are avoided within the notched parts. This allows analysis of evolution of different strain fields and will reveal strain localization phenomena, as well as formation of macro-cracks. In addition, after the experiments, fracture surfaces of the failed specimens are examined by SEM to elucidate fracture modes on the micro-scale.



New geometries of cruciform specimens have been proposed [7] and in the present investigation the H-specimen (see Figure 2) is tested in detail. The investigated material is EN AW 6082-T6 aluminum alloy supplied in the form of 4 mm thick sheets. Its chemical decomposition is shown in Table 1. The outer dimensions of the H-specimen are 240 mm in both directions (a) and in its center are notches in thickness direction (b), leading here to localization of strains, damage, and fracture during loading. Length of the notched parts is 6 mm with reduction of thickness up to 2 mm. The notch radii are 3 mm in plane (c) and 2 mm in thickness (d) direction. The H-specimen is loaded in two perpendicular directions by   F 1   and   F 2   (e). The force   F 1   leads to shear behavior in the notches, whereas the force   F 2   leads to superimposed tension or compression, causing a wide range of stress states with different stress triaxialities and Lode parameters. Corresponding displacements of the red points shown in Figure 2e,   u  1.1    and   u  1.2    in direction 1 and   u  2.1    and   u  2.2    in direction 2, are recorded by DIC during the experiments. They are used to compute the relative displacements   Δ  u  ref . 1   =  u  1.1   −  u  1.2     and   Δ  u  ref . 2   =  u  2.1   −  u  2.2     taken into account in the load-displacement-curves.



Numerical simulations of the biaxial experiments with the H-specimen were performed by the finite element program ANSYSenhanced by an user-defined material subroutine based on the continuum damage model discussed above. A quarter of the H-specimen is discretized by 7712 eight-node-elements of type Solid185 (Figure 3). Symmetry boundary conditions were applied to the symmetry surfaces in 1- and 2-direction (Figure 2e), the displacements were applied to the nodes at the end faces, and out of plane movement was prevented by zero displacements of the nodes at the end faces on the symmetry plane in thickness (3) direction. In the notched parts of the specimen, refinement of the finite element mesh was taken into account to model in an accurate manner localized strain behavior, as well as gradients of stresses and strains.



The numerical analysis is based on material parameters determined by fitting of experimental equivalent stress–equivalent strain curves of uniaxial tension tests. Initial elastic behavior is characterized by Young’s modulus E = 69,000 MPa and Poisson’s ratio   ν = 0.29  . The deterioration of elastic properties by evolution of damage is modeled by the parameters   η 1   = −10,000 MPa,   η 2   = −10,000 MPa,   η 3   = −10,000 MPa, and   η 4   = −10,000 MPa. In addition, plastic hardening of the investigated aluminum alloy EN AW 6082-T6 is adequately described by the Voce law [46] for the current yield stress:


     c =  c o  +  R o  γ +  R ∞   1 −  e  − b  γ    ,     



(10)




with the initial yield stress   c o   =   163.37  Mpa  , the hardening moduli   R o   = 0, and   R ∞   =   74.93  Mpa  , as well as the hardening exponent, b =   8.66  . Damage softening is assumed to be modeled by the quadratic function for the equivalent damage stress


     σ =  σ o  −  H 1   μ 2  ,     



(11)




with the initial damage stress    σ o  = 280  Mpa   and the modulus    H 1  = 20  Mpa  .




4. Results and Discussion


4.1. Experimental Program


The basic experiments are    F 1  /  F 2  = 1 / 0   (EXP 1/0), causing shear mechanisms in the notches of the H-specimen, and    F 1  /  F 2  = 0 / 1   (EXP 0/+1), leading to tensile behavior. These basic tests are used as reference experiments, as well as to determine the displacements at onset of fracture, which are needed for the alternative tests with different loading histories. The respective load-displacement curves from the experiments and corresponding numerical simulations are shown in Figure 4a and Figure 5a. For    F 1  /  F 2  = 1 / 0  , the load maximum is    F 1  = 5.7  kN   and the specimen fails at the displacement   Δ  u  ref . 1   = 1.2  mm  . In the loading case    F 1  /  F 2  = 0 / 1  , the load reaches    F 2  = 10.2  kN  , and the displacement at onset of fracture is   Δ  u  ref . 2   = 0.24  mm  . In the first series of alternative loading histories (EXP 0/+1 to 1/0), the specimens are initially loaded by   F 2  , where this process stops when 50%, 75%, or 85% of the final displacement   Δ  u  ref . 2     of EXP 0/+1 has been reached (solid line in Figure 4). Then, the specimens are unloaded and subsequently loaded by   F 1   up to final fracture (dotted line in Figure 4). The effect of the different preloading paths can be seen in Figure 4. In particular, in the case of 50% of the final displacement   Δ  u  ref . 2     (EXP 0/+1 to 1/0 50%), the maximum load is    F 1  = 5.3  kN  , and the displacement at onset of fracture reaches   Δ  u  ref . 1   = 1.2  mm  ; see Figure 4b. Thus, the effect of preloading on the load-displacement behavior is very small. If preloading of 75% of   Δ  u  ref . 2     is taken into account (EXP 0/+1 to 1/0 75%), in the second step, the maximum load is only    F 1  = 4.8  kN  , and the different specimens failed earlier at different levels between   Δ  u  ref . 1   = 0.63  mm   and 1.03 mm (Figure 4c). And, as shown in Figure 4d, in the case of 85% preloading (EXP 0/+1 to 1/0 85%), the load only reaches    F 1  = 4.6  kN   and failed between   Δ  u  ref . 1   = 0.8  mm   and 0.96 mm. Thus, the different preloading paths have remarkable influence on the load-displacement behavior during the second load paths with   F 1  . The reduction of maximum load is about 20%, and the final displacement is only about 70% of the displacement of the specimen without preloading history. Thus, the pre-tensile-loading of the H-specimen makes the material more brittle and may lead to earlier failure during forming processes.



In the second series of alternative load paths (EXP 1/0 to 0/+1), the H-specimens are initially loaded by   F 1  , and this process stops when 45%, 65%, or 90% of the final displacement   Δ  u  ref . 1     of EXP 1/0 has been reached (solid line in Figure 5). After unloading, the specimens are loaded in a second step by   F 2   up to final fracture (dotted line in Figure 5). Figure 5 shows how the different preloadings affect the load-displacement curves of the final load path. In particular, if preloading of 45% of the final displacement   Δ  u  ref . 1     is taken into account (EXP 1/0 to 0/+1 45%), the maximum load in the second step is    F 2  = 11.7  kN   (Figure 5b), which is an increase in load of about 15% compared to the respective basic test. After unloading of the first step, the displacement in axis 2 is   Δ  u  ref . 2   = − 0.02  mm  , which increases up to   Δ  u  ref . 2   = 0.16  mm  , where the specimen failed. In the case of preloading with 65% of the final displacement   Δ  u  ref . 1     (EXP 1/0 to 0/+1 65%), the maximum load is    F 2  = 11.6  kN  , and the displacement at onset of fracture reaches   Δ  u  ref . 2   = 0.13  mm  ; see Figure 5c. And if preloading of 90% of the final displacement   Δ  u  ref . 1     is considered (EXP 1/0 to 0/+1 90%), the maximum load in the second step of    F 2  = 11.2  kN   can be seen in Figure 5d, and the specimen failed at the displacement   Δ  u  ref . 2   = 0.05  mm  . Again, the different preloading histories remarkably affect the load-displacement behavior during the second load path with   F 2  . In the case of pre-shear-loading, an increase of the load maxima of about 15% is measured. In addition, the relative displacements at failure are remarkably reduced and reach only about 20% of the displacements after the basic experiment without preloading. Thus, the pre-shear-loading of the H-specimen makes the material very brittle with only marginal further inelastic deformations. It can also be seen in Figure 4 and Figure 5 that the load-displacement curves of the numerical simulations agree very well with the experimental ones.




4.2. Preloading by   F 2  , Final Loading by   F 1  


The distributions of the first principal strain for the first loading history (preloading by   F 2   and final loading by   F 1  ) can be seen in Figure 6, where the left pictures are experimental results monitored by DIC, and the respective right pictures show numerically predicted strains. In particular, at the end of the proportional load path (P 1/0 end), the first principal strain reaches 0.57 in a localized band with orientation from top right to bottom left (Figure 6a). In this case, the experimental and the numerical results agree quite well. After preloading by   F 2   (NP 0/+1), more widespread distribution of the first principal strain can be seen in the DIC pictures with maxima of 0.06 after 50% preloading rate (Figure 6(b1)), of 0.11 after 75% (Figure 6(c1)), or of 0.12 after 85% preloading rate (Figure 6(d1)). In the corresponding numerical simulations, wide vertical strain bands are predicted with similar maxima. After unloading and subsequent loading by   F 1   (NP 0/+1 to 1/0), the strain fields completely change: In the first case, with 50% preloading (Figure 6(b2)), the first principal strain field is localized in a slightly diagonal band very similar to that one after the proportional path (Figure 6a) but with higher values up to 0.64. With higher preloading rates of 75% and 85%, respectively, the localized strain bands become smaller and move to nearly vertical orientation (Figure 6(c2,d2)). Thus, different preloading rates lead to changes in amount, width, and orientation of localized first principal strain bands. After preloading of the H-specimen, the behavior becomes more brittle, and the change in orientation of more vertical localized strain bands will lead to a change in failure behavior. This is discussed in more detail after analysis of fracture surfaces by SEM.



Numerically-predicted distributions and amounts of the stress triaxiality  η  and the Lode parameter  ω  on the surface (S) of the notched region, in the longitudinal section (L), and in the cross section (C) for the loading histories EXP 0/+1 to 1/0 are shown in Figure 7. In particular, at the end of the basic experiment with the proportional loading path P 1/0 end (Figure 7a), the distribution of the stress triaxiality in the notch is nearly homogeneous with   η = 0.0  ; only at the top and bottom boundaries can small regions with the stress triaxiality of   η = 0.3   be seen in the cross section (C). The corresponding Lode parameter is also nearly homogeneously distributed with   ω = 0.0  , and only in small regions at the boundaries parameters do up to   ω = 1.0   (top right and bottom left) or to   ω = − 1.0   (top left and bottom right) occur. These stress parameters are typical for shear loading conditions. The distributions and amounts of the stress parameters of the differently preloaded specimens are very similar; therefore, only results for 85% preloading rate are shown in Figure 7. For example, at the end of the preloading step (NP 0/+1 to 1/0 85% as; see Figure 7b), the stress triaxiality in the center of the notch is about   η = 0.6  , and, at the boundaries,   η =   0.4 is numerically predicted. The corresponding Lode parameter is   ω = − 0.6   in the center of the notch and reaches   ω = − 0.8   in the outer parts of the longitudinal (L) and the cross section (C), whereas   ω = 0.0   occurs on the surface (S) of the notched region. After unloading of   F 2   and reloading by   F 1   (NP 0/+1 to 1/0 85% end), the stress triaxiality at the end of this load step is   η = 0.0   in the notch with nearly homogeneous distribution, and, at the boundaries of the cross section (C), very small regions with   η =   0.3 can be seen (Figure 7c). The corresponding Lode parameter is   ω = 0.0   in the cross section (C) and reaches   ω = 0.2   on the surface (S) of the notch, whereas, again, small regions at the boundaries of the notch with   ω = 1.0   and   ω = − 1.0  , respectively, are numerically predicted. Comparison of the results shown in Figure 7a,c reveal that the final distributions and amounts of the stress triaxiality and the Lode parameter are only marginally affected by the different preloading paths.



Furthermore, numerically predicted distributions and amounts of the equivalent plastic strain  γ  and the equivalent damage strain  μ  on the surface (S) of the notched region, in the longitudinal section (L), and in the cross section (C) for the loading histories EXP 0/+1 to 1/0 are shown in Figure 8. In particular, at the end of the basic experiment with the proportional loading path P 1/0 end (Figure 8a), the maximum equivalent plastic strain   γ = 0.77   occurs on the surface (S) of the notch in a localized band with slightly diagonal orientation from top right to bottom left. This maximum can also be seen in the center of the notch (L, C), whereas, at the boundaries, the equivalent plastic strain is smaller, with   γ = 0.30  . Similar behavior can be seen for the equivalent damage strain; its maximum is   μ = 0.10   in two points on the surface (S) of the notch, whereas only   μ = 0.02   is numerically predicted in the center of the notch (L, C). Again, a localized band of equivalent damage strains occurs with diagonal orientation from top right to bottom left. In addition, distributions and amounts of the respective equivalent strains for different preloading histories are also shown in Figure 8. For the 50% preloading rate, the equivalent plastic strains after the first load path by   F 2   (NP 0/+1 to 1/0 50% as) reach   γ = 0.06   on the surface (S) of the notch and in its center (L, C); see Figure 8b. The equivalent plastic strains are concentrated in a vertical band and the distribution in the cross section (C) is nearly homogeneous. At this stage of tensile loading, damage is numerically predicted only in the center of the notch (L, C) with the maximum   μ = 0.01  , whereas the surface (S) of the notch remains undamaged. After unloading of   F 2   and reloading with   F 1   (NP 0/+1 to 1/0 50% end), remarkable increase in the equivalent strains can be seen in Figure 8c. On the surface (S) and in the center (L, C) of the notch,   γ = 0.83   is reached, and the plastic behavior is very similar to that one after the basic experiment shown in Figure 8a. The equivalent damage strain is also similar to that one of the basic experiment with the diagonal band and the maxima on the surface of the notch (S), but the maximum is now   μ =   0.19, which is an increase of about 90% compared to the basic experiment. In the case of alternative preloading rates of 75% and 85%, the distributions of equivalent plastic strains are very similar to those discussed above with maxima on the surface (S) of the notch, as well as the vertical band after the preloading step (Figure 8d,f) and the slightly diagonal band after the final load step (Figure 8e,g). However, remarkable differences in the maxima can be seen: For 75% preloading rate,   γ = 0.13   (Figure 8d), and, for 85%,   γ = 0.15   (Figure 8f) are reached after the first load step. After unloading of   F 2   and reloading with   F 1  , the maxima are   γ = 0.76   for 75% preloading rate (Figure 8e) and   γ = 0.82   for 85% (Figure 8f). Thus, there is an increase of plastic deformation compared to the basic experiment (Figure 8a). The equivalent damage strains for the alternative paths with 75% and 85% after the first preloading step are also similar to that one for 50% and the maxima reach   μ = 0.04   for 75% preloading rate (Figure 8d) and   μ = 0.05   for 85% (Figure 8f). However, damage caused by the first preloading step affects the further damage evolution during the final load path. In the case of 75% preloading rate, the distribution of damage now shows a nearly vertical band of the equivalent damage strains on the surface (S) and in the longitudinal section (L) of the notch, and the maximum in the center reaches   μ = 0.15   (Figure 8e). This behavior can also be seen after 85% preloading rate: The equivalent damage strain is localized in a vertical band, and the maximum is   μ = 0.14   in the center of the notch (Figure 8g), and a remarkable increase in the equivalent damage strain of about 50% is numerically predicted. Thus, the different preloading paths only marginally influence the distribution of plastic strains, whereas the orientation of the localized band of the equivalent damage strain changes from a diagonal to a vertical orientation. In addition, with increase in preloading rate, the maxima of equivalent damage strains move from the boundaries to the center of the notch. This indicates that onset of fracture in the pre-tensile-loaded H-specimen happens in the center of the notch, leading to more unexpected and dangerous behavior.



Photos of the fractured specimens are shown in Figure 9. After proportional loading by   F 1   (P 1/0 end, Figure 9a), the fracture line shows diagonal orientation. With increasing preloading rate (Figure 9b–d), the orientation of the fracture line moves from diagonal to a more vertical one. These pictures agree well with the distributions of the first principal strain (Figure 6), as well as with the equivalent plastic and equivalent damage strains (Figure 8).



After the respective experiments, pictures of the fracture surfaces in the central part of the notch were taken by scanning electron microscopy (SEM); see Figure 10. After sole loading by   F 1   (P 1/0 end), only very few preexisting voids, which are compressed by shear stresses, as well as predominant micro-shear-cracks, can be seen in Figure 10a. This damage behavior is typical for the stress state with   η = 0.0   and   ω = 0.0   shown in Figure 7a. If preloading by   F 2   is taken into account, first damage mechanism is growth of voids corresponding to the positive stress triaxialities and negative Lode parameters (see Figure 7b). With increasing load   F 2  , the voids further grow and, in some parts, coalesce with neighboring ones to larger micro-pores. This effect can also be seen in the equivalent damage strains with increasing preloading rate in Figure 8b,d,f. These voids remain during unloading and are sheared in the final load path with   F 1  . This behavior is clearly shown in Figure 10: With increasing preloading rate, larger voids can be seen in Figure 8d, which are sheared and compressed and superposed by micro-shear-cracks. Thus, pre-tensile-loading changes the damage behavior to more void-dominated modes, indicating more brittle behavior compared to only shear-loaded specimens.




4.3. Preloading by   F 1  , Final Loading by   F 2  


The distributions of the first principal strain for the first loading history (preloading by   F 2   and final loading by   F 1  ) can be seen in Figure 11, where the left pictures are experimental results monitored by DIC, and the respective right pictures show numerically predicted strains. In particular, at the end of the proportional load path (P 0/+1 end), the first principal strain reaches 0.15 in a widespread band (Figure 11a), which is less widespread in the numerical simulation. After preloading by   F 1   (NP 1/0), more localized distribution of the first principal strain can be seen in the DIC pictures with maxima of 0.21 after 45% preloading rate (Figure 11(b1)), of 0.34 after 65% (Figure 11(c1)), or of 0.49 after 90% preloading rate (Figure 11(d1)). In the corresponding numerical simulations, localized diagonal bands are predicted with similar maxima and orientation from top right to bottom left. After unloading and subsequent loading by   F 2   (NP 1/0 to 0/+1), the strain fields only slightly change and are mainly caused by the preloading paths. However, the amount of the principal strains remarkably increases up to about 300% of those at the end of the basic test.



Numerically-predicted distributions and amounts of the stress triaxiality  η  and the Lode parameter  ω  on the surface (S) of the notched region, in the longitudinal section (L) and in the cross section (C) for the loading histories EXP 1/0 to 0/+1, are shown in Figure 12. In particular, at the end of the basic experiment with the proportional loading path P 0/+1 end (Figure 12a), the distribution of the stress triaxiality shows high values of about   η =   0.9 near the center of the notch (L), whereas, in the cross section (C) and on the surface (S), the stress triaxiality is between   η = 0.4   and   η = 0.7  . The corresponding Lode parameter is   ω = − 0.6   in the center of the notch (L, C) surrounded by smaller values up to   ω = − 0.9  . On the surface, (S) of the notch the Lode parameter is about   ω = 0.0  . It is worthy of note that the distribution of the stress triaxiality and of the Lode parameter, respectively, on the surface (S), in the longitudinal (L), and in the cross (C) section of the notch are symmetric. These stress parameters are typical for tensile tests with doubly-notched flat specimens.



The distributions and amounts of the stress parameters of the differently preloaded specimens are also shown in Figure 12. For example, at the end of the preloading step with 45% loading rate (NP 1/0 to 0/+1 45% as; see Figure 12b), the stress triaxiality  η  and the Lode parameter  ω  agree with those of the basic experiment P 1/0 end (Figure 7a) with nearly homogeneous distribution of these parameters in the notched region and the values of about   η = 0.0   and   ω = 0.0  . Very similar distributions are also numerically predicted for 65% and 90% loading rate and, thus, are not shown in Figure 12. After unloading of   F 1   and reloading with   F 2   up to final fracture (NP 1/0 to 0/+1 45% end), the stress triaxiality only reaches   η = 0.7   in the center (L, C) and on the surface (S) of the notch; see Figure 12c. The distribution of the corresponding Lode parameter is less homogeneous with   ω = − 0.9   in the center of the cross section (C), and, on the surface (S), it is about   ω = − 0.5  . Thus, compared with the basic experiment (Figure 12a), a slight influence of the preloading step on the stress parameters can be seen, where the distribution of the stress parameters is now non-symmetric. In the case of 65% and 90% preloading rate (NP 1/0 to 0/+1 65% end; NP 1/0 to 0/+1 90% end), respectively, further decrease in the stress triaxiality at the end of the experiments is numerically predicted; see Figure 12d,e. The corresponding Lode parameter here shows on the surface (S) of the notch a band with   ω = − 0.8   and in the longitudinal section (L) two small regions on top left and bottom right can be seen with values up to   ω = + 1.0  . Compared to the stress parameters at the end of the basic test (Figure 12a), the values of the stress triaxiality and of the Lode parameter have been affected by the preloading histories, and their initially symmetric distribution has changed. However, the changes in the amounts of the stress parameters are small.



Furthermore, numerically predicted distributions and amounts of the equivalent plastic strain  γ  and the equivalent damage strain  μ  on the surface (S) of the notched region, in the longitudinal section (L), and in the cross section (C) for the loading histories EXP 1/0 to 0/+1 are shown in Figure 13. In particular, at the end of the basic experiment with the proportional loading path P 0/+1 end (Figure 13a), the maximum equivalent plastic strain   γ = 0.22   occurs on the surface (S) of the notch in a vertical band, whereas, in the center of the notch (L, C), only   γ = 0.12   is reached. On the other hand, the equivalent damage strain has its maximum with   μ = 0.10   in the center (L, C) of the notch, whereas, on the surface (S), no damage is numerically predicted. For this basic loading case P 0/+1, the distributions of the equivalent plastic strain and of the equivalent damage strain are symmetric in the notched part of the H-specimen; see Figure 13a.



In addition, distributions and amounts of the respective equivalent strains for different preloading histories are also shown in Figure 13. For the 45% preloading rate, the equivalent plastic strains after the first load path by   F 2   (NP 1/0 to 0/+1 45% as) reach   γ = 0.25   on the surface (S) of the notch and   γ = 0.20   in its center (L, C); see Figure 13b. The equivalent plastic strains are localized in a slightly diagonal band from top right to bottom left. At this loading stage, no damage is numerically predicted. After unloading of   F 1   and reloading with   F 2   (NP 1/0 to 10/+1 45% end), the equivalent plastic strains have increased up to   γ = 0.35   on the surface (S) of the notch, and the distribution of the first load step (Figure 13b) remains nearly unchanged. During this load path, the equivalent damage strains increase up to   μ = 0.04   in the center (L, C) of the notch, and it is localized here in a diagonal band with orientation from top right to bottom left. The surface of the notch (S) remains undamaged. The distribution of the equivalent plastic strain and the equivalent damage strain is different to that one after the basic experiment (Figure 13a), where the localized bands are vertical. Although, after the first preloading step with 45% rate quasi, no damage occurs, and damage only increases in the second load path (which is identical to that one of the basic experiment),and the distribution of damage (Figure 13c) is different from that one of the basic test (Figure 13a). This means that the final damage state is not only affected by damage of earlier load steps but is also influenced by the evolution of plastic deformations. In the case of 65% preloading rate, the distribution of the equivalent plastic strain after loading with   F 1   is similar to that one of 45% rate, but the values reach   γ = 0.47   on the surface (S) of the notch and   γ = 0.41   in its center (L, C); see Figure 13d. In addition, damage also occurs and there are some small regions on the surface (S), in the longitudinal (L), and in the cross section (C) of the notch with equivalent damage strains up to   μ = 0.01  . After unloading of   F 1   and reloading with   F 2   (NP 1/0 to 10/+1 65% end), the equivalent plastic strains increase up to   γ = 0.54  , whereas the distribution remains nearly unchanged. However, although damage is very small after the first load step (Figure 13d), the equivalent damage strain after the final load step reaches   μ = 0.06  , which can be seen in the longitudinal section (L) of the notch, and it is   μ = 0.05   in the center (C). Again, the equivalent damage strain is localized in a slightly diagonal band with orientation from top right to bottom left, and this distribution is different compared to that one of the basic experiment (Figure 13a). This trend can also be seen in the case of 90% preloading rate (NP 1/0 to 0/+1 90%); see Figure 13f,g. In the first preloading step with   F 1  , the equivalent plastic strain has the same distribution as before (Figure 13d), but the maximum reaches   γ = 0.68  . The equivalent damage strain now reaches   μ = 0.07   on the surface (S) of the notch, and, again, the diagonal localized band can be seen. In the center (L, C) of the notch, no damage is numerically predicted. After unloading of   F 1   and reloading with   F 2   (NP 1/0 to 0/+1 90% end), the equivalent plastic strain increases up to   γ = 0.72  , and the distribution remains nearly unchanged (Figure 13g). The equivalent damage strain also increases up to   μ = 0.08   on the surface, and, especially in the longitudinal section (L), the localized diagonal band is clearly visible. These results clearly show that the preloading history remarkably affects the plastic and damage strain behavior, and especially the orientation of localized inelastic bands. With increasing pre-shear-loading, the maximum damage occurs at the boundaries of the notch indicating that onset of fracture happens in this region. Thus, the beginning of the fracture process will be visible, leading to less dangerous behavior.



Photos of the fractured specimens are shown in Figure 14. After proportional loading by   F 2   (P 0/+1 end, Figure 14a), the fracture line shows vertical orientation. With increasing preloading rate (Figure 14b–d), the orientation of the fracture line moves from vertical to a diagonal one. These pictures agree well with the distributions of the first principal strain (Figure 11), as well as with the equivalent plastic and equivalent damage strains (Figure 13).



After the respective experiments, pictures of the fracture surfaces in the central part of the notch were taken by SEM; see Figure 15. After only loading by   F 2   (P 0/+1 end), a lot of voids with different sizes, as well as dimples, can be seen in Figure 15a. This damage and fracture behavior is typical for the stress state with high stress triaxialities, as shown in Figure 12a. If preloading by   F 1   is taken into account, inelastic shear behavior occurs, corresponding to nearly zero stress parameters (  η = 0.0   and   ω = 0.0  ; see Figure 12b). As discussed above, nearly only plastic deformations are numerically predicted for 45% and 65% preloading rate (Figure 13b,d), whereas also damage strains occur for 90% rate; see Figure 13f. These shear deformations can be seen in Figure 15b,c, which are superimposed by voids leading to failure of the H-specimen. For 90% preloading rate, micro-shear-cracks occur in the first load step. They accumulated to macro-cracks in the subsequent tensile test with some small superimposed voids; see Figure 15d. Thus, for these loading conditions, damage and the final fracture processes are remarkably influenced by the preloading history.





5. Conclusions


In this paper, the influence of the load path on damage and fracture behavior of aluminum alloys was investigated in detail. Various experiments and corresponding numerical simulations with the biaxially loaded H-specimen were performed with focus on different preloading histories. The main conclusions are:




	
Characterization of materials must be based on an enhanced experimental program including biaxial tests with different loading histories to analyze the stress state and stress history dependence on deformation and failure behavior.



	
A sophisticated damage model must be used taking into account anisotropic and stress-state-dependent damage processes on the micro-level. The proposed continuum model based on rate equations for damage strain tensors allows simulation of deformation behavior, as well as damage and failure in structural elements undergoing various loading histories.



	
Different preloading histories remarkably influence the load-displacement behavior. The specimen becomes more brittle with smaller elongations at the onset of fracture.



	
The final stresses remain nearly unaffected by different preloadings, although the stress histories are different.



	
Changes in the amount, width and orientation of localized strain bands occur, mainly caused by the different preloading histories.



	
In shear tests, after pre-tensile-loading, regions of maximum damage move from the boundaries of the notch to its center, where onset of fracture will happen. This indicates unexpected and dangerous failure behavior.



	
In shear tests, pre-tensile-loading changes the damage behavior from shear mechanisms to more void-dominated modes, indicating more brittle behavior.



	
In tension tests, after pre-shear-loading, regions of maximum damage move from the center to the boundaries of the notch. Onset of the fracture process will be visible, leading to less dangerous behavior.



	
In tension tests, pre-shear-loading leads to micro-shear-crack behavior, which is only marginally affected by few growing voids caused by subsequent tensile loading. The failure process will be shear-dominated.



	
The experimental and numerical results may give hints and recommendations to optimize metal forming processes.
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Figure 1. (a) Biaxial test machine, (b) lighting system and camera equipment. 






Figure 1. (a) Biaxial test machine, (b) lighting system and camera equipment.



[image: Metals 11 00381 g001]







[image: Metals 11 00381 g002 550] 





Figure 2. Geometry (a–d), loading, and displacements (e) of the H-specimen (all dimensions in mm). 
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Figure 3. Finite element mesh. 
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Figure 4. Load-displacement curves for    F 1  /  F 2  = 1 / 0   with different preloadings. 
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Figure 5. Load-displacement curves for    F 1  /  F 2  = 0 / + 1   with different preloadings. 
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Figure 6. First principal strain by digital image correlation (DIC) (left) and numerical simulation (right). 
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Figure 7. Stress triaxiality  η  and Lode parameter  ω : S—surface, L—longitudinal section, C—cross section. 
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Figure 8. Equivalent plastic strain  γ  and equivalent damage strain  μ : S—surface, L—longitudinal section, C—cross section. 
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Figure 9. Fracture lines. 
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Figure 10. Scanning electron microscopy (SEM) pictures of the fracture surfaces. 
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Figure 11. First principal strain by DIC (left) and numerical simulation (right). 
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Figure 12. Stress triaxiality  η  and Lode parameter  ω : S—surface, L—longitudinal section, C—cross section. 
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Figure 13. Equivalent plastic strain  γ  and equivalent damage strain  μ : S—surface, L—longitudinal section, C—cross section. 
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Figure 14. Fracture lines. 
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Figure 15. SEM pictures of the fracture surfaces. 
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Table 1. Chemical composition of EN AW 6082 T6 aluminum alloy (% weight).
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	Material
	Si
	Fe
	Cu
	Mn
	Mg
	Cr
	Zn
	Ti
	Others
	Al





	EN AW 6082-T6
	0.9
	0.37
	0.09
	0.47
	0.7
	0.02
	0.09
	0.03
	0.04
	to balance
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