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Abstract

:

The classic finite difference method (FDM) has been successfully adopted in the simulation of dendritic solidification, which is based on phase-field theory. Nevertheless, special strategies of boundary integral and projection are required for applying a supercooling rate to a droplet surface. In the present study, isogeometric analysis (IGA) is employed to discretize the phase-field equation due to the two advantages of Non-Uniform Rational B-Splines (NURBS) basis functions, namely an arbitrary order of derivatives and exact description of complex geometry. In addition, an improved, easy way to apply the supercooling rate on a melt droplet surface is proposed to avoid the integral and projection of the cellular boundary required in FDM. Firstly, dendrite growth in a square computational domain is simulated to verify the performance of IGA. Then, the influences of latent heat, anisotropic mode and initial angle on the dendrite shapes are studied by the presented IGA, FDM and finite element method (FEM). Finally, dendritic solidification in a droplet under different cooling rates along irregular boundaries is performed by the proposed IGA.
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1. Introduction


Dendrite growth is an essential phenomenon of phase transition in material science [1,2]. In the casting of metals and alloys, molten metals first generate tiny embryos in the liquid phase and then gradually grow into a stable crystal nucleus. Under the effect of supercooling, they grow up continuously into different structures and finally complete the process of solidification [3]. The final morphology of crystal growth has a direct impact on the properties of materials, such as mechanical strength, corrosives, electrical conductivity and ductility [4]. Numerical technology could provide the ability to gain insight into the interior quality analysis of casting products. It assists engineers in observing the evolution of microstructures in the metal solidification process under different conditions and parameters and thus improves product quality. Furthermore, it helps to control the dendrite growth to obtain the required material properties. Based on the finite difference method (FDM), a special way to calculate the boundary cooling term for a droplet surface was proposed by Miura et al. [5] to avoid overestimated surface length, as shown in Figure 1. Inspired by their work to study the effects of supercooling rates on solidification in droplets, we conducted similar research via IGA with an improved reaction equation for temperature dynamics by introducing an extra term for supercooling on the droplet boundary. Thus, additional calculations of projection lengths of cellular boundary edges and integrals over surfaces are avoided.



Up to now, the phase field method has been commonly applied in material science [6,7], crystal nucleation and growth [8,9,10], fracture mechanics [11,12], heat transfer [13,14,15,16,17], fluid–structure interaction [18,19] and biomechanics [20,21,22,23,24,25,26,27,28]. Taking the example in solidification of pure metal, there are two phases in the whole studied domain, namely liquid and solid phases whose order parameters  ϕ  take values of 0 and 1, respectively. The value of the interface phase between these two phases varies in the interval   0 , 1  . The dynamic of the interface is driven by the free energy difference between the two phases [29]. As shown in Figure 2, the non-conservative phase field  ϕ  has two local stable phases with   ϕ = 0   and   ϕ = 1  , respectively. However, the interface phase   0 < ϕ < 1   is meta-stable and has a tendency to jump from high energy to low energy. As a consequence, the interface moves from one phase to the other, and phase transition is achieved automatically without tracking the interface front. Nevertheless, the phase filed equation involves the computation of high-order derivatives with respect to order parameter. Usually, the high-order finite element method (FEM) and finite difference method [30,31,32,33] are used to solve the high-order partial differential equation. The former brings about more computational efforts due to extra freedoms. The latter is particularly limited to the regular domain. In order to solve the above problems, IGA is adopted to simulate the dendrite growth in this study [34].



Isogeometric analysis was first proposed by Hughes [35] in 2005 for the seamless integration of computer-aided design (CAD) and computer-aided engineering (CAE) and has been widely used in crack [36,37,38], vibration [39,40,41], heat transfer and fluid–structure interaction [18,42,43,44], and optimization of practical engineering problems [45,46,47,48]. It can not only accurately describe the complex geometric shape of the object but also has an arbitrary-order partial derivative in theory due to the use of NURBS basis functions and has been proven very successful for phase-field equations [43,44,49,50,51]. In the work of reference [50], the application of IGA in phase-field is reviewed and a general example of solidification is given. In the present work, the computational framework of IGA is proposed to analyze solidification and study the effects of several parameters on dendrite growth. In addition, a special strategy for boundary supercooling is presented, and corresponding findings with different cooling rates are compared with experimental observations.



This paper is organized as follows: Section 2 describes the phase-field based mathematical model for dendrite growth and the reaction-diffusion equation for temperature dynamics. The NURBS basis functions of IGA, their derivatives and the integration scheme are introduced in Section 3. Section 4 presents the IGA-based computational framework of the phase-field and reaction-diffusion equation of temperature dynamics for solidification simulation. Then, the process of the generalized- α  method for solving the equations is illustrated. In Section 5, a square domain is used to test the performance of the presented method for dendrite growth, and the effects of several parameters on crystal growth are discussed. The computational efficiency of the proposed method is then compared with FDM and FEM. Moreover, an extra term is added to the dynamic equation of temperature to study the effects of supercooling rate on solidification. Three values of cooling rates are tested, and the results are validated with the work of references [5,52]. Finally, we conclude with a summary in Section 6.




2. Mathematical Model


In this study, the phase-field equation is applied to describe the process of dendrite growth, and a reaction–diffusion equation is adopted for the dynamics of temperature. The variable   ϕ ( x , y , t )   is taken as the order parameter in the phase-field model, representing the solid phase with   ϕ ( x , y , t ) = 1   and liquid phase with   ϕ ( x , y , t ) = 0   at position   ( x , y )   at time t. There is automatically a smoothing interface   0 < ϕ ( x , y , t ) < 1   between the two phases. For the purpose of convenience,   ϕ ( x , y , t )   is simply written as  ϕ . The free energy functional for driving the phase transition of the system is defined as


  F  ( ϕ , m )  =  ∫ Ω     1 2    ε 2    ∇ ϕ  2  + ψ  ( ϕ , T )   d Ω  



(1)




where  ε  is a constant related to the interface width. The first term in the integral of Equation (1) is the interface free energy and the second term   ψ ( ϕ , T )   is the chemical free energy, a double-well potential with two local minima at   ϕ = 0   and   ϕ = 1  . The specific expression of   ψ ( ϕ , T )   is chosen as


  ψ  ( ϕ , T )  =   1 4    ϕ 4  −    1 2   −   1 3   m   ϕ 3  +    1 4   −   1 2   m   ϕ 2   



(2)




where m is a function of supercooling, acting as a thermodynamic driving force, and is defined as


  m  ( T )  =   α π   arctan  ( γ  (  T  e q   − T )  )   



(3)




where   T  e q    is the melting temperature, taking the value of 1 in this paper. Temperature field T is normalized to the interval   [ 0 , 1 ]  .  α  and  γ  are constants. As shown in Figure 2, the   ψ ( ϕ , T )   has two local minima at   ϕ = 0   and   ϕ = 1  . The dynamic system tends to be stable, which leads to a decrease in energy. The metastable state of phase at the interface turns out to be the local stable phase. When the temperature T at interfacial phase   0 < ϕ < 1   is less than the balance temperature   T  e q   , namely   m > 0  , the interface phase will be driven to be solid phase   ϕ = 1   since the interface phase changes from a high energy state to a low energy state. If the temperature T is greater than   T  e q   , the opposite situation happens, and the liquid phase grows.



In practice, the morphology of dendrite growth is anisotropic. In order to capture the anisotropic characteristic of crystal, the function of interfacial width  ε  is introduced as follows


  ε  ( θ )  =  ε ¯   1 + δ cos  j  θ −  θ 0      



(4)




where   ε ¯   is the phase width and determines the thickness of the interface layer;  δ  is the strength of interface width; j is the mode number of anisotropy;  θ  is the angle between the outward normal direction of the interface and the x axis;   θ 0   is the initial angle that represents the orientation of the anisotropic axis.



The free energy of the system Equation (1) is required to decrease monotonically with time. Considering the concept of gradient dynamics [53], the non-conserved phase-field equation for solidification is defined as


  τ    ∂ ϕ   ∂ t    = −    δ F   δ ϕ     



(5)







Substituting Equations (2)–(4) into Equation (1), then, Equation (5) can be derived as


  τ    ∂ ϕ   ∂ t    = −   ∂  ∂ x     ε  ε   ′      ∂ ϕ   ∂ y     +   ∂  ∂ y     ε  ε   ′      ∂ ϕ   ∂ x     + ∇ ·  ε 2  ∇ ϕ − μ  ( ϕ , T )   



(6)




where    ε   ′   = d ε / d θ  ;   μ ( ϕ , T )   is the derivative of chemical free energy with respect to  ϕ  and given by


     μ  ( ϕ , T )  =  ϕ 3  −  ( 1.5 − m )   ϕ 2  +  ( 0.5 − m )  ϕ = − ϕ  ( 1 − ϕ )   ( ϕ − 0.5 + m )      



(7)







According to references [54,55], the dynamics of the temperature field are described by a reaction–diffusion equation can be rewritten as follows


     ∂ T   ∂ t    = ∇ · ∇ T + K    ∂ ϕ   ∂ t     



(8)




where K is the dimensionless latent heat. The second term on the right side of Equation (8) accounts for the release of latent heat at the interface. Equations (6) and (8) are in dimensionless units. The modified equation of temperature dynamic for applying supercooling on a droplet surface is presented in Section 5.2.




3. NURBS Shape Functions in Isogeometric Analysis


As an extension of FEM, IGA aims to accomplish the seamless integration of CAD and CAE [35]. In the implementation of IGA, the NURBS basis functions are used instead of the classical Lagrangian shape functions in FEM. The unknowns to be solved are the physical variables at control points, no longer at nodes of elements. In this section, the NURBS bases and numerical integration are introduced.



3.1. B-Splines


B-spline is a basis spline function that has local support with a given degree, knot partition and control points. The knot vector in a B-spline is defined as   U = {  u 1  ,  u 2  , ⋯ ,  u  n + p + 1   }   in a non-descending order.   u i   is the ith knot, n is the number of basis functions and p is the polynomial order [35]. The knot interval could be uniform, non-uniform, or even 0 where more than one knot repeats at the same partition position i. According to the Cox-de Boor recursion formula [56], the B-Spline basis functions are given for a polynomial order   p = 0  


   N  i , 0    ( u )  =     1     u i  ⩽ u <  u  i + 1        0   otherwise      



(9)




and for a polynomial order   p ≥ 1  


      N  i , p    ( u )  =    u −  u i     u  i + p   −  u i      N  i , p − 1    ( u )  +     u  i + p + 1   − u    u  i + p + 1   −  u  i + 1       N  i + 1 , p − 1    ( u )      



(10)




where    N  i , p    ( u )    is ith B-spline basis function of order p. The ratio in the form of   0 / 0   is defined as zero in the process of calculating the bases. Some important properties of B-spline basis functions are listed as



	•

	
   N  i , p    ( u )    is a polynomial over   u i  ;




	•

	
   N  i , p    ( u )    is non-negativity    N  i , p    ( u )  ≥ 0  ;




	•

	
Each p order function    N  i , p    ( u )    has   p − 1   continuous derivatives across the element boundary when the knot multiplicity is one for all inner knots. The first derivative of a B-spline basis function can be easily calculated from the Cox-de Boor recursion formula


       d  d u     N  i , p    ( u )  =   p   u  i + p   −  u i      N  i , p − 1    ( u )  −   p   u  i + p + 1   −  u  i + 1       N  i + 1 , p − 1    ( u )      



(11)








	•

	
If k is the multiplicity of the ith knot,    N  i , p    ( u )    is   C  p − k    continuous.







Then, a B-spline curve can be a linear combination of B-spline basis functions and is described as follows


  C  ( u )  =  ∑  i = 1  n   N  i , p    ( u )   P i   



(12)




where   P i   is the ith control point (  i = 1 , 2 , ⋯ , n  ).



With two known knot vectors   U = {  u 1  ,  u 2  , ⋯ ,  u  n + p + 1   }   and   V = {  v 1  ,  v 2  , ⋯ ,  v  l + q + 1   }  , and   ( n + 1 ) × ( l + 1 )   control points, a B-spline surface is given by


  S  ( u , v )  =  ∑  i = 1  n   ∑  j = 1  l   N  i , p    ( u )   N  j , q    ( v )   P  i j    



(13)




where   P  i j    is a control point.




3.2. NURBS Shape Function


Although B-spline possesses good properties, it can not represent circles, spheres, ellipsoids and paraboloids exactly. In order to overcome this disadvantage, a NURBS curve of order  p  is presented as a linear combination of B-spline bases by introducing weighting function


  C  ( u )  =  ∑  i = 1  n   R i   ( u )   P i   



(14)




where    R i   ( u )   , the NURBS basis function, is written as


   R i   ( u )  =     N  i , p    ( u )   w i     ∑  i = 1  n   N  i , p    ( u )   w i      



(15)







  w i   is the weighting function in 1D.



Similarly, the NURBS surface can be expressed as


  S  ( u , v )  =  ∑  i = 1  n   ∑  j = 1  l   R  i , j    ( u , v )   P  i j    



(16)







The bivariate basis function    R  i , j    ( u , v )    is written as


   R  i , j    ( u , v )  =     N  i , p    ( u )   N  j , q    ( v )   w  i j      ∑  i = 1  n   ∑  j = 1  l   N  i , p    ( u )   N  j , q    ( v )   w  i j       



(17)




where   w  i j    is the weighting function in 2D. In what follows, NURBS shape function R is symbolically replaced with N.




3.3. Numerical Integration in IGA


For the purpose of simplicity, only numerical integration over a 2D computational domain is presented herein. The integration scheme for 3D is not addressed in this work and can be easily obtained by just adding variables in the third dimension. As shown in Figure 3, there are three domains, namely the physical domain   Ω e  , parametric domain    Ω ^  e   and parent domain    Ω ¯  e  . The numerical integration over the whole physical domain (  Ω = ⊔  Ω e   ,   Ω e   is the elemental domain) can be calculated through two main mapping steps, which are expressed as


         ∫ Ω  f  ( x , y )  d Ω          =  ∑  e = 1   n e     ∫  Ω e   f  ( x , y )  d  Ω e            =  ∑  e = 1   n e     ∫   Ω ^  e   f  x  (  ξ ^  )  , y  (  η ^  )    |  J ^  |  d   Ω ^  e            =  ∑  e = 1   n e     ∫   Ω ¯  e   f  x  (  ξ ¯  )  , y  (  η ¯  )    |   J ^   | |   J ¯   | d    Ω ¯  e       



(18)




where   f ( · , · )   is the function to be integrated, and   n e   is the number of elements (different from those in FEM, elements in IGA are related with a knot partition).    |   J ^   |    and    |   J ¯   |    are determinants of the two Jacobian matrices for geometry mapping. The first Jacobian   J ^   between the physical elemental domain and the parametric domain is given as


   J ^  =      x  ,  ξ ^       x  ,  η ^         y  ,  ξ ^       y  ,  η ^         



(19)




and the other Jacobian between the parametric and parent domains    J ¯  = 0.25  (   ξ ^   i + 1   −   ξ ^  i  )   (   η ^   i + 1   −   η ^  i  )   . Then, a numerical integration scheme in FEM can be applied in the last term in Equation (18).





4. Computational Method


4.1. Spatial Discretization


Let us define the trial and weighting function spaces   V ⊂  H 2   ( Ω )   . Here,    H 2   ( Ω )    is the Sobolev space of integrable functions in the domain  Ω . The finite-dimensional space for discretization is expressed as    V h  = span   {  N i  }   i = 1 , 2 , ⋯ , n    , where n is the dimension of    V h  ⊂ V ⊂  H 2   ( Ω )   , and the   N i  ’s are linearly independent NURBS basis functions [24,25,28]. Taking the weighting function  ω  as a trial function, the Galerkin weak form of Equations (6) and (8) can be expressed as


       ∫ Ω   ω h  · τ    ∂  ϕ h    ∂ t    d Ω =  ∫ Ω   ω h  · [ −   ∂  ∂ x     ε  ε   ′      ∂  ϕ h    ∂ y       ∂  ∂ y     ε  ε   ′      ∂  ϕ h    ∂ x     + ∇ ·  ε 2  ∇  ϕ h  − μ  (  ϕ h  ,  T h  )  ] d Ω     



(20)






       ∫ Ω   ω h  ·    ∂  T h    ∂ t    d Ω =  ∫ Ω   ω h  · ∇ · ∇  T h  d Ω +  ∫ Ω   ω h  · K    ∂  ϕ h    ∂ t    d Ω     



(21)







After applying the integral by parts and divergence theorem (see Appendix A for details), the Galerkin weak form of Equations (20) and (21) can be written as


      ∫ Ω   −     ∂  ω h    ∂ x    ,    ∂  ω h    ∂ y     ·  ε ε    ∂  ϕ h    ∂ x    , ε ε    ∂  ϕ h    ∂ y      d Ω       −  ∫ Ω       ∂  ω h    ∂ y     ,    ∂  ω h    ∂ x     ·  ε  ε   ′       ∂  ϕ h    ∂ x    , − ε  ε   ′      ∂  ϕ h    ∂ y        



(22)






       ∫ Ω   ω h  ·    ∂  T h    ∂ t    d Ω +  ∫ Ω  ∇  ω h  · ∇  T h  d Ω −  ∫ Ω   ω h  · K    ∂  ϕ h    ∂ t    d Ω = 0     



(23)







The discrete solution  ϕ  and T are defined as


     ϕ   ( x , y , t )  h  =  ∑  i = 1  n   ϕ i   ( t )   N i   ( x , y )   ,     



(24)






     T   ( x , y , t )  h  =  ∑  i = 1  n   T i   ( t )   N i   ( x , y )   ,     



(25)




respectively. The   ϕ i   and   T i   are the control variables. The weighting function   ω h   is expressed as


  ω   ( x , y )  h  =  ∑  i = 1  n   ω i   N i   ( x , y )   



(26)




where the   ω i   is the control variable.




4.2. Time Discretization


The dynamic Equations (22) and (23) are discretized by the generalized- α  method [57] and solved by the Newton–Raphson method. Notations    Φ →  n   and    T →  n   are used for the global vector of control variables of the unknowns   ϕ n h   and   T n h   where the subscript n refers to the time step. We call     Φ →  ˙  n   and     T →  ˙  n   the time derivatives of the control variable vectors. We further introduce     S →  n  =  {   Φ →  n  ,   T →  n  }   . Using this notation, the residual vectors are defined as


       R A ϕ     S →   n +  α f    ,    S →  ˙   n +  α m     =    N A  , τ   ϕ ˙   n +  α m   h   Ω  +   ∇  N A  ,  ε 2  ∇  ϕ  n +  α f   h   Ω  −   ∇  N A   ′   , ε  ε   ′   ∇  ϕ  n +  α f   h   Ω  +    N A  ,  μ ϕ    ϕ  n +  α f   h  ,  T  n +  α f   h    Ω      



(27)






       R A T     S →   n +  α f    ,    S →  ˙   n +  α m     =    N A  ,   T ˙   n +  α m   h   Ω  +   ∇  N A  , ∇  T  n +  α f   h   Ω  −    N A  , K   ϕ ˙   n +  α m   h   Ω      



(28)




where   ( · , · )   is the inner product in the domain  Ω .   ∇  N A  =   ∂  N A   /  ∂ x  ,  ∂  N A   /  ∂ y    .   ∇  N A   ′   =   ∂  N A   /  ∂ y  ,  ∂  N A   /  ∂ x    . Variables at the intermediate time level are given as [28,35]


         S →  ˙   n +  α m   h  =    S →  ˙  n h  +  α m      S →  ˙   n + 1  h  −    S →  ˙  n h       



(29)






         S →    n +  α f   h  =    S →   n h  +  α f      S →    n + 1  h  −    S →   n h       



(30)






         S →    n + 1  h  =    S →   n h  + Δ  t n     S →  ˙  n h  + γ Δ  t n      S →  ˙   n + 1  h  −    S →  ˙  n h       



(31)







Then, solve the below linear system using the generalized minimal residual method algorithm


    K →   n + 1  i   Δ    S →  ˙   n + 1  i   = −   R →   n + 1  i   



(32)




where   Δ    S →  ˙   n + 1  i    is the increment of time derivatives of the control variable vectors in each iteration. The tangent matrix involved in the ith iteration is given as


    K →   n + 1  i  = ∂   R →   n + 1  i  ∂ /    S →  ˙   n + 1  i   



(33)







Following the instruction in reference [57], we take


   α m  =  1 2     3 −  ρ ∞    1 +  ρ ∞     ;   α f  =  1  1 +  ρ ∞    ;  γ =  1 2  +  α m  −  α f  .  



(34)







The choice of    ρ ∞  = 1 / 2   in this work guarantees second-order accuracy and unconditional A-stability [57].





5. Numerical Results


In order to demonstrate the performance of the presented IGA method, two different geometric domains are adopted. One computational domain is square, and the other is an irregular area. In the former case, IGA and FDM are applied to solve the problems, and the results are compared. For the comparison purpose of computational efficiency, FEM is also adopted. In the latter case, only the IGA method is used, and an improved way to apply the supercooling rate to the droplet boundary is proposed.



5.1. Dendritic Formation in Square Domain


In this example, IGA, FEM and FDM are implemented for dendrite growth. All the parameters in each following test are set to be identical in the three methods, and their values are listed in Table 1 if no special statement is addressed. The effects of three typical parameters, such as latent heat, anisotropy mode and initial angle, on dendrite growth are observed. The square dimension is   9 × 9  , and we assume that the initial crystal is a circular shape and placed in the center of the square. The whole domain is discretized with a uniform computational mesh composed of   512 × 512   elements when IGA is implemented, while mesh with   512 × 512   bilinear quadrilateral elements is adopted in the case of FEM. The square is represented by   512 × 512   regular grids when FDM is carried out.



5.1.1. Effect of Latent Heat


Two different values of latent heat   K = 1.6   and   K = 2.0   are considered for the comparison of IGA, FEM and FDM. Other parameters are listed in Table 1. The dendrite structures obtained by IGA at two time stages   t = 0.28   and   t = 0.36   are plotted in Figure 4. All the results illustrate that the dendrite morphologies change with latent heat. The six primary dendrites grow along the selected directions. The angle between each primary dendrite and y axis stays at   60 o   since the anisotropy mode is taken as   j = 6   and the initial angle is set to be    θ 0  =  90 o   . As we know, latent heat reflects the heat-released energy in the process of phase solidification [58]. With the increase in K, the heat at the front of dendrites accumulates and results in smaller supercooling. Thus, dendrites grow slower and are finer. These phenomena can be easily observed from panels (a) to (b) and panels (c) to (d). For instance, at time   t = 0.36  , the morphology in the case of   K = 1.6   (panel (b)) reaches the boundary of the computational domain while it occupies less space and is still far to the boundary in the case of   K = 1.6   (panel (d)).



A similar conclusion can be obtained in cases of FEM and FDM (see Figure 5 and Figure 6). From the structures in Figure 4, Figure 5 and Figure 6, we notice that the interfaces obtained by IGA and FEM are much smoother than those from FDM. It can be explained that the NURBS-based IGA, as well as FEM, can capture the feathers of interfaces easily and accurately, even across mesh boundaries.



A comparison of computational efficiency among the three methods is presented in Table 2. The same numerical case   K = 2.0   is carried out by all of them.   Δ t = 0.000025   and total time step   N = 7200   is chosen by FDM due to the computational stability in the case of   512 × 512   grids. Constant time step   Δ t = 0.001   and total time step   N = 360   are used by IGA and FEM in the case of   512 × 512   elements. The numbers of elements used by IGA and FEM, for example,   256 × 256  ,   512 × 512   and   1024 × 1024  , are chosen for comparison. The implementation of IGA is carried out by an in-house developed message passing interface (MPI) Fortran code, while the FEM code is from the open-source, parallel object-oriented C++ finite element framework, MOOSE (Multiphysics Object Oriented Simulation Environment) [59]. Both of them are implemented in the same high-performance cluster (Intel(R) Xeon(R) CPU E5-2692 v2 2.20 GHz). The Matlab code of FDM for the solidification can be found in reference [60]. From Table 2, the computational efficiencies of IGA and FEM are almost at the same level, while FDM shows high efficiency as expected. Indeed, FDM takes less computational effort. However, it is not easy to deal with a complicated computational domain and apply a boundary condition. In the following section, a simulation of a solidification problem in a droplet-like geometry is implemented by IGA.




5.1.2. Effect of Anisotropy Mode


The anisotropy mode directly affects the shape of dendrite growth and determines the number of primary dendrites. In this subsection, two different modes   j = 4   and   j = 6   are tested, and the corresponding results computed by IGA and FDM are compared in Figure 7.



Four primary branches are obtained both by IGA and FDM, as shown in Figure 7a,c, in the case of mode   j = 4  , while six branches are obtained by IGA and FDM in Figure 7b,d in the case of mode   j = 6  . As the anisotropy mode increases, the number of primary dendrites increases. From the results plotted in Figure 7, the anisotropy mode significantly affects the subsequent morphologies of dendrites and plays an important role in the physical and chemical properties of crystals. Comparing the lengths of the main branches, we can conclude that the growth rates of the primary crystals keep the same in both numerical methods when mode   j = 4   is chosen. However, the second branch grows faster when   j = 6   is adopted. Although similar morphologies of crystals are obtained by both IGA and FDM, we still notice that the interfaces from IGA are more smooth than those from FDM. This may be explained by the intrinsic merit of NURBS basis functions.




5.1.3. Effect of Initial Angle


The physical meaning of the initial angle   θ 0   is the orientation of the anisotropy axis, and it determines the growth angles of consequent crystals from primary dendrites. The effect of the initial angle on crystal orientation can be observed easily in numerical simulation. As shown in Figure 8, two different angles    θ 0  =  90 ∘    and    θ 0  =  135 ∘    are observed. Panels in the first and second rows in Figure 8 demonstrate the structures obtained from IGA and FDM, respectively.



Comparing with panels (a) and (b), as well as panels (c) and (d), the change in initial angle only affects the orientation of the primary dendrite. The shapes and structures of the formed dendrites should remain the same theoretically. However, the two morphologies in panels (a) and (b) are not exactly identical when structures in panel (b) rotate   45 ∘   in a clockwise direction. Similar situations can also be found in panels (c) and (d). There are several tiny differences in front of the interfaces and sub-branches. These differences result from the errors in numerical computations, initial condition settings, the meshing generation in the interface front and so on.





5.2. Dendrite Growth under Different Cooling Rates on Droplet Surface


We study the effect of different supercooling rates on the crystallization in a melt droplet. Panel (a) of Figure 9 illustrates the geometry of the melt droplet, and panel (b) shows an example of an IGA mesh representation of the semicircular domain. We can see that the boundary of the droplet is exactly represented by a few IGA elements. A uniform computational mesh composed of   512 × 256    C 2   elements is used in all the following simulations.



In order to describe the supercooling on the drop surface, an extra term is added to Equation (8). Then, the updated formula for temperature evolution is expressed as


     ∂ T   ∂ t    = ∇ · ∇ T + K    ∂ ϕ   ∂ t    − c H  ( d )   



(35)




where c is the dimensionless undercooling rate, and   H ( · )   is the Heaviside function that takes the value of 1 on the boundary and 0 in the remaining region. d is the distance to the boundary surface. In this sense, any complex interior/exterior boundary conditions and supercooling rate can be applied freely by adopting the least squares method [61]. Three different cooling rates, namely   c = 0  ,   c =  10 2    and   c =  10 5   , are studied. All other parameters take the values listed in Table 1. The initial crystal is circular with a radius 0.1, and its center is located at point (4,0), as shown in Figure 10a. The initial temperature in the droplet is expressed by    T 0  = 1 −  ( − 7.785  d 0 2  + 2289 )  / 2289  , where   d 0   is the distance to the droplet center and is given in Figure 10b.



Initially, we study the dendrite growth without supercooling at the surface, which keeps the rate at   c = 0  . Due to the faster temperature gradient inside the droplet than that on the surface, the main branch grows faster in the interior region than the other one (see panels (c) and (e) in Figure 10). As the energy is released in front of the interface during the solidification process, the temperature increases gradually in the solid phase (see panels (d) and (f) in Figure 10). See Video S1 in the Supplemental Material for an illustration, and a detailed description of the movie can be found in Appendix B.



Then, we increase the cooling rate to   c =  10 2    and keep other parameters the same. The crystallization on the boundary surface shows faster growth than that in the case of   c = 0   at time   t = 0.2  , by comparing the two panels of Figure 10c and Figure 11a. Furthermore, we notice that the first branch on the surface grows faster than that in the interior as time evolves (see panels in Figure 11). Eventually, the surface growth stops when the dendrite reaches the other end of the semicircle, and its second sub-branches grow toward the droplet center due to the temperature gradient. The corresponding illustration can be found in the Supplemental Material (Video S2).



We further increase the supercooling rate up to   c =  10 5    and obtain the dendrite and temperature evolution, as illustrated in Figure 12 and Video S3 in the Supplemental Material. Unlike the co-growth of the dendrite on the surface and in the interior, the crystallization growth is almost along the boundary, and no sub-branch is developed except the other main branch at the very beginning (  t = 0.2  ). When the dendrite on the surface reaches the other end of the semicircle, it also gradually grows toward the center. As expected, the distribution of temperature on the surface tends to be zero because of the rapid cooling speed (see panel (f) of Figure 12).



According to the findings in the three cases, we can conclude that the dendrite growth can be controlled by the undercooling rate. With the increase in rate, the growth on the surface is dominant, and eventually, only surface growth exists when an extreme rate is reached. This observation matches the numerical results from reference [5] and experimental observations in [52]. As shown in Figure 13, the dendrite growth towards the interior is dominant without the boundary supercooling (panels (a) and (d)). With small cooling rates on the surface, growth along the boundary and towards the inside co-exists (panels (b) and (e)). When a much bigger rate is applied to the boundary surface, the solidification only happens along the circumferential direction initially and then develops uniformly towards the center of the droplet (panels (c) and (f)).





6. Conclusions


The phase-field method has been commonly embedded in FDM to describe the dendrite growth during solidification. As we know, FDM is hard to deal with regarding problems with irregular boundaries. In order to overcome this bottleneck, we present an IGA-based computational framework for 2D dendrite growth, which can be easily extended for 3D simulation. Numerical studies show that the performance of IGA is comparable to that of FEM and is even better than FDM in some cases. In addition, an improved way to deal with irregular boundary supercooling is also illustrated, and numerical findings agree well with other researchers’ work and experimental observations. In this work, the geometry of the droplet is not complex but is typical. In the case of extremely complex geometry, no matter how complicated the boundary is, we just need to identify it through the Heaviside function   H ( · )  . We believe that IGA creates another way to study dendrite growth and other related fields in material science.
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Appendix A. Formula Derivation


The right side of Equation (20) can be rewritten as


         ∫ Ω   ω h  ·  −  ∂  ∂ x    ε  ε   ′     ∂  ϕ h    ∂ y    +  ∂  ∂ y    ε  ε   ′     ∂  ϕ h    ∂ x    + ∇ ·  ε 2  ∇  ϕ h  − μ  (  ϕ h  ,  T h  )   d Ω          =  ∫ Ω   ω h  ·  −  ∂  ∂ x    ε  ε   ′     ∂  ϕ h    ∂ y    +  ∂  ∂ y    ε  ε   ′     ∂  ϕ h    ∂ x    +  ∂  ∂ x    ε ε   ∂  ϕ h    ∂ x    +  ∂  ∂ y    ε ε   ∂  ϕ h    ∂ y    − μ  (  ϕ h  ,  T h  )   d Ω     



(A1)







Applying an integral by parts in Equation (A1), we obtain


         ∫ Ω   ω h  ·  −  ∂  ∂ x    ε  ε   ′     ∂  ϕ h    ∂ y    +  ∂  ∂ y    ε  ε   ′     ∂  ϕ h    ∂ x    + ∇ ·  ε 2  ∇  ϕ h  − μ  (  ϕ h  ,  T h  )   d Ω          =  ∫ Ω  {  −  ∂  ∂ x    ε  ε   ′    ω h    ∂  ϕ h    ∂ y     +  ε  ε   ′     ∂  ϕ h    ∂ y      ∂  ω h    ∂ x   +   ∂  ∂ y    ε  ε   ′    ω h    ∂  ϕ h    ∂ x     −  ε  ε   ′     ∂  ϕ h    ∂ x      ∂  ω h    ∂ y            +   ∂  ∂ x    ε ε  ω h    ∂  ϕ h    ∂ x     −  ε ε   ∂  ϕ h    ∂ x      ∂  ω h    ∂ x   +   ∂  ∂ y    ε ε  ω h    ∂  ϕ h    ∂ y     −  ε ε   ∂  ϕ h    ∂ y      ∂  ω h    ∂ y   −  ω h  · μ  (  ϕ h  ,  T h  )  } d Ω          =  ∫ Ω  {  −  ∂  ∂ x    ε  ε   ′    ω h    ∂  ϕ h    ∂ y     +   ∂  ∂ y    ε  ε   ′    ω h    ∂  ϕ h    ∂ x     +  ε  ε   ′     ∂  ϕ h    ∂ y      ∂  ω h    ∂ x   −  ε  ε   ′     ∂  ϕ h    ∂ x      ∂  ω h    ∂ y            +   ∂  ∂ x    ε ε  ω h    ∂  ϕ h    ∂ x     +   ∂  ∂ y    ε ε  ω h    ∂  ϕ h    ∂ y     −  ε ε   ∂  ϕ h    ∂ x      ∂  ω h    ∂ x   −  ε ε   ∂  ϕ h    ∂ y      ∂  ω h    ∂ y   −  ω h  · μ  (  ϕ h  ,  T h  )  } d Ω     



(A2)







Using divergence theorem, Equation (A2) can be rewritten as


         ∫ Ω   ω h  ·  −  ∂  ∂ x    ε  ε   ′     ∂  ϕ h    ∂ y    +  ∂  ∂ y    ε  ε   ′     ∂  ϕ h    ∂ x    + ∇ ·  ε 2  ∇  ϕ h  − μ  (  ϕ h  ,  T h  )   d Ω          =  ∫ Ω   ε  ε   ′     ∂  ϕ h    ∂ y     ∂  ω h    ∂ x   −  ε  ε   ′     ∂  ϕ h    ∂ x      ∂  ω h    ∂ y   −  ε ε   ∂  ϕ h    ∂ x      ∂  ω h    ∂ x   −  ε ε   ∂  ϕ h    ∂ y      ∂  ω h    ∂ y   −  ω h  · μ  (  ϕ h  ,  T h  )   d Ω          =  ∫ Ω   −    ∂  ω h    ∂ x   ,   ∂  ω h    ∂ y    ·   ε ε   ∂  ϕ h    ∂ x    ,  ε ε   ∂  ϕ h    ∂ y     −    ∂  ω h    ∂ y   ,   ∂  ω h    ∂ x    ·   ε  ε   ′     ∂  ϕ h    ∂ x    , −  ε  ε   ′     ∂  ϕ h    ∂ y     −  ω h  · μ  (  ϕ h  ,  T h  )   d Ω     



(A3)








Appendix B. Movie Description


Movie1.avi: Solidification simulation in a droplet with a supercooling rate   c = 0   on the surface. The dendrite structure can be controlled by the cooling rate. In this case, rate   c = 0   means non-cooling is applied on the droplet surface, and dendrite growth mainly happens inside the droplet. Parameter values used in movies 1–3 are listed in Table 1.



Movie2.avi: Solidification simulation in a droplet with a supercooling rate   c =  10 2    on the surface. With a non-zero cooling rate on the boundary, dendrites grow both on the surface and in the interior region.



Movie3.avi: Solidification simulation in a droplet with a supercooling rate of   c =  10 5    on the surface. By increasing the cooling rate on the droplet surface, the dendrite primarily grows along the surface boundary and then towards the center.
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Figure 1. Special strategy for applying supercooling boundary conditions on droplet surface in FDM [5].   Δ s   is the projected effective length, and   q s   is the normal component to the droplet boundary. 
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Figure 2. Chemical free energy of the phase-field equation for solidification. When temperature is less than melting temperature, namely   m > 0  , the interfacial phase tends to be a solid phase, which suggests dendrite growth. The opposite situation can be concluded if   m < 0  . In the case of   m = 0  , the interface might not move. Definition of element domains in IGA. Physical elemental domain   Ω e   (Top), elemental domain    Ω ^  e   in parametric space (bottom left) and Gaussian integration domain    Ω ¯  e   (bottom right). 
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Figure 3. Definition of element domains in IGA. Physical elemental domain   Ω e   (Top), elemental domain    Ω ^  e   in parametric space (Bottom left) and Gaussian integration domain    Ω ¯  e   (Bottom right). 
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Figure 4. Dendrite structures obtained by IGA with   K = 1.6   and   K = 2.0   at different time stages. The first row shows the morphologies of dendrites in the case of   K = 1.6   at   t = 0.28   (a) and   t = 0.36   (b). The second row shows those in the case of   K = 2   at   t = 0.28   (c) and   t = 0.36   (d). 
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Figure 5. Dendrite structures obtained by FEM with   K = 1.6   and   K = 2.0   at different time stages. The first row shows the morphologies of dendrites in the case of   K = 1.6   at   t = 0.28   (a) and   t = 0.36   (b). The second row shows those in the case of   K = 2   at   t = 0.28   (c) and   t = 0.36   (d). 
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Figure 6. Dendrite structures obtained by FDM with   K = 1.6   and   K = 2.0   at different time stages. The first row shows the morphologies of dendrites in the case of   K = 1.6   at   t = 0.28   (a) and   t = 0.36   (b). The second row shows those in the case of   K = 2   at   t = 0.28   (c) and   t = 0.36   (d). 
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Figure 7. Simulations of dendrite growth with different anisotropy modes solved by IGA (panels (a,b)) and FDM (panels (c,d)). The morphologies of dendrites in panels (a,c) are obtained by using   j = 4  , and those morphologies in panels (b,d) are for   j = 6   at the same time   t = 0.36  . 
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Figure 8. Simulation results of dendrite growth affected by initial angle. The morphologies of dendrites with    θ 0  =  90 ∘    and    θ 0  =  135 ∘    are compared at   t = 0.36  . (a,b) The morphologies of dendrites with    θ 0  =  90 ∘    and    θ 0  =  135 ∘    from IGA. (c,d) Under the same conditions, the morphologies of dendrites from FDM. 
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Figure 9. Geometry of the melt droplet (a) and an example of IGA mesh (b). The domain is discretized by   8 × 8   elements just for viewing purposes. The corresponding control points are indicated by solid red circles. 
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Figure 10. Evolution of dendrite structures and temperature at different stages in the case of   c = 0  . Initial nucleus (a) and distribution of normalized temperature within the domain (b); dendrite structures at   t = 0.4   (c) and   t = 2.0   (e), and temperature evolution at   t = 0.4   (d) and   t = 2.0   (f). 
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Figure 11. Evolution of dendrite structures and temperature at different stages in the case of   c =  10 2   . Initial nucleus (a) and distribution of normalized temperature within the domain (b); Dendrite structures at   t = 0.6   (c) and   t = 2.0   (e), and temperature evolution at   t = 0.6   (d) and   t = 2.0   (f). 
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Figure 12. Evolution of dendrite structures and temperature at different stages in the case of   c =  10 5   . Initial nucleus (a) and distribution of normalized temperature within the domain (b); dendrite structures at   t = 0.6   (c) and   t = 2.0   (e), and temperature evolution at   t = 0.6   (d) and   t = 2.0   (f). 
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Figure 13. Evolution of dendrite structures at different stages in cases of various cooling rates. Panels (a–c) and (d–f) are obtained from the proposed method and FDM in reference [5], respectively. Reproduced with permission from Miura et al. [5] (d–f). 
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Table 1. Parameters used for dendrite growth.
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	Parameters
	Symbols
	In Silico Values





	Relaxation time
	  τ  
	0.0003



	Phase width
	   ε ¯   
	0.01



	Anisotropy strength
	  δ  
	0.04



	Anisotropy mode
	j
	6



	Initial angle
	   θ 0   
	   90 o   



	Melting temperature
	   T  e q    
	1



	Latent heat
	K
	1.6



	Constant in Equation (3)
	  α  
	0.9



	Constant in Equation (3)
	  γ  
	10
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Table 2. CPU time consumed by IGA, FEM and FDM for the problem with   K = 2.0   (unit of CPU time: minute).
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Method

	
Mesh

	
Processor Number

	
CPU Time






	
The proposed method

	
   256 × 256   

	
4

	
8.2




	
   256 × 256   

	
16

	
2.7




	
   256 × 256   

	
64

	
0.9




	
   512 × 512   

	
4

	
37




	
   512 × 512   

	
16

	
12




	
   512 × 512   

	
64

	
4.2




	
   1024 × 1024   

	
4

	
160




	
   1024 × 1024   

	
16

	
54




	
   1024 × 1024   

	
64

	
19




	
FEM

	
   256 × 256   

	
4

	
9.1




	
   256 × 256   

	
16

	
2.9




	
   256 × 256   

	
64

	
1.1




	
   512 × 512   

	
4

	
44




	
   512 × 512   

	
16

	
15




	
   512 × 512   

	
64

	
4.8




	
   1024 × 1024   

	
4

	
173




	
   1024 × 1024   

	
16

	
62




	
   1024 × 1024   

	
64

	
23




	
FDM

	
   512 × 512   

	
1

	
52
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