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Abstract

:

Accumulating interest from academia and industry, the part of quality assurance in metal additive manufacturing (AM) is achieving incremental recognition owing to its distinct advantages over conventional manufacturing methods. In this paper, we introduced a convolutional neural network, YOLOv8 approach toward robust metallographic image quality inspection. Metallographic images accommodate key information relating to metal properties, such as structural strength, ductility, toughness, and defects, which are employed to select suitable materials for multiple engineering execution. Therefore, by comprehending the microstructures, one can understand insights into the behavior of a metal component and make predictive assessments of failure under specific conditions. Deep learning-based image segmentation is a robust technique for the detection of microstructural defects like cracks, inclusion, and gas porosity. Therefore, we improvise the YOLOv8 with dilated convolution mechanisms to acquire automatic micro-structure defect characterization. More specifically, for the first time, the YOLOv8 algorithm was proposed in the metallography dataset from additive manufacturing of steels (Metal DAM) to identify defects like cracks and porosity as a novel approach. A total of 414 images from ArcelorMittal engineers were used as an open-access database. The experimental results demonstrated that the YOLOv8 model successfully detected and identified cracks and porosity in the metal AM dataset, achieving an improved defect detection accuracy of up to 96% within just 0.5 h compared to previous automatic defect recognition processes.
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1. Introduction


During the metal additive manufacturing (AM) process, the control parameters, like laser power, scanning speed, powder feed rate, and the excellence of the powder feedstock, significantly affect the formation of the parts, resulting in previous researchers being mostly focused on process parameters and performance optimization of AM parts to reduce the presence of the defects [1,2,3]. However, manually adjusting these multiple parameters to find the best process parameter is extremely labor-intensive and time-consuming, which can be solved by viable alternative automatic defect detection using AI deep learning algorithm [4,5]. The typical defects that exist in the AM process are gas porosity and cracks due to lack-of-fusion (LoF), which have adversely affected the properties of laser metal deposition fabricated parts [6]. Reichardt et al. attempted to fabricate gradient specimens transitioning to Ti6Al4V from AISI 304L stainless steel(s); however, the build process was interrupted as a result of cracks [7]. Similar observations were made by Huang [8] and Cui [9], where cracks in the deposited material occurred prior to analysis. Gas porosity, resulting from gas entrapment within the powder feed system present in the powder particles, has also been identified as a contributing factor [10,11]. This type of porosity has the potential to manifest at various specific locations and typically exhibits a nearly spherical shape. Gas porosities are considered intensely undesirable in the context of fatigue resistance and mechanical strength. The noticeable impact of porosity was observed by Sun, revealing that a gas porosity content of 3.3% in the AM of steel resulted in a significant decrease in ductility by 92.4% compared to the annealed counterpart [11,12]. In situations where insufficient energy is present in the melt pool, the inadequate melting of powder particles gives rise to lack-of-fusion (LoF) defects between layers [13]. These defects substantially contribute to variations in the mechanical properties of each deposition, thereby serving as a primary impediment to the widespread adoption of metal additive manufacturing (AM) technology, requiring meticulous quality inspection.



To reduce the mentioned metal AM defects, the AI deep learning-based defect inspection method has been continuously improving as a current research topic. Barua et al. employed the deviation of the melt-pool gradient temperature from a defect-free curve as a predictive measure for gas porosity in the laser metal deposition (LMD) process [14]. In another study, the application of Gaussian pyramid decomposition, along with low-resolution processing and center-surround operation, was utilized for the detection of defects in steel strips. Nevertheless, it may result in the loss of important image information [15]. Based on artificial neural networks, LeCun et al. introduced the LeNet model, which incorporated convolution and pooling layers for the purpose of digits recognition [16]. However, the progress of convolutional neural networks (CNNs) was hindered for a significant period of time due to limitations in the computation performance of both the graphics processing unit (GPU) and central processing unit (CPU). With the utilization of GPU acceleration, Krizhevsky et al. introduced the AlexNet model [17], which resulted in significant improvements in both accuracy and computational efficiency for ImageNet dataset classification using Convolutional Neural Networks (CNNs). The utilization of CNN-based methods in additive manufacturing (AM) holds significant importance as it has the potential to drive the paradigm shift towards real-time monitoring and quality inspection of additive build parts. Due to the complexity of the AM process, it is challenging to predict the whole additive process via analytical methods [18].



In recent years, AI deep learning has seen remarkable advancements, particularly in the field of computer vision, where “You Only Look Once” (YOLO) has emerged as a state-of-the-art approach in terms of accuracy and robustness for various tasks, including object detection, image classification and segmentation [19]. The major objective of this research is to explore an effective YOLO-based architecture along with its parameters for the robust inspection of metal direct additive manufacturing (DAM) specimens. Specifically, the focus will be on discussing the model training process, followed by a comprehensive failure analysis and performance evaluation. The failure mechanisms observed in Metal-DAM metallographic images of steel commonly stem from a variety of contributing factors, as depicted in Figure 1. These factors, encompassing the defects identified within our proposed model, have been instrumental in providing a comprehensive understanding of the existing research problem.



The proposed method was evaluated using the publicly available Metal DAM dataset [20]. The significant contributions of this work are demonstrated below.



	(1)

	
An end-to-end architecture for microstructural defect detection using YOLOv8 models was proposed where the input images to the models vary in terms of color space.




	(2)

	
The proposed method achieved adequate results while evaluated on a publicly available metallographic dataset.







The paper is planned as follows: Section 2, as related work, surveys AI deep learning methods proposed by other scientific researchers of metallographic images. Section 3 is the research methodology of our proposed approach, and Section 4 analyzes the experimental results. Finally, Section 5 presents some concluding remarks pertaining to this work.




2. Related Work


Segmentation of metallographic microstructural images is deemed a strenuous task in the setting of real-time defect detection. The emergence of AI deep learning has spurred extensive research in recent times. Lin et al. [20] introduced a 3D convolutional-based segmentation network, CNN, for the precise casting defects detection and extracting microstructural properties through a single pipeline. Although deep learning heavily relies on a vast quantity of manually annotated data, its methodology is intricately designed to address various challenges and yield cutting-edge outcomes. Later on, Jin et al. [21] introduced a novel Dynamic Line-Image Shearing Interferometer (DL-ISI), and CNN approach, in combination with deep learning techniques, enabling the detection of crack initiation, showcasing the potential of big-data experiments paired with deep learning for detailed material characterization. Roberts et al. [22] proposed a dense-based U-Net model for identifying crystallographic defects in structural alloys. Through supervised training on a small set of high-quality steel defect images, the model achieved significant pixel-wise accuracy of 91% and 98% for dislocations and voids, respectively.



In addition, Ma et al. [23] used the popular Deeplab-based segmentation network considering binary mask image patches to evaluate the Al alloy defect identification. Besides, Barik et al. [24] study aimed to optimize the process parameters of wire arc AM for ER70S6 steel and to build a machine-learning (ML)-based support vector regression (SVR) model with tensile testing and metallography to predict the defect properties like porosity of deposited specimens. Moreover, the research articles [22,25] provide a clear insight into this domain with relatively simpler but effective methodologies. However, the majority of existing methods fail to leverage the potential of accurate predictions to exploit the complementary information from multiple steps, leading to suboptimal segmented masks.



Rosenberger et al. [26] introduced a deep learning-based methodology aimed at segmenting fracture surfaces to measure initial crack sizes and enhance reproducibility in fracture mechanics assessment. Through the implementation of semi-supervised learning, they successfully trained robust models requiring six times fewer labeled images, even achieving less than a 1% mean deviation, highlighting the significant potential of this approach in fracture mechanics assessment.



Later, Mutiargo et al. [27] utilized U-Net architecture to develop a deep learning system for detecting pores in additively manufactured XCT images. Their findings demonstrated that data augmentation greatly enhances detectability when employing the U-Net model, leading to a substantial reduction in required post-processing time and improved detection accuracy compared to traditional image processing techniques.



Neuhauser et al. [28] employed a camera for extrusion profiling, utilizing the YOLOv5 network to distinguish between flawless surface defects and other surface anomalies. This method allowed for rapid detection and accurate classification of defect surfaces, effectively meeting the requirements of industrial production equipment for surface defect detection.



Additionally, Redmon et al. [29] proposed a target detection system called the YOLO network, which transformed the target detection problem into a regression problem. By inferring the target’s frame and classification directly from multiple positions within the input image, this approach streamlined the detection process using a single neural network.



Currently, the YOLO object detector has gained significant popularity for its real-time capabilities, effective feature fusion methods, lightweight architecture, and improved detection accuracy. In terms of present uses, YOLOv5 and v7 are considered the most efficient and widely recognized deep learning algorithms for achieving real-time object detection. The YOLOv5 model implements the CSP (Cross-Stage Partial) network architecture, which reduces redundant computations and enhances computational efficiency. However, there are still limitations in YOLOv5 when it comes to detecting small and complex objects, particularly in additive manufacturing composite specimens, where further improvements are required.



YOLOv7 introduced a novel strategy of Trainable Bag of Freebies (TBoF) to enhance the real-time object detector performance. This innovative approach significantly improves the accuracy and generalization capability of object detection by implementing TBoF in three distinct object detector models (YOLOV3, SSD, and RetinaNet). However, it is important to note that YOLOv7’s performance in accurately segmenting metallographic defects in our CFRP model is hindered by limitations in training data, model structure, and hyperparameters.



Published in 2023, YOLOv8 set out to integrate the most effective algorithm of various real-time object detectors. Building upon the concepts of the CSP (Cross-Stage Partial) architecture introduced in YOLOv5 [30], the PANFPN feature fusion method [31,32], and the SPPF module, YOLOv8 sought to leverage these proven techniques to enhance its own object detection performance. In order to meet our project’s requirement, it also designed varying scales based on the scaling coefficient similar to YOLOv5. The major enhancements of this system encompassed the introduction of a state-of-the-art (SOTA) model, BCE (Binary Cross Entropy) loss for classification [33] incorporating object detection networks with resolutions of P5 640 and P6 1280, as well as YOLACT instance segmentation [34].



The regression loss used in the study comprised the CIOU (Complete Intersection over Union) loss and DFL (Distance-IoU Loss), while the VFL (Variable Feature Location) introduced an asymmetric weighting operation [35] resulting, this neural network promptly prioritized the localization distribution in close proximity to the object location, aiming to maximize the probability density at that specific location. Notably, YOLOv8 offers a highly extensible framework, enabling seamless support for previous versions of YOLO and facilitating easy performance comparison across different iterations.



The YOLOv8 backbone architecture is strongly reminiscent of YOLOv5, although it incorporates the C2f module in place of the C3 module. Inspired by the CSP concept and leveraging the ideas of ELAN (Ensemble Learning with Attention Networks) from YOLOv7, the C2f module brings further advancements to the backbone architecture [35]. By integrating C3 and ELAN, the C2f module in YOLOv8 not only ensures lightweightness but also enhances the flow of gradient information, thereby providing more comprehensive representation learning capabilities. Furthermore, the widely-used SPPF module is still employed at the end of the backbone. This involves three consecutive Maxpools of size 5 × 5, followed by a concatenation of each layer, enabling YOLOv8 to accurately handle objects of varying scales without sacrificing computational efficiency.



In the neck part, YOLOv8 continues the utilization of the PAN-FPN technique as its feature fusion method, which effectively enhances the integration and exploitation of feature layer information across multiple scales. The neck module in YOLOv8 is constructed from the idea of decoupling head architecture in YOLOx by combining multiple C2f modules, allowing YOLOv8 to achieve a higher level of accuracy by effectively combining confidence and regression boxes. The utilization of this approach in the last part of the neck module contributes to the improved performance and precision of YOLOv8.



In essence, a key attribute of YOLOv8 is its remarkable extensibility, enabling comprehensive compatibility with all YOLO variants while allowing convenient switching between different versions. This highly advantageous quality offers significant benefits to researchers involved in YOLO projects, affording enhanced flexibility and facilitating broader avenues of exploration. Due to its advantageous features, YOLOv8 was chosen as the baseline. Notably, YOLOv8 demonstrates excellent flexibility as it can be deployed on both CPU and GPU hardware platforms. Consequently, it is regarded as the most precise detector available currently. To date, aiming at 100% accuracy in quick succession of time, intensive efforts have been devoted, and an algorithm for Metal DAM defect detection based on online convolutional neural network YOLOv8 outperformed other versions [36,37,38,39]; more importantly, This architecture provides a feasible solution for the accurate detection in various Metal DAM defect structure like porosity, dent, crack and enhance the efficiency of defect classification, we integrate the concept of early identification of critical defects, yolo v8 object detection (see Figure 2).




3. Research Methodology


In this paper, a deep-learning approach using YOLOv8 for surface defect detection on Metal DAM was proposed. The methodology section of the paper presents a comprehensive explanation of the procedures undertaken to execute the research. A schematic experimental closed-loop flowchart of the research approach is illustrated below in Figure 3.



3.1. Dataset Preparation


The proposed method was evaluated using a publicly available metallography dataset from additive manufacturing of steels called Metal DAM [40]. All images were kindly provided by ArcelorMittal engineers as an open-access database. This dataset contains 414 images taken from a scanning electron microscope with resolutions 1280 × 895 and 1024 × 703. LabelImg is used for annotating the Metal DAM steel surface defects called cracks and porosity. The annotated images were split into sets of training, valid, and test purposes. The training set is used to train the exact experimental requirements of the deep learning approach, while the validation is employed to choose the best model based on its performance on the validation set. The testing set was used to evaluate the overall performance of the selected model. A well-prepared dataset preparation is an essential step in deep machine learning research for accurate validation. Here is a step-by-step approach to how the dataset was prepared for this study.




3.2. Dataset Annotation


The second step in dataset preparation is annotation. Annotation involves the manual labeling of the images to identify the regions of interest. In this study, the surface defects on the Metal DAM metallographic images were annotated using a bounding box. The annotations were done manually by drawing a bounding box around each surface defect region in the image using Python software with LabelImg coding. Specifically, within the dataset, the red square markings denote areas of porosity, while the purple squares signify cracks (refer to Figure 4).




3.3. Data Augmentation


The third step in dataset preparation is data augmentation which involves creating additional training samples from the original dataset by applying several transformations to the images. Data augmentation is necessary to increase the number of datasets and make the deep learning model more robust. In this study, data augmentation was performed by applying random rotations, brightness, flipping to the original images, and converting 200 images up to 400 images for better training.




3.4. Splitting the Dataset


The fourth step in dataset preparation is splitting the dataset into train, validation, and testing categories to evaluate the final performance of the selected model. In this study, the dataset was randomly split into 70% for the training set, 20% for the validation, and 10% for the testing set to avoid overfitting.




3.5. Pre-Processing


The preprocessing involves transforming the raw data into a suitable format for training the deep learning model. In this study, the images were resized to a fixed size of 640 × 640 pixels, and the pixel values of the images were standardized by normalizing to have a mean of 0 and 1 as a standard deviation.



Overall, the dataset preparation process involves collecting, cleaning, annotating, splitting, augmenting, and pre-processing the images to create a high-quality dataset that is suitable for training a deep machine learning model. Each step is critical to ensure that the dataset is representative of the real-world data and that the machine learning model can learn to detect surface defects on the Metal DAM specimen accurately.




3.6. Training Process and Performance Evaluation


The experimental platform initialization details for the experiment are presented in Table 1. After completing the model training, the average precision (AP) is employed as the evaluation metric for metal AM defect detection in this experiment, while the mean average precision (mAP) is used to evaluate the overall performance of the model. In defect detection, IoU (Intersection Over Union) quantifies overlap between two boxes, evaluating ground truth and prediction region overlap in object detection and segmentation. It measures the algorithm’s performance by comparing the intersection of predicted and ground truth bounding boxes to their union, with a value of 1 signifying perfect overlap and 0 indicating no overlap. A predicted bounding box is deemed ‘correct’ if its IoU score surpasses a specified threshold. The mathematical equations for IoU, precision, AP, and mA [41] are illustrated below.


   Intersection   Over   Union   ( I O U ) =   A ∩ B   A ∪ B     =   A r e a o f o v e r a l p   A r e a o f u n i o n     



(1)






  Precision   ( p ( r ) ) =    True   Positive     True   Positive    +    False   Positive     



(2)






  R e c a l l ⁡ ( R ( r ) ) =    True   positive    True Positive +  False   Negative     



(3)






  Average   Precision   ( A P ) =   ∫   0   1   p ( r ) d r  



(4)






  Mean   Average   Precision   ( m Λ P ) =   1   N     ∑   i   N     Λ P ( i )  



(5)






  m A P @ 0.5 : 0.95 =   m A   P   0.50   + m A   P   0.55   … + m A   P   0.95     N    



(6)









4. Results and Discussion


The proposed method (see Figure 5) was evaluated on a Metal DAM dataset of metallographic images with microstructural defects. The proposed method achieved a mAP (mean Average Precision) score of 0.96 and 0.94 for crack and porosity, respectively. Besides, the proposed model took 0.538 h for 85 epochs, 0.3 and 0.9 ms as pre-process and post-image process speed to recognize the complete automatic defect recognition process. Though we applied for 100 epochs for our training model, after 32 epochs where the value reached the highest, the next 50 epochs did not improve our model much, proving its early detection capability. The size estimation accuracy of the proposed method was also evaluated, and the results demonstrate that the size of microstructural surface defects can be estimated with an average error of less than 1%.



The evaluation graph accuracy reached up to 0.99, which was not only correctly identified metal DAM crack and porosity as a percentage of total metallographic samples but also proved the effectiveness of quick detection in a very short time. Precision is the percentage of correctly identified faulty surfaces in the total Metal DAM set that were all scored as positive. The recall metric is the percentage of correct predictions relative to the total number of valid predictions, which reached over 0.9 for our model. The F1 score takes into account both the accuracy and the number of correct predictions and has a maximum possible value of 1. Some faults in the Metal DAM sample were picked up by the YOLOv8 algorithm, but they can be ignored in consideration of 0.96 mAP results. Model performance and defect images are depicted in Figure 6.



From the metallographic training model, validation assesses the performance of the YOLOv8 model on a separate dataset where it detects crack and porosity with an average value of 0.9. The validation set contains images that were not used during training. By evaluating the model on the validation set, we can assess its generalization ability and make adjustments to improve its performance. A detailed model test summary is illustrated in Table 2, where the precision value for crack and porosity reached up to 0.964 and 0.9, respectively, and the pixel size of the detected pictures is all 640 × 640.



Overall, YOLOv8 Metal DAM detection accuracy in each layer performed as an excellent detector in terms of metallographic images. More importantly, for the first time, the YOLOv8 algorithm was proposed to identify metal DAM defects like cracks and porosity as a novel approach.




5. Conclusions


In conclusion, the use of AI deep learning for the identification of Metal DAM defects is a relatively recent development that has gained momentum in the last few years. Early studies have shown the potential of AI deep learning for the automated detection and identification of AM steel surface defects, but recent studies have proposed novel methods for the detection of microstructural surface defects in 3D-printed Metal DAM, demonstrating the potential of AI deep learning inspection.



In this paper, our proposed model of YOLOv8 architecture and the experimental outcomes illustrated the effectiveness and perfections of the proposed method in detecting and measuring Metal DAM defects in steel specimens. The proposed model has the potential to improve the efficiency and accuracy of Metal DAM defect detection and contribute to the safety and reliability of Metal additive structures in various applications.



To be more precise, the final experimental results showed that the YOLOv8 model could effectively detect and identify cracks and porosity in the metal AM dataset, and compared with the previous automatic defect recognition process, the defect detection accuracy was improved up to 96% in just 0.5 h.
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Figure 1. (a) Metal DAM microstructural properties from metallographs. (b) Surface defects classification; crack-porosity observed in our proposed experiment on the MetalDAM–steel dataset. 
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Figure 2. The structure diagram of YOLOv8 architecture that was used in our proposed experiment. 
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Figure 3. Schematic experimental closed-loop flowchart of the research approach. 
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Figure 4. Sample splitting the dataset into train, validation, and testing sets. 
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Figure 5. Performance matrix, mAP, Recall, Precision graph of YOLOv8. 
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Figure 6. Final Metal DAM defect detection accuracy. 
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Table 1. Software and hardware parameters of the experimental platform.
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	Hardware
	Software





	CPU
	Intel(R) Core(TM) i7-8565U



	GPU
	NVIDIA NVTX 11.6



	Operating system
	Linux Ubuntu 16.04



	Deep learning framework
	PyTorch 1.7



	Language
	Python 3.9.13










 





Table 2. Detailed model test results summary.
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	Class
	Instances
	Box (Precision)
	Box (Recall)
	mAP
	mAP 50–95





	All
	51
	0.932
	0.895
	0.927
	0.656



	Crack
	35
	0.964
	0.914
	0.945
	0.731



	Porosity
	16
	0.901
	0.875
	0.909
	0.582
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