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Abstract: Laser Hot Wire (LHW) Directed Energy Deposition (DED) Additive Manufacturing (AM)
processes are capable of manufacturing parts with a high deposition rate. There is a growing
research interest in replacing large cast Nickel Aluminum Bronze (NAB) components using LHW
DED processes for maritime applications. Understanding thermomechanical behavior during LHW
DED of NAB is a critical step towards the production of high-quality NAB parts with desired
performance and properties. In this paper, finite element simulations are first used to predict the
thermomechanical time histories during LHW DED of NAB test coupons with an increasing geometric
complexity, including single-layer and multilayer depositions. Simulation results are experimentally
validated through in situ measurements of temperatures at multiple locations in the substrate as well
as displacement at the free end of the substrate during and immediately following the deposition
process. The results in this paper demonstrate that the finite element predictions have good agreement
with the experimental measurements of both temperature and distortion history. The maximum
prediction error for temperature is 5% for single-layer samples and 6% for multilayer samples, while
the distortion prediction error is about 12% for single-layer samples and less than 4% for multilayer
samples. In addition, this study shows the effectiveness of including a stress relaxation temperature
at 500 ◦C during FE modeling to allow for better prediction of the low cross-layer accumulation of
distortion in multilayer deposition of NAB.

Keywords: laser hot wire; NAB; in situ measurements; distortion; phase transformation; stress
relaxation; directed energy deposition; additive manufacturing

1. Introduction

Laser Hot Wire (LHW) Directed Energy Deposition (DED) is a type of Additive
Manufacturing (AM) process capable of fabricating sizable parts with a high deposition
rate [1]. In LHW DED, the wire is fed through a hot wire torch that employs Joule heating
to elevate the wire temperature, then the laser melts the filler wire to deposit a bead that
is fully fused to the substrate or prior deposition. As a result, the process involves dual
energy inputs comprising both a laser beam as the primary heat source and Joule heating
of the wire as a supplementary heat source. Compared to powder bed fusion additive
manufacturing, studies on LHW DED of Nickel 625 and Ti-6Al-4V have shown that LHW
enables higher build rates and is more energy efficient [2,3].

Several past studies have focused on understanding how process parameters affect
LHW process stability and explored ways to improve the LHW cladding or DED processes.
Shiqing et al. [4] conducted a thermal simulation for LHW DED of 304L stainless steel to
determine the wire transfer stability under a set of process conditions. Later, the same group
applied a similar model to investigate the wire transfer behavior and its impact on weld
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formation quality for LHW cladding and welding [5]. For LHW cladding using martensitic
steel, Huang et al. [6] applied the Taguchi method to select the cladding parameters, using
the volumetric defect ratio as the metric to evaluate the formation quality. They found
that the wire current and wire feed rate had significantly higher influence on formation
quality than the laser power and scanning speed. For LHW cladding of Inconel 625,
Liu et al. [7] found that the wire stability was heavily linked to the applied voltage, with
arcing becoming more prevalent at higher voltages. It was observed that arcing produced
sizable quantities of spatter, resulting in reduced process stability and controllability of the
bead geometry. Zhang et al. [8] conducted an experimental study on LHW cladding of
a cobalt-based metal-cored wire. Their study showed that while the resistive heating on
the wire plays a dominant role in affecting the stability of the deposition process, the clad
height, wetting angle, and dilution rates are all affected by the wire feed rate and scanning
speed. The microhardness of the cladding was mainly determined by the dilution rate.
Tyralla and Seefeld [9] demonstrated that the the deposition rate for LHW cladding could
be increased without increasing the dilution rate by making the beam perpendicular to the
wire. Akbari et al. [10] showed that for a LHW DED process, increasing laser power led to
reduced bead height but increased bead width, while increasing wire feed speed had the
opposite effect on bead geometry. In addition, adding a lead-in and lead-out distance for
deposition together with retracting the laser head away from the component at a higher
speed near the end of the bead was found to improve build quality [11].

One challenge that remains prevalent for LHW DED involves the excessive distortion
developed during component fabrication. Nie et al. [12] conducted a thermomechanical
simulation for LHW deposition of H13 steel, where the temperature and stress–strain fields
and resulting distortion were computed using ABAQUS Finite Element (FE) software.
Predictions of the temperature evolution at several selected locations were validated using
in situ thermocouple measurements. The relative errors between simulated temperatures
and experimental measurements were up to 25%. Displacement along the side edge
of the part was measured for comparison with the FE prediction results. The relative
errors of the simulated displacements with respect to the experimental measurements
were up to 30%. Liu et al. [13] applied FE simulations to study the effect of the hot
wire on the temperature field and residual stress distribution for laser hot wire welding
with A36 steel plates and ER70S-6 steel wire. An X-Ray Diffraction (XRD) technique
was used to validate the residual stress prediction at the top surface of the weld bead.
Their results suggested that lowering the hot wire voltage can help reduce the residual
stress occurring in the weld pool. Liang et al. [14] presented simulation results from a
fluid mechanical model of stress evolution in wire feeding AM of Ti-6Al-4V, although
without experimental validation. Their model was able to show the effect of molten-pool
morphologies on stress and suggested that the surface-forming quality can influence the
residual stress. Yao et al. [15] conducted a 3D uncoupled thermomechanical FE analysis
for laser hot wire cladding of multitrack 316L stainless steel coatings using ANSYS. Their
thermal model was calibrated through thermocouples. The model predicted transverse
and longitudinal residual stress distributions at the cladding surface as well as at the
substrate, which were validated through XRD measurements. The model predictions for
the longitudinal residual stress showed good agreement with measurements; however,
there were substantial discrepancies between the transverse stress predictions and the
measurements, indicating room for model improvement to reduce simulation errors.

Note that none of the aforementioned thermomechanical simulations studied LHW
DED of Nickel Aluminum Bronze (NAB) alloys, which are used for parts in many maritime
applications due to their superior mechanical properties and corrosion resistance. There has
been increasing interest in shifting from the traditional casting approach to manufacturing
NAB parts through laser-based AM processes [16]. Additive manufacturing of NAB alloys
has been found to provide increased yield strength and corrosion resistance compared to
cast counterparts; see the review papers [17,18] and references therein. These improved
properties are primarily attributed to the increased cooling rates associated with laser-based
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AM processes relative to traditional casting, which leads to lower presence of intermetal-
lic phases in the as-built samples compared to the cast material [19]. Postprocess heat
treatments have also been demonstrated to improve corrosion resistance of as-built NAB
alloys [20,21]. In our prior study [22], temperature-dependent thermal and mechanical
material properties of NAB C95800 were experimentally measured and subsequently used
in a preliminary thermomechanical analysis without experimental validation.

In this paper, an experimental study is conducted to investigate the thermomechanical
behavior in LHW DED of NAB builds for both single-layer and multilayer test coupons.
In situ measurements of temperature histories at multiple locations in the substrate as
well as the displacement history at the free end of the cantilevered substrate are used
to validate the finite element predictions. It is worth pointing out that compared to the
aforementioned thermomechanical studies for LHW DED of steel alloys [4,5,12,13], NAB
alloys exhibit different microstructures and phase transformations, which affect the re-
sulting residual stress and distortion. Moreover, unlike our earlier analysis in [22], an
additional novelty of the finite element modeling in this study is that it accounts for the
effect of NAB’s phase transformations on the residual stress by including a stress relaxation
temperature at 500 ◦C, which allows the resulting predictions to reach good agreement
with the distortion measurements.

2. Methods and Materials
2.1. LHW DED Process

Figure 1 illustrates the experimental setup, including a robotic LHW DED system
and a substrate clamped on one side. The robotic LHW is composed of a six-axis ABB
IRB-6700 150/3.2 robot (ABB, Zurich, Switzerland) along with an ABB IRBP A-750/1450
two-axis work piece positioner (ABB, Zurich, Switzerland). The energy input makes use
of a YLR-12000-C IPG Photonics Ytterbium fiber laser (IPG Photonics, Oxford, MA, USA)
(1070 nm wavelength) combined with 200 µm process fiber. The output energy is collimated
and focused using f = 150 mm and f = 600 mm water-cooled reflective parabolic mirrors.
During processing, the beam was defocused by processing approximately 115 mm past
focus, resulting in an approximate beam diameter of 3.9 mm (as extrapolated from beam
caustic measurement taken at focus). A Lincoln Electric Power Wave® R500 and STT®

control module (both from Lincoln Electric, Cleveland, OH, USA) are used to prevent arc
initiation. In this study, the LHW system used a Laser Mechanisms FiberSCAN HR laser
processing head (Laser Mechanisms, Novi, MI, USA) that oscillates the laser beam at 7.5 Hz
with a beam scanning width of 3.1 mm perpendicular to the build direction.

Figure 1. Experimental setup, including robotic LHW DED system and clamped substrate.
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For each deposited bead, the LHW system employs a five-stage process consisting of
pre-heating, pre-filling, main deposition, end-filling, and end-delay. Table 1 summarizes the
laser power, wire feed rate, and time duration of each stage used in this study. These process
parameters were developed in previous experiments to reliably produce depositions with
no observable lack of fusion and minimal gas porosity [22]. The pre-heating stage employs
the laser to heat the substrate or previous layer before depositing any wire. In this stage,
the robot arm does not move and the laser simply oscillates at the specified frequency. In
the pre-filling stage, the robot arm remains stationary with the oscillating laser and the
wire feed is initiated. In the main deposition phase, the wire feed rate increases and the
robot arm moves along the path of the bead at the default travel speed of 7 mm/s. At the
end of the bead, corresponding to end-filling phase, the robot arm ceases movement and
the wire continues to deposit at a lower rate. Last, during the end delay phase, the laser
power drops and the wire stops feeding into the bead, finishing the process.

Table 1. Process parameters of each processing stage [22].

Stage Wire Feed Rate Laser Power Laser Travel Speed Stage Duration

Pre-Heating 0 mm/s 9 kW - 0.2 s
Pre-Filling 37.5 mm/s 9 kW - 0.1 s

Main Deposition 60 mm/s 9 kW 7 mm/s Determined by bead length
End-Filling 45 mm/s 6.5 kW - 0.1 s
End-Delay 0 mm/s 2 kW - 0.5 s

The hot-wire supply in this study operates with an average current of 100 A at a
voltage of 2.26 V, with a wire diameter of 1.14 mm. The wire length with current applied
(from contact tip to melt pool) is 22.5 mm. These parameters are summarized in Table 2.

Table 2. Hot wire parameters.

Current Supplied 100 A
Average Voltage 2.26 V
Wire Diameter 1.14 mm

Wire Length with Current Applied 22.5 mm

2.2. NAB Alloys

Temperature-dependent material properties for NAB alloys were obtained in our
prior work [22] from measurements on test specimens fabricated by LHW DED using
feedstock material complying with MIL-CuNiAl wire requirements and a C63200 substrate
material defined by ASTM B150 [23]. Measurements of the chemical composition of the
as-built LHW DED specimens of NAB are provided in Table 3. The temperature-dependent
material properties, including thermal diffusivity, specific heat, and thermal conductivity,
are provided in Table 4. The temperature-dependent mechanical properties, including the
coefficient of thermal expansion, Young’s modulus, and yield strength, are provided in
Table 5. Table 6 lists several other parameters of NAB, where the NAB density at room
temperature is taken from [22] and other properties from C98500 Cast NAB [24].

Table 3. NAB chemical composition of as-built LHW DED test specimens [22].

Composition (wt.%) Cu Fe Ni Al Mn Si

MIL-CuNiAl in experiment 81.7 3.29 5.40 8.67 0.81 0.11

MIL-E-23765/3A
Remainder 3.00–5.00 4.00–5.50 a 8.50–9.50 0.60–3.50 − b

(type MIL-CuNiAl)
a Nickel including Cobalt; b Total other elements not exceeding 0.50.
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Table 4. NAB thermal properties [22].

Temperature Thermal Diffusivity Specific Heat Thermal
Conductivity

[◦C] [m2/s] [J/(kg·K)] × 103 [W/(m·K)] × 102

23 0.104 0.433 0.341
50 0.112 0.440 0.371

100 0.126 0.453 0.430
200 0.147 0.473 0.525
300 0.163 0.477 0.586
400 0.178 0.525 0.704
500 0.189 0.538 0.766
600 0.197 0.478 0.822
700 0.179 0.639 0.865
800 0.157 0.705 0.839
900 0.130 0.936 0.714
950 0.116 0.736 0.643

Table 5. NAB mechanical properties [22].

Temperature Coeff. of Thermal
Expansion Young’s Modulus Yield Strength

[◦C] [1/◦C] [GPa] [MPa]

23 11.2 122 410
100 19.6 128 399
200 22.0 127 393
300 23.7 104 389
400 25.5 92.7 320
500 27.0 73.4 167
600 28.5 35.9 109
700 30.3 21.7 57.9
800 31.5 8.27 25.2
900 33.8 n/a n/a

Table 6. Other NAB properties [22,24].

Parameter Value Unit

Density 7.550 kg/m3

Latent Heat of Fusion 230 kJ/kg
Solidus Temperature 1043 ◦C
Liquidus Temperature 1060 ◦C
Electrical Conductivity 7 % IACS
Electrical Resistivity 2.428 ×10−7 Ω · m

2.3. Experimental Design

A series of MIL-CuNiAl wire-fed coupons, including both single-layer and multilayer
samples, were built on C63000 NAB substrates to validate the temperature and distortion
predictions. Two repeated samples were fabricated for each type of build. Figure 2 shows
the dimensions of the substrate and the single-layer part with a layer height of 1.9 mm. The
multilayer part consists of three layers with a total height of 5.7 mm. The other dimensions
of the multilayer part and the dimensions of the substrate are the same as for the single-
layer part. Figure 3 shows the experimental setup for in situ temperature and deflection
measurements on the substrate. One side of the substrate is clamped with a torque of
15 ft-lbs into an aluminum clamping fixture, whereas the opposite side is allowed to move
freely in the vertical z-direction during the build process.
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Figure 2. Single-layer part dimensions. All measurements are in mm; T1–T3 denote the thermocouples
at three locations on the substrate.

Figure 3. In situ sensing setup for thermal and mechanical measurements.
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Each single-layer sample consisted of four unidirectional beads with a hatch spacing
of 5.6 mm. A 5 s inter-pass dwell time allowed for movement of the laser head from bead
to bead. Each multilayer sample consisted of three layers, with each layer fabricated in the
same way as the single-layer samples. The deposition sequence for the unidirectional beads
was from 1–4 on odd layers and in reverse order from 4–1 on even layers. After depositing
each layer, the laser head was moved up in the z-direction by 1.9 mm to deposit the next
layer, with an interlayer dwell time of 24 s. After the entire build was completed, the part
was allowed to cool and freely distort before being removed from the clamp.

In situ temperature was measured at three locations on the substrate, denoted as
T1–T3, using Type K Thermocouples with a temperature range of −200 ◦C to 1260 ◦C and
measurement accuracy of ±2.2 ◦C. As illustrated in the top and side views of Figure 2,
T1 and T3 were located at the midpoint of the longer side of the substrate, whereas T2
was located at the midpoint of the shorter side of the substrate. All thermocouples were
placed at middle depth of the substrate on the outside surface. Thermocouple data were
recorded using a National Instruments cRIO-9039 controller (National Instruments, Austin,
TX, USA) with the National Instruments 9213 temperature input module. As shown in
the bottom view of Figure 2, in situ deflection was measured at the bottom surface of the
substrate using a KEYENCE IL-650 laser displacement sensor (LDS) (Keyence Corporation
of America, Elmwood Park, NJ, USA) with a measurement accuracy of 2 microns; see
Figure 3.

A laser power of 9 kW was used for deposition on the substrate under ambient
temperature of 25 ◦C with a laser travel speed of 7 mm/s. Other laser and hot wire
parameters are respectively provided in Tables 1 and 2 in Section 2.1.

2.4. Finite Element Modeling
2.4.1. Thermal Model

Thermal simulation of the LHW DED process was conducted by solving the following
heat transfer energy balance, which has been widely used in thermal modeling for AM
processes [25]:

ρCp
∂T
∂t

= −∇ · q(x, t) + Q(x, t) (1)

where ρ is the mass density, Cp is the temperature-dependent specific heat, T is the tem-
perature field, q is the heat flux vector, x denotes the position vector, and Q denotes the
volumetric internal heat generation rate. The heat flux vector satisfies

q(x, t) = −k∇T, (2)

where k is the temperature-dependent thermal conductivity and ∇ = [ ∂
∂x

∂
∂y

∂
∂y ]

T , with

x, y, and z representing the Cartesian spatial coordinates and [·]T denoting the matrix
transpose. The surface heat loss due to convection can be computed as

qconv = h(Ts − Ta), (3)

where Ts is the surface temperature, Ta is the ambient temperature, and h is the convection
coefficient. The surface heat loss due to radiation can be computed as

qrad = εσsb(T4
s − T4

a ), (4)

where ε is the surface emissivity and σsb denotes the Stefan–Boltzmann constant.
The heat source Q is described using the double ellipsoid model by Goldak et al. [26]:

Q = ηP
6
√

3
abcπ

√
π

e−[ 3x2

a2 +
3y2

b2 + 3(z+vt)2

c2 ] (5)
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where η denotes the laser absorption efficiency; the variables x, y, and z are coordinates
of the laser heat source; a, b, and c are the transverse, depth, and longitudinal dimension
of the ellipsoid, respectively; and v is the laser scan speed. The total power P consists of
two components

P = Plaser + Pwire, (6)

where Plaser is the laser heat power and Pwire is the equivalent heat power from Joule heating
generated by the hot wire. Pwire can be computed as follows:

Pwire = qwire · S · L (7)

where S is the wire’s cross-sectional area and L denotes the length of the wire with applied
current, which corresponds to the distance from the end of the contact tip to the melt
pool. The variable qwire denotes the heat flux from the resistance heating produced by the
hot wire:

qwire =
I2 · ρr

S2 (8)

where I is the current applied to the wire and ρr denotes the resistivity of the wire material,
which in this study is NAB. The hot wire parameters used in the simulations are provided
in Table 2, while the temperature-dependent specific heat and conductivity of the NAB
used for the thermal analysis are provided in Table 4.

2.4.2. Mechanical Model

The results from the thermal analysis were then used as inputs for the quasi-static
mechanical analysis. The stress equilibrium is governed by the following equation:

∇ · σ = 0 (9)

where σ is the stress, satisfying the mechanical constitutive law

σ = Cϵe, (10)

where C denotes the fourth-order isotropic material stiffness tensor. For small deformations,
the total strain ϵ is computed as the sum of the elastic strain ϵe, plastic strain ϵp, and thermal
strain ϵT :

ϵ = ϵe + ϵp + ϵT . (11)

The thermal strain can be computed as follows:

ϵT = α(T − Tre f )
[

1 1 1 0 0 0
]T (12)

where α is the coefficient of thermal expansion and Tre f is the reference temperature, which
in this study is set to 25 ◦C. The plastic strain ϵp is computed through the von Mises yield
criterion and the Prandtl–Reuss flow rule:

f = σm − σy(ϵq, T) (13)

ϵ̇p = ϵ̇qb (14)

b =

(
∂ f
∂σ

)T
(15)

where f is the yield function, σm is the von Mises stress, σy is the yield strength, ϵq is the
equivalent plastic strain, b is the flow vector, and ϵ̇p and ϵ̇q are the plastic strain rate and
equivalent plastic strain rate, respectively.
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The stress and strain can be computed in an incremental way from the (k − 1)th step
to the kth step, as follows:

σ(k) = σ(k−1) +△σ, (16)

ϵ(k) = ϵ(k−1) +△ϵ. (17)

Per Equation (10), △σ can be calculated as follows:

△σ = △Cϵ
(k−1)
e + C△ϵe

= △C(ϵ(k−1) − ϵ
(k−1)
p − ϵ

(k−1)
T )

+ C(△ϵ−△ϵp −△ϵT). (18)

The thermal strain increment △ϵT and plastic strain increment △ϵp can be computed
through Equations (12)–(15).

2.4.3. Hypothesis on Stress Relaxation Due to Phase Transformations

In the solidification process of NAB alloys, a Body-Centered Cubic (BCC) β phase
forms at high temperatures, then transforms to a Face-Centered Cubic (FCC) α phase with
various κ precipitates, and finally enters the γ2 intermetallic phase during cooling [17].
Pisarek [27] divided the crystallization and phase transformations during the solidification
process of 11Al-6Ni-5Fe-1Mn NAB alloy into stages I–VIII, with each stage corresponding
to a different temperature range. Stages I–III describe the solidification, starting from the
liquidus temperature and followed by formation of the β solid solution. The κ2 precipitate
starts at stage IV, with the temperature T reduced from 985 ◦C to 890 ◦C. The β → β + α
transformation mainly occurs in Stage V (945 ◦C > T > 760 ◦C). In the last stage (stage
VIII), corresponding to 515 ◦C > T > 460 ◦C, the remaining β transforms to α + γ2. Note
that the microstructure of NAB can be sensitive to the alloy’s chemical composition and the
magnitude of the cooling rate [27,28]. The review paper by Orzolek et al. [17] points out
that, for modern NAB alloys with a lower Al wt.%, when the temperature falls between
400–600 ◦C with a high cooling rate, the β phase transforms to the partially ordered β1
phase instead of to the γ2 intermetallic phase described by Pisarek [27]. Under further
cooling to about 200 ◦C, the β1 phase transforms to the martensitic phase β′.

In terms of the dilatometry curves for Cu-12Al provided in Figure 4, the dimensional
change rate is about 8% around 500 ◦C, where β → β1. In contrast, around 200 ◦C, where
the martensitic transformation β → β′ occurs, the dimensional change rate is about 2%,
which is only one quarter of its counterpart associated with the phase transformation
β → β1 at 500 ◦C, and as such is considered non-significant. Therefore, we hypothesize
that during cooling, the transformation strains due to phase transformations at 500 ◦C and
above will be significant enough to be accounted for in the FE modeling.

We further hypothesize that the significant transformation strains above 500 ◦C for
NAB will counteract the thermal contraction strains [29], resulting in residual stress relax-
ation. In computing the iteration of stress and strain in Equations (16)–(18), the following
equations are set:

ϵ
(k−1)
e = 0, i.e., σ(k−1) = 0, (19)

ϵ
(k−1)
q = 0. (20)

The threshold temperature where Equations (19) and (20) are enforced is referred to
as the stress relaxation temperature. A similar stress relaxation modeling was employed
in [30] for Ti-6Al-4V at temperatures exceeding 690 ◦C to predict distortion in the directed
energy deposition of Ti-6Al-4V parts, where the FE predictions showed good agreement
with the experimental measurements of distortion.
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Figure 4. Dilatometry curve illustrating the volumetric change in microstructural transformations for
Cu-12Al during a heating and cooling cycle [28].

2.4.4. Laser Path Model

Following our preliminary study [22], the triangular laser path in the physical system
of the LHW DED was simplified into a straight path using the same linear heat input.
Specifically, a larger heat source with a 9 mm bead width was used to replace the 3.9 mm
diameter oscillating laser from the physical system. This straight-path heat source of 9 mm
diameter uses the same total energy per unit length over the same amount of time as the
oscillating laser. Such simplification was shown to result in a significant improvement in
computation efficiency for single-layer deposition at the cost of about a 5.3% error in the
predicted temperatures compared to the simulated temperatures using the oscillating laser
for several locations on the substrate [22].

2.4.5. Numeric Implementation

The FE software PanX from PanOptimization LLC was used for the thermomechanical
simulations. The material deposition was modeled through a hybrid of quiet and inactive
elements activated as the added material solidifies [31]. The thermomechanical analysis
was sequentially coupled at the layer level. At a layer i, the thermal analysis was run
first, followed by the mechanical analysis for layer i, then the two-step thermomechanical
analysis was repeated for layer i + 1. Table 7 lists the meshing and time step parameters
used in the simulation. A prior mesh convergence study for a laser cladding process [32]
evaluated meshes based on two, three, and four elements per laser diameter, and showed
that the error between the coarsest mesh (using two elements) and finest mesh (using
four elements) was 3.3%. In this study, our mesh convergence analysis for LHW AM of
NAB indicated that the difference between using three and using four elements per laser
diameter was 1.8%; thus, three elements per laser diameter was chosen in order to balance
the prediction accuracy and computation cost.

Table 7. Meshing and time step parameters in FE simulations.

Elements per laser diameter 3
Minimum number of fine layers beneath heat source 8
Number of refinement levels 3
Dimensionless time tolerance 2.5
Maximum allowable time increment 10 s
Minimum allowable time increment 10−5 s

The number of fine layers beneath the heat source was set to 8, while the number of
refinement levels was set to 3 to ensure sufficient computation accuracy for temperature,
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stress, plastic strain, and distortion, as suggested by [33] for an Octree mesh coarsening
strategy. Adaptive time steps were used, where smaller time increments were employed
during laser heating in order to provide adequate accuracy, while larger time increments
were applied when there was no laser heating in order to reduce computational load.
The minimum allowable time increment was set at 10−5 s, while the smallest time step
observed in the simulation was on the order of 10−3 s, where convergence was reached.
The maximum allowable time increment was set to 10 s. Note that with adaptive time
steps the maximum time increment of 10 s was only used while simulating cooling, where
the resulting temperature and displacement vary rather slowly compared to during laser
processing and as such they do not require high temporal resolution. Decreasing the
maximum allowable time increment will cause unnecessary computational cost during the
cooling period.

For simulation of a multilayer part, Figure 5 shows the meshing used at the start of the
deposition process and at the end of the process, where the mesh coarsens at the bottom of
the substrate throughout deposition. As there are enough fine layers beneath the active
laser (see Table 7), the added material from the deposition does not coarsen throughout the
build. The total number of elements and number of nodes used in the FE simulations are
provided in Table 8.

Figure 5. Meshing used in the simulation of a multilayer build.

Table 8. Number of elements and nodes in FE simulations.

Model Number of Elements Number of Nodes

Single-layer simulation 3964 5168
Multilayer simulation 5500 6932

3. Results and Discussion

Figure 6 shows images of the final builds. In this section, FE model parameters such
as the optical laser absorptivity and global convection coefficient are first calibrated using
the FE predicted temperature histories at TC1–TC3 versus the in situ measurements from
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the single-layer coupon. Table 9 shows the results of a parametric study with respect
to combinations of various sample values of laser efficiency and convection coefficients
evaluated in terms of a metric on the temperature prediction error. At the location of each
thermocouple (TC1–TC3), the maximum percentage of temperature error for FE prediction
is computed as follows:

eT = max
i

∣∣Ts
i − Tm

i
Tm

i

∣∣× 100% (21)

where Ts
i and Tm

i respectively represent the FE-simulated and in situ measured tempera-
tures at time instant i. The entire time history of the recorded data is considered.

Figure 6. Images of sample depositions.

Table 9. Parametric study for single-layer temperature prediction.

Convection
(W/(m2 K))

Laser
Absorptivity TC1 Max %Error TC2 Max %Error TC3 Max %Error

30
0.15 12% 11% 15%
0.20 6% 7% 8%
0.25 15% 14% 14%

35

0.15 10% 15% 17%
0.18 4% 10% 9%
0.19 3% 5% 5%
0.20 4% 9% 9%
0.25 12% 14% 16%

40
0.15 11% 17% 20%
0.20 4% 12% 13%
0.25 14% 15% 18%

This parametric study of single-layer temperature predictions led us to choose the
coefficient of laser absorptivity η = 0.19 and a convection coefficient of 35 W/(m2 K),
providing relatively small prediction errors across all three thermocouples. The selected
η value falls within the suggested range of 0.10–0.30 for the laser absorptivity provided
in [12]. The selected parameters for the laser absorptivity and convection coefficient are
then used to generate the mechanical simulation for the single-layer samples. Finally, these
parameters are employed in the thermomechanical simulations for multilayer samples
evaluated using experimental measurements.

3.1. Single Layer

Figure 7a shows the FE predicted temperature history at TC1–TC3, while Figure 7b
shows the substrate deflection (distortion) histories at the location of LDS predicted by the
FE model accounting for the stress relaxation and the FE model without stress relaxation.
The shaded areas indicate the laser’s active time in depositing each bead. It can be observed
that the FE predicted temperatures show good agreement with the measurements. It is
notable that the prediction difference for substrate deflection between the two FE models
with or without stress relaxation is minimal for single-layer deposition. For either FE
model, the predicted substrate deflection during laser deposition has a similar trend and
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shape to the in situ measurements, although there is some over-prediction for the final
steady-state distortion.

We further define a metric for evaluating the FE prediction errors with respect to the
substrate deflection. Specifically, the percentage of the final displacement error e f

D for FE
prediction at the location of LDS is computed for all time instants ti in the final 30 s of the
recorded data:

e f
D =

1
N ∑

i

∣∣Ds
i − Dm

i
Dm

i

∣∣× 100% (22)

where Ds
i and Dm

i denote the FE-simulated and measured displacement at the LDS location
for each time instant ti, while N denotes the total number of sampling points included.

The prediction error for the final distortion e f
D is about 12% for the single-layer deposi-

tion, indicating reasonable agreement between the FE prediction and measurements.

(a) Temperature history

(b) Displacement history

Figure 7. Single-layer prediction versus experimental measurements, where the coefficient of laser
absorptivity η = 0.19 and the convection coefficient = 35 W/(m2 K): (a) temperature history at T1–T3
and (b) displacement history at LDS. The gray shaded areas indicate the laser-active time in depositing
each bead.
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3.2. Multiple Layers

Figure 8a shows the FE predicted temperature histories at TC1–TC3 compared to
the in situ measurements for a multilayer sample. It can be seen that the temperature
predictions have good agreement with the measurements. The maximum percentage of
error for temperature prediction is less than 6% (see Table 10).

(a) Temperature history

(b) Displacement history

Figure 8. Multilayer prediction versus experimental measurements, where the coefficient of laser
absorptivity η = 0.19 and the convection coefficient = 35 W/(m2 K): (a) temperature history at T1–T3
and (b) displacement history at LDS. The gray shaded areas indicate the laser-active time in depositing
each bead.

Table 10. FE prediction errors in temperature and distortion.

Build Case TC1 Max %
Error

TC2 Max %
Error

TC3 Max %
Error

Final Distortion
% Error

Single-layer 3% 5% 5% 12%

Multilayer 3% 6% 2% 3.6%
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Figure 8b shows the substrate displacement histories at the LDS location predicted by
the FE models with and without considering stress relaxation at 500 ◦C and above. It can
be observed that the measured displacement undergoes an oscillating cycle, corresponding
to the heating of each individual laser pass, followed by inter-pass cooling. There is a
clear upward displacement during the interlayer dwell time. It is interesting to observe
that the measured displacement during the dwell after layer 2 is comparable to the peak
displacement after layer 1, with only a marginal increase, while the displacement after
layer 3 is close to the displacement after layer 2; that is, there is little accumulation of
distortion from layer to layer. The marginal accumulation of distortion from layer to layer
exhibited during processing NAB may be attributed to stress relaxation caused by the
phase transformations, as discussed in Section 2.4.3.

Figure 8b shows that the displacement curves predicted by the two FE models (with
and without stress relaxation) almost overlap for the first layer, with both simulations
capturing the oscillating cycles in the displacement corresponding to individual laser
passes. The two FE-predicted displacement curves start to diverge slightly during the
deposition of the second layer, with clear disparity starting from the dwell time after the
second layer. The steady-state value of the FE-predicted displacement without including
the stress relaxation is about 20% higher than the FE prediction with stress relaxation. The
prediction error of the FE model with stress relaxation for the final distortion is less than
4% (see Table 10).

3.3. Runtime

The FE simulations were run using a computer of ten cores and 3.7 GHz with a peak
RAM of 128 GB. The CPU runtime for the single-layer simulation model was 334 s, while
for the multilayer simulation it was 681 s.

4. Conclusions

This paper has presented a thermomechanical analysis and validation for LHW di-
rected energy deposition of NAB. Our analysis includes models both with and without
incorporation of stress relaxation due to phase transformation. Experimental validation is
conducted through in situ measurements of temperature histories at multiple locations on
the substrate and of the vertical displacement at the free end of the substrate clamped along
one side during deposition of single-layer and multilayer parts. The FE model parameters
are first determined by matching the temperature predictions for the single-layer coupon;
the resulting model is then used to predict the vertical displacement at the free end of the
substrate for single-layer deposition and to generate thermomechanical simulations for
multilayer deposition.

The maximum prediction errors for temperature histories are less than or equal to
6% for both the single-layer and multilayer depositions. Experimental measurements
show that there is little accumulation of distortion from layer to layer during multilayer
NAB deposition, which could be attributed to the phase transformations at and above
500 ◦C. For single-layer deposition, there is a negligible difference in predicted substrate
distortions between the two FE models with and without accounting for stress relaxation,
with both models having final prediction errors of about 12%. However, for multilayer
deposition it is critical to add a stress relaxation at 500 ◦C and above in the FE model to
ensure that the resulting mechanical prediction reflects the trend of marginal distortion
accumulation across layers observed in the experimental measurements. This brings the
final distortion prediction errors below than 4%. Further improvement of mechanical
analysis to reduce prediction errors, including more sophisticated approaches in modeling
the stress relaxation, will be considered in future work. Although the available experimental
results show minimal sample variability, we acknowledge the limited number of repeated
experiments in this study; our future work will include an increased number of repeated
experiments and subsequent statistical analysis. In addition, thermomechanical analysis
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for additive manufacturing of other materials exhibiting phase transformation will be
considered in future work.
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