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Abstract

:

Accurate prediction of endpoint carbon at the dynamic control stage in the converter is crucial for achieving smelting targets. Currently, there are two main methods for converter endpoint prediction: the data-driven method and the mechanism-based method. Data-driven methods exhibit high accuracy but are vulnerable to data quality variations and lack interpretability. Mechanism-based methods provide great interpretability but face challenges in precisely identifying key parameters in the mechanism formula. Inspired by the design concept of physics-informed neural networks (PINNs), an integrated data-driven and mechanism-based method for endpoint carbon prediction in BOF (dmPINNs, data-driven and mechanism-based physics-informed neural networks) is proposed, which has four parts: feature extraction, mechanism-based calculation, data-driven prediction, and integrated prediction. We identify key parameters of the mechanism formula through the neural network to obtain the specified formula for each heat and supervise the training process of the neural network through the mechanism formula to ensure interpretability. Experimental results show that, within the ±0.012% error range, the hit rate of endpoint carbon content using dmPINNs improved by 5.23% compared with the traditional data-driven method and has greater robustness with the supervision of the mechanism formula.
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1. Introduction


Converter steelmaking is one of the main steelmaking methods in the steel production industry. Converter steelmaking is a highly complex process involving the reaction of multiple elements and the conversion of multiple phases at high temperatures [1].



The decarburization process is one of the most important processes in BOF converter steelmaking, and is divided into three stages. In the first stage, Si and Mn are oxidized ahead of carbon. As the content of silicon (Si) and manganese (Mn) in the molten steel decreases, the decarburization rate gradually increases. In the second stage, oxygen is mainly consumed for the decarburization, and the decarburization rate reaches the maximum and remains stable. At the third or final stage, the carbon content gradually decreases and the decarburization rate decreases.



The diagram of the decarbonization in the BOF process is shown in Figure 1 [2].



The final stage is also called the dynamic control stage, which is from the time of TSC sublance detection to the endpoint in BOF, where TSC (temperature sampling carbon) is a composite functional sublance probe that integrates temperature measurement, carbon determination, and sampling. The accurate control of endpoint carbon is often achieved at this stage, and our research focuses on the dynamic control stage.



Accurate prediction of the converter endpoint at the final stage is essential for achieving smelting targets and ensuring product quality. Carbon content is one of the most important endpoint indicators. The control of endpoint carbon content is important. High carbon content will lead to an increase in the content of sulfur (S) and phosphorus (P). That can lead to a decrease in FeO content in slag, affecting the dephosphorization effect and increasing carbon segregation, making desulfurization more difficult.



The traditional mechanism-based method for endpoint carbon prediction in BOF uses the exponential mechanism equation at the final stage.



There are two main methods for the prediction of the converter endpoint: the data-driven method and the mechanism-based method. Data-driven methods can discover hidden patterns and correlation relationships inside the data, but they are vulnerable to data quality variations. They lack interpretability due to the absence of mechanism knowledge. Mechanism-based methods, from the mechanism knowledge in the metallurgical field, offer much interpretability. However, the great challenge is to identify unmeasurable key parameters in the mechanism formula accurately, which cannot be directly observed or measured.



This paper aims to devise a prediction method that integrates the advantages of both data-driven and mechanism-based methods, thereby overcoming the limitations of each method.




2. Related Work


2.1. Data-Driven Methods


Data-driven methods have been widely used in endpoint prediction [3,4,5]. Park et al. [6] proposed a converter steelmaking endpoint temperature prediction model based on the least squares support vector machine (LSSVM) and artificial neural network (ANN). The root mean square error (RMSE) of the LSSVM and ANN models were 15.91 and 17.24, respectively, which were better than the classical partial least squares (PLS) model’s RMSE value of 21.31. After selecting input parameters through sensitivity analysis, the RMSE reached 13.21. Liu et al. [7] proposed a dynamic analysis method based on a mixed kernel least squares support vector machine (DM-HKLSSVM) for real-time prediction in the converter steelmaking process, using a multistage modeling strategy. The model can dynamically predict the temperature and other elements in the converter steelmaking process, and its prediction performance is better than SVR, RVM, KELM, DSAE, and other methods. The MAPE of predicting carbon content is 3.45 (%). Luo et al. [8] designed a convolutional neural network based on flame color images. By analyzing the flame characteristics of the converter steelmaking process and combining it with the convolutional neural network to output the endpoint carbon content, the hit rate in the ±0.02% error range was 86.50%.




2.2. Mechanism-Based Methods


Representative studies on mechanism-based methods are as follows. Dering et al. [9] proposed a first-principle-based dynamic model for BOF. They considered the main physical and chemical processes involved in BOF and considered models for slag formation and energy balance to extend the previous work, making the model more comprehensive. They implemented their model as a DAE (differential algebraic equation) system, and the dynamic model can effectively predict the decarbonization reaction process in BOF. The drawback is that the model includes some assumptions and simplified calculations. Yue et al. [10] established prediction models for the endpoint carbon, phosphorus, manganese elements, and temperature of the converter using the decarburization index equation, thermal equilibrium, and thermodynamic equations at the end of the converter blowing process. The hit rate of endpoint carbon content prediction reached 87.60% within the error range of ±0.015%, and the hit rate of temperature prediction reached 85.40% within the error range of ±10 °C. This method takes the influence of thermodynamic factors into account, but the drawback is that it adopts an exhaustive attack method to deal with unmeasurable key parameters in the mechanism formula. Wang et al. [2] proposed a continuous prediction model of carbon content of 120 t BOF based on the explicit finite difference method. The proposed model can accurately predict the change in carbon content in the converter-blowing process. The drawback is that the model is relatively complex, and many assumptions are introduced.




2.3. Integrated Methods


Both data-driven methods and mechanism-based methods have certain advantages and disadvantages.



In the metallurgical field, numerous data-driven methods have been applied for prediction tasks. However, due to their black-box nature, these methods offer limited transparency and poor interpretability. Mechanism-based methods contain the mechanism knowledge, providing good interpretability. This mechanism knowledge serves as an essential theoretical foundation for guiding actual production. However, the identification of unmeasurable key parameters in the mechanism formula for each heat remains challenging because the parameters are primarily influenced by factors like mass transfer coefficients and reaction interfaces.



Gu et al. [11] proposed an improved CBR model using time-series data (CBR_TM) to predict the converter endpoint carbon content and temperature. The performance of CBR_TM is better than the models based on SVR and BPNN, and the hit rate is higher. Gu et al. [12] finally proposed a real-time dynamic carbon content prediction model based on CBR and LSTM, which is close to an integrated method. They integrated the carbon integral model and exponential decay model of carbon into the prediction. However, the mechanism-based part of their method is a small proportion. Zhou et al. [13] proposed a mechanism-data, hybrid-driven, model-building method for RH decarbonization. They determined the weight parameters of decarbonization at different sites using a just-in-time algorithm and introduced them into the decarbonization formula. This method improves the prediction accuracy and applicability of the RH decarbonization model. Carlucci et al. [14] proposed a parameter identification method based on dimensional analysis and least squares linear regression for the unmeasurable key parameters in the mechanism formula. This method is based on historical data, and combined with dimensional analysis and least squares regression to identify unmeasurable parameters. This parameter identification method improves the accuracy, robustness, and reliability of the dynamic control model for converter steelmaking. However, the disadvantage is that this method is not very suitable for highly nonlinear dynamic control processes and cannot avoid the decrease in the identification accuracy of unmeasurable parameters caused by outliers and noise in the data.



In recent years, Raissi et al. [15] proposed the concept of physics-informed neural networks (PINNs), which offer a way to integrate empirical prior knowledge and physical laws into data-driven models as a constraint, enhancing interpretability and robustness. Inspired by the design concept of PINNs, this paper proposes an integrated data-driven and mechanism-based method for endpoint carbon prediction in BOF (dmPINNs, data-driven and mechanism-based physics-informed neural networks).



The proposed method incorporates the decarbonization mechanism formula into the neural network. The unmeasurable parameters in the mechanism formula are identified by dmPINNs for each heat. Each heat is described by the mechanism formula with different key parameters from different working conditions. The training process of the data-driven neural network is constrained by the mechanism formula to ensure that the model adheres to the underlying mechanism principles of the decarbonization process. The integrated method proposed exhibits good interpretability, robustness, and accuracy.





3. Methods


In this section, we discuss the proposed integrated models (dmPINNs). After briefly introducing the mechanism formula of decarbonization and the theory of physics-informed neural networks, we present the design of the neural network and the loss function of the integrated method. Finally, we describe the training flowchart of the integrated method.



3.1. Design of Mechanism Formula


3.1.1. Common Nomenclature


Common nomenclature used in this paper are shown in Table 1.




3.1.2. Mechanism Formula


Robertson, and Tao et al. [16,17] proposed a mechanism formula for the dynamic control process after TSC sub-lance detection in converter steelmaking:


         u   1     t   −   u   1       t   0       +   h   0   ·     u   2     t   −   u   2       t   0           W   s t e e l      =    β   α    · l n      e x p       C   M   −   C   0     β     − 1   e x p       y   1   ( t ) −   C   0     β     − 1    ×    e x p   −     C   M   −   C   0     β       e x p   −     y   1   ( t ) −   C   0     β           



(1)




where     u   1     t    ,     u   1       t   0       represent the oxygen blowing amount at time   t  ,     t   0    .     u   2     t    ,     u   2       t   0       represents the coolant weight at time   t  ,     t   0    . And     t   0     represents the time of TSC sub-lance detection.     y   1     t     represents the carbon content in the molten steel at time   t  , and     h   0     represents the oxygen content per unit weight of coolant.



The carbon content of molten steel     y   1     t     at time   t   can be calculated using Equation (1).


    y   1     t   =   C   0   + β l n   1 +   e x p        C   M   −   C   0     β      − 1   · e x p      α   β    ·        u   1     t   −   u   1       t   0       +   h   0   ·     u   2     t   −   u   2       t   0           W   s t e e l           



(2)







During the dynamic control process, the heat state in BOF is relatively stable, so coolant is rarely used to adjust the temperature. Without considering the oxygen content of the coolant added at this stage, this formula can be simplified in the form of Equation (3) [14]:


  C =   C   0   + β l n   1 +   e x p        C   M   −   C   0     β      − 1   · e x p   −    10 α   β           u   1     t   −   u   1       t   0         W   s t e e l             



(3)






    u   1     t   −   u   1       t   0     =   V O   2    



(4)







    u   1     t   −   u   1       t   0       represents the oxygen consumption from time   t   to time     t   0     as     V O   2    . Equation (3) is transformed into Equation (5).


  C =   C   0   + β l n   1 +   e x p        C   M   −   C   0     β      − 1   · e x p   −    10 α   β           V O   2       W   s t e e l             



(5)







Equation (5) is chosen as the mechanism constraint in the integrated neural network dmPINNs.





3.2. Physics-Informed Neural Networks


Physics-informed neural networks (PINNs) are a network structure that integrates mechanisms for supervised learning tasks and have been widely used in solving problems with physical constraints [18,19,20,21].



The structure of PINNs is shown in Figure 2.



PINNs introduce control equations that reflect mechanism constraints into neural networks and adds them in the form of loss function, thereby transforming the solution process or parameter identification process into an optimization problem.



For general nonlinear PDEs:


  u ( t , x ) + N   u   = 0 , x ∈ Ω , t ∈   0 , T    



(6)




where   u ( t , x )   is the implicit solution of the partial differential equation,   N   u     is a nonlinear differential operator,   t   is the temporal coordinate, and   Ω   is a subset of Euclidean space     R   D    ,   T   is the final temporal coordinate.



Define     u   N   ( t , x )   as the neural network approximates   u ( t , x )  . And define   f ( t , x )   as Equation (7):


  f ≔   u   N   ( t , x ) + N     u   N      



(7)







The loss function of PINNs can be designed as Equation (8):


  L o s s =   L o s s   u   +   L o s s   f    



(8)







In the method proposed by Raissi et al. [15], the initial and boundary data loss     L o s s   u     and configuration point loss     L o s s   f     are usually in the form of mean square error MSE:


    L o s s   u   =   M S E   u   =    1     N   u        ∑  i = 1     N   u            u   N       t   u   i   ,   x   u   i     −   u   i       2      



(9)






    L o s s   f   =   M S E   f   =    1     N   f        ∑  i = 1     N   f          f     t   f   i   ,   x   f   i         2      



(10)




where         t   u   i   ,   x   u   i   ,   u   i       i = 1     N   u       represents initial and boundary training data, and         t   f   i   ,   x   f   i       i = 1     N   f       represents collocation points.



PINNs approach   u ( t , x )   by designing neural networks     u   N   ( t , x )   to minimize     L o s s   u    . At the same time, while     u   N   ( t , x )   is approximating   u ( t , x )  , the mechanism constraints of Equation (6) are enforced on collocation points, then the loss of the physical-information-based part of the   f ( t , x )   also approaches the minimum     L o s s   f    . In this way, PINNs introduce mechanism constraints for supervising neural network training.



Compared with data-driven neural networks, PINNs incorporate mechanism constraints into the training process, enabling them to obtain models with good interpretability and robustness based on fewer data samples guided by prior knowledge.




3.3. Design of dmPINNs


Inspired by the concept of PINNs, the network structure of dmPINNs is designed and shown in Figure 3. The values in the dmPINNs are described in Table 1.



3.3.1. Network Structure


The proposed network has four parts: feature extraction, mechanism-based calculation, data-driven prediction, and integrated prediction. The input of the model (    X   1    ,     X   j    , …,     X   p    ) are measurable data from the converter steelmaking process, such as the weight of hot metal in the converter, weight of flux, and temperature of hot metal.



First of all, a feature extraction part is designed to simulate different working conditions for different heats in BOF. Then we utilize the extracted features to identify the unmeasurable parameters   α  ,   β   in the mechanism Equation (5). The feature extraction part is the foundation of the data-driven part and the mechanism-based part subsequently.



In the data-driven part, the latent features extracted from the data are fully utilized to predict the endpoint carbon content     C   p r e    . And in the mechanism-based part, the identified unmeasurable parameters     α   t r a i n    ,     β   t r a i n    , along with two input data acquired prior to the dynamic control stage:     V O   2     and     C   M    , which are     X   j         X   P     in network structure, are substituted into the mechanism formula, and     C   c a l     is calculated.



Finally, in the integrated prediction part, the result of the data-driven part and the mechanism-based part are fused to obtain an integrated prediction result.



To evaluate the performance of the model, we calculate the data-driven loss     L o s s   d     using     C   p r e     and true values   C  , and the mechanism formula loss     L o s s   m     using     C   c a l     and true values   C  . Their calculation process will be explained in Equations (12) and (13) in the next section. The overall loss function is designed as the weighted sum of     L o s s   m     and     L o s s   d    . As     C   p r e     approaches the true value,     L o s s   d     decreases, driving the unmeasurable parameters towards the optimization for the working condition of each heat that can minimize the discrepancy between     C   c a l     and the true value, leading to a decrease in     L o s s   m    . Then, the final endpoint carbon content prediction result     C   f i n a l     is designed as the weighted sum of     C   c a l     and     C   p r e     derived from the mechanism-based and data-driven parts.




3.3.2. Loss Function


The loss function of dmPINNs is Equation (11), which is as follows:


  L o s s =   L o s s   d   +   L o s s   m    



(11)




where     L o s s   d     as the loss of data-driven part, which is similar to the initial and boundary data loss     L o s s   u     of classical PINNs.     L o s s   m     is the loss of the mechanism-based part and is similar to collocation point loss     L o s s   f     in classical PINNs.



Unlike traditional PINNs that typically use the form of mean square error   M S E  , mean absolute error   M A E   is used in the form of     L o s s   d     and     L o s s   m     to reduce the impact of outliers:


    L o s s   d   =   M A E   d   =    1   N      ∑  i = 1   N        C     p r e   i     −   C   i        



(12)






    L o s s   m   =   M A E   m   =    1   N      ∑  i = 1   N        C     c a l   i     −   C   i        



(13)




where   N   is the number of training data.



    C   0     and     W   s t e e l     are set as constants for all heats. And for heat number   i  , the unmeasurable parameters     α     t r a i n   i      ,     β     t r a i n   i       identified by dmPINNs along with two input data acquired prior to the dynamic control stage:       V O   2     i     and       C   M     i    , are entered into the mechanism formula. Then the endpoint carbon content     C     c a l   i       in the mechanism-based part is calculated.


    C     c a l   i     =   C   0   +   β     t r a i n   i     l n   1 +   e x p          C   M     i   −   C   0       β     t r a i n   i          − 1   · e x p   −    10   α     t r a i n   i         β     t r a i n   i                 V O   2     i       W   s t e e l             



(14)








3.3.3. Training Process Description


The training process description of dmPINNs is shown in Table 2.



The training flow chart of dmPINNs is also shown in Figure 4.






4. Experiments


In this section, based on the network structure and loss function proposed in Section 3, comparative experiments are designed to compare dmPINNs with traditional data-driven methods, and experiments with varying noise proportions added to an important input (the carbon content in hot metal) are designed to investigate the accuracy and robustness of dmPINNs.



4.1. Data and Preprocessing


4.1.1. Data


The data used in this paper is based on the real converter steelmaking process from a large steelmaking plant, which is abbreviated as S due to confidentiality reasons. The data is a collection of measurable data obtained through various methods, including the heat number, the weight of the hot metal, the weight of scrap, the weight of the heat-generating agent, the weight of flux, total blowing time, the temperature of the hot metal, the carbon content (    W   C     i r o n    ) in the hot metal, the silicon content (    W   S i     i r o n    ) in the hot metal, the manganese content (    W   M n     i r o n    ) in the hot metal, the phosphorus content (    W   P     i r o n    ) in the hot metal, the sulfur content (    W   S     i r o n    ) in the hot metal, the temperature of molten steel measured by TSC, the carbon content of molten steel measured by TSC, and the endpoint carbon content measured by TSO, etc.



There are 16 main influencing factors which are considered as the input for the dmPINNs, namely: (    X   1    ,     X   2    , …,     X   16    ), and TSO measurement result of carbon content (    T S O   [ C ]    ) is used as the true label for the endpoint carbon content. Statistical results of influencing factors are shown in Table 3.



We use the temperature of molten steel measured by TSC (    T S C     T      ) instead of the temperature of molten metal entering the converter as one of the input factors because     T S C     T       reflects the more recent smelting state of the furnace more accurately.




4.1.2. Imputation of Missing Values


To ensure data integrity and reliability, we perform imputation of missing values. For some missing data, such as weight of flux A (CaO)     X   5    , we adopt a neighboring value imputation method. For another subset of missing data, such as carbon content in molten iron     X   8    , either linear interpolation or analysis of the probability density distribution of other highly correlated data (such as silicon in molten iron) is employed to achieve the imputation.




4.1.3. Handling of Outliers


In our preprocessing, we directly remove significant outliers but retain minor outliers to validate the robustness of the integrated method more effectively.



After preprocessing the dataset, we get 1017 heats of valid data.





4.2. Experiments Setting


4.2.1. Dataset


This paper uses a back propagation neural network (BPNN) with a structure of 16 × 20 × 10 × 3 as the basic architecture to extract features from the input data and predict the endpoint carbon content     C   p r e     of the data-driven part directly, and uses the hyperbolic tangent function Tanh as the activation function. At the end of the feature extraction part, the unmeasurable parameters   α  ,   β   predicted by the neural network are mapped to the prior knowledge interval (empirical range) of the unmeasurable parameters (1,2) and (20,40) to accelerate convergence, and we appropriately expand this prior knowledge interval to cope with extreme data. During the training process, an Adam algorithm is used with an initial learning rate of 0.0001. The dataset consists of 1017 data sets, with a ratio of 7:3 for training and testing data and a quantity of 711:306 for each.



Equation (15) for the final prediction result of     C   f i n a l     is as follows:


    C   f i n a l   = 0.5 ×   C   c a l   + 0.5 ×   C   p r e    



(15)







If the difference between     C   f i n a l     and the true value falls within three error ranges: ±0.009 (%), ±0.012 (%), and ±0.02 (%), it is considered a hit in the corresponding error range.



The calculation method of hit rate is Equation (16).


  H i t   r a t e =      N   h i t     N    × 100 %  



(16)




where     N   h i t     is the number of hits in testing data, and   N   is the number of testing data.




4.2.2. Noise


In the experiment to demonstrate the robustness of the integrated method, this paper adds noise that follows a Gaussian distribution to different proportions of data in the training data. Taking the carbon content of molten steel     X   16    (    C   M    ) measured by TSC as an example, the following is the formula for the variation of noise data:


    C     M     i   f i n a l       =   C     M     i   i n i t i a l       + k × r  



(17)




where     C     M     i   i n i t i a l         represents the     C     M   i       before introducing the noise,     C     M     i   f i n a l         represents the     C     M   i       after introducing the noise,   k   represents the average value of the data in column     C   M    ,   r   represents a random number that follows a Gaussian distribution with a mean of 0 and a standard deviation of 0.1. The proportion of data with added noise is 10%, and 20%, respectively. The factors with added noise are     T S C   [ C ]     and     V O   2    , to simulate the inaccurate measurement components caused by the aging of the sublance.






5. Experiments Result and Discussion


5.1. Experiments Result


5.1.1. Hit Rate


In order to compare the hit rate of the traditional data-driven prediction and the integrated prediction, the data-driven prediction method using BPNN is compared against dmPINNs. The results of this experiment are summarized in Table 4.



In terms of hit rate, dmPINNs achieved hit rates of 69.80%, 81.37%, and 93.52% in the error ranges of ±0.009 (%), ±0.012 (%), and ±0.02 (%), respectively, which were better than those achieved by the traditional data-driven method BPNN in these ranges. The improved hit rates are 6.80%, 5.23%, and 1.04%, respectively. In a narrower error range, dmPINNs have a greater improvement.



Hit rates of dmPINNs_cal were 69.45%, 80.00%, and 93.35%, respectively. The hit rates of dmPINNs_pre were 66.67%, 78.63%, and 93.85%, respectively, which were better than BPNN in these ranges.




5.1.2. Model Degradation with Addition of Noise


We compare the degradation of prediction in the hit rate of BPNN and dmPINNs, with 10% and 20%, respectively, and noise added to the dataset to compare robustness. The experimental results are shown in Table 5.



As the noise data increases from 0% to 20%, the hit rate degradation of dmPINNs is lower than BPNN. The robustness of dmPINNs against noise and outliers is stronger.





5.2. Discussion


5.2.1. Analysis of Prediction Results


Table 6 shows the identified unmeasurable parameters, the prediction results of the mechanism-based part and data-driven parts in the integrated method, the final prediction results of the integrated method, and the true values for 10 sets of heat data in the test data.



Taking Heat H6 as an example, two unmeasurable parameters are identified by dmPINNs and the direct prediction value of the endpoint carbon content through the data-driven part can be obtained at the same time, which are     α     t r a i n   i      ,     β     t r a i n   i      ,     C     p r e   i       in Table 7.



The mechanism formula with two unmeasurable parameters can be obtained, as well as the two input data obtained before the start of the dynamic control stage, which are       C   M     i     and       V O   2     i     in Table 7.


    C     c a l   i     =   C   0   + 31.5642 × l n   1 +   e x p      0.1760 −   C   0     31.5612      − 1   · e x p   −    10 × 1.2719   31.5612         1220     W   s t e e l             



(18)







Then the values of     C     c a l   i       and     C     f i n a l   i       can be calculated using Equation (18), and are shown in Table 7.



Figure 5 shows the distribution of the prediction results of the mechanism-based part     C   c a l    , the data-driven part     C   p r e    , the final prediction results of the integrated method     C   f i n a l     and the true values   C  .



Figure 6 shows the detailed prediction results of four heats in Table 6.



We take panel (b) of Figure 6 as an example to explain the elements in each panel. The title represents the mechanism formula with identified parameters   α  ,   β   of Heat H4. Ccal in the figure represents the prediction result of the mechanism-based part     C   c a l    , which is 0.0219 (%). Cpre represents the prediction result of the data-driven part     C   p r e    , which is 0.0331 (%). Cfinal represents the final prediction result of the integrated method     C   f i n a l    , which is 0.0275 (%). C represents the true value, which is 0.0305 (%). The curve in the figure represents the specified mechanism formula with identified parameters from dmPINNs.



Among the two components of the integrated prediction results, the prediction results of the mechanism-driven part can, in most cases, be closer to the true values. This suggests that after the unmeasurable parameters have been identified, the mechanism-based part can reach more accurate prediction.



Under the integrated guidance of the mechanism and data, the final prediction results exhibit a greater hit rate than either of the two parts alone. The integrated method introduces mechanism constraints during the training process, not only ensuring each heat is described by the designed mechanism formula with different parameters from different working conditions but also exerting an impact on the neural network’s training, in turn, providing a valuable guiding effect.




5.2.2. Application of dmPINNs in Other Steelmaking Plants


We applied dmPINNs to the data from another large steel-making plant, which is abbreviated as T due to confidentiality reasons, to observe the performance in Table 8.



The hit rates of dmPINNs on the data of different steelmaking plants S and T are better than the hit rates of the traditional data-driven method in the error ranges above. dmPINNs also have a greater improvement in a narrower error range.



The experimental results above show that the integrated method outperforms the traditional data-driven method in both hit rates and robustness.






6. Conclusions


This paper first analyzes the advantages and disadvantages of mechanism-based methods and data-driven methods, which are two main methods of endpoint prediction in BOF. Aiming at the dynamic control process after sublance detection at the third stage of the converter steelmaking decarbonization process, an integrated data-driven and mechanism-based method for endpoint carbon prediction in BOF (dmPINNs) is proposed based on the concept of PINNs. The mechanism formula with the identified unmeasurable parameters can be obtained through neural networks and then used to guide data-driven training to achieve the integrated method. In terms of prediction performance, the hit rate and robustness of dmPINNs are better than data-driven methods. In terms of hit rate, dmPINNs have higher hit rates in the error ranges of ±0.009 (%), ±0.012 (%), and ±0.02 (%), and have a greater improvement in a narrower error range. In terms of robustness, as the noise data increases from 0% to 20%, the hit rate degradation of dmPINNs is lower than the traditional data-driven method.



The data used as input for the neural network in this paper are not time series values. In the future, the unmeasurable parameters in the mechanism formula can be further optimized by combining time series data about top-blowing or bottom-blowing in BOF. More accurate thermodynamic calculations and dynamic simulations can be utilized to identify the unmeasurable parameters in the decarburization formula. Meanwhile, the idea of the integrated method can be applied to other prediction tasks such as temperature prediction in BOF and the endpoint prediction of RH and EAF.
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Figure 1. The diagram of the decarbonization in the BOF process. 
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Figure 2. A simple and classic structure of PINNs. The grey parts are neurons of the input layer of the neural network, the light-blue parts are neurons of the hidden layer, the orange part is neuron of the output layer, the green parts are differential results of automatic differentiation and the deep blue part is the residual error of the PDE. 
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Figure 3. Structure of dmPINNs. And   M   x , θ    ,   M (   X   j   ,   X   p   ,   α   t r a i n   ,   β   t r a i n   )   in the figure is Equation (5). 
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Figure 4. The training flow chart of dmPINNs. The red parts are the input data, the orange parts are the process data or output data, the green parts are the four different parts of dmPINNs. 
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Figure 5. Distribution of the prediction results of different parts of dmPINNs and the true value of endpoint carbon content. 
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Figure 6. Detailed prediction results of each part in dmPINNs. (a,b,c,e) are the complete prediction results of four heats. The two curves in panel (d) and panel (f) are the details of the rectangle at the left in (c,e). 
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Table 1. Common nomenclature used in this paper.
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	Nomenclature
	Meaning





	     V O   2     
	Oxygen consumption at the dynamic control stage



	     C   0     
	Critical carbon content (constant)



	     C   M     
	TSC carbon content



	     W   s t e e l     
	Weight of molten steel



	   α   
	  Unmeasurable   parameter   α   of decarbonization mechanism formula



	   β   
	  Unmeasurable   parameter   β   of decarbonization mechanism formula



	     α   t r a i n     
	  Unmeasurable   parameter   α   of the formula identified by the feature extraction part



	     β   t r a i n     
	  Unmeasurable   parameter   β   of the formula identified by the feature extraction part



	     X   n     
	Neuron of the input layer or influencing factor n



	     H   n     
	Neuron of the hidden layer



	Hm
	heat number m



	     C   p r e     
	Endpoint carbon content directly predicted by data-driven part in dmPINNs



	     C   c a l     
	Endpoint carbon content calculated by mechanism-based part in dmPINNs



	     C   f i n a l     
	Final endpoint carbon content in dmPINNs



	   C   
	True value of endpoint carbon content



	     L o s s   d     
	Loss of the data-driven part of dmPINNs



	     L o s s   m     
	Loss of the mechanism-based part of dmPINNs



	     K   i     
	  The   data   K      from   heat   number   i ,   for   example ,     α     t r a i n   i       is predicted based on the i-th heat of training data










 





Table 2. The training process description of dmPINNs.
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	Training Process Description





	1. Input the heat data     X   1    ,     X   j    , …,     X   p     into dmPINNs, which contain the feature extraction part, the mechanism-based part, the data-driven part and the integrated prediction part.



	2. In the feature extraction part, features of the data are extracted, and they are used to identify the unmeasurable parameters     α     t r a i n   i      ,     β     t r a i n   i       for each heat.



	3. In the data-driven part,     C     p r e   i       is predicted directly and     L o s s   d     is calculated.



	4. In the mechanism-based part, mechanism formula is obtained for each heat through     α     t r a i n   i      ,     β     t r a i n   i      ,       V O   2     i    ,       C   M     i    , and then     C     c a l   i       is calculated and     L o s s   m     is calculated.



	5. In the integrated prediction part, the total loss   L o s s   is designed as the sum of     L o s s   m     and     L o s s   d    , and the final prediction result     C     f i n a l   i       is calculated through the weighted sum of     C     p r e   i       and     C     c a l   i      .



	6. Backpropagate and update parameters of the network, then go to (2).










 





Table 3. Statistical results of influencing factors.
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	Influence Factors
	Units
	Symbols
	Mean.





	Weight of hot metal
	t
	     X   1     
	268.29



	Weight of pure metals in scrap
	t
	     X   2     
	51.027



	Weight of scrap
	t
	     X   3     
	53.626



	Weight of heat-generating Agent A
	t
	     X   4     
	1.4799



	Weight of flux A (CaO)
	t
	     X   5     
	10.0674



	Weight of flux B
	t
	     X   6     
	1.4333



	Weight of flux C
	t
	     X   7     
	4.7906



	    W   C     i r o n   / %   in hot metal
	%
	     X   8     
	4.6121



	    W   S i     i r o n   / %   in hot metal
	%
	     X   9     
	0.3642



	    W   M n     i r o n   / %   in hot metal
	%
	     X   10     
	0.2046



	    W   P     i r o n   / %   in hot metal
	%
	     X   11     
	0.01027



	    W   S     i r o n   / %   in hot metal
	%
	     X   12     
	0.00132



	Oxygen consumption before TSC
	     m   3     
	     X   13     
	12,688.9



	Total oxygen consumption
	     m   3     
	     X   14     
	14,151.5



	     T S C     T       
	°C
	     X   15     
	1614.9



	     T S C   [ C ]     
	%
	     X   16     
	0.2415



	     T S O   [ C ]     
	%
	TSOC
	0.03886










 





Table 4. Hit rate of different prediction methods.
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Methods

	
Hit Rate (%)




	
±0.009 (%) 1

	
±0.012 (%)

	
±0.02 (%)






	
BPNN

	
63.00

	
76.14

	
92.48




	
dmPINNs

	
69.80

	
81.37

	
93.52




	
dmPINNs_cal 2

	
69.45

	
80.00

	
93.35




	
dmPINNs_pre

	
66.67

	
78.63

	
93.85








1 ±0.009 (%) represents the error range. The calculation method of hit rate is Equation (16). 2 dmPINNs_cal represents the endpoint carbon content from the mechanism-based part in dmPINNs, and dmPINNs_pre represents the endpoint carbon content from the data-driven part in dmPINNs.













 





Table 5. Hit rate and the degradation of hit rate of different methods with the addition of noise.






Table 5. Hit rate and the degradation of hit rate of different methods with the addition of noise.





	
Methods

	
Hit Rate and Degradation of Hit Rate (%)




	
±0.009 (%) 1

	
±0.012 (%)

	
±0.02 (%)




	
Hit Rate

	
Degradation

	
Hit Rate

	
Degradation

	
Hit Rate

	
Degradation






	
BPNN

	
63.00

	
0.00

	
76.14

	
0.00

	
92.48

	
0.00




	
BPNN + 10%Noise

	
62.45

	
−0.55

	
74.83

	
−1.31

	
91.50

	
−0.98




	
BPNN + 20%Noise

	
61.96

	
−1.04

	
75.81

	
−0.33

	
92.15

	
−0.33




	
dmPINNs

	
69.80

	
0.00

	
81.37

	
0.00

	
93.52

	
0.00




	
dmPINNs + 10%Noise

	
69.73

	
−0.07

	
81.30

	
−0.07

	
93.46

	
−0.06




	
dmPINNs + 20%Noise

	
69.70

	
−0.10

	
81.20

	
−0.17

	
93.43

	
−0.09








1 ±0.009 (%) represents the error range. The calculation method of hit rate is Equation (16).













 





Table 6. Prediction result of representative heats.
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	Heat Number
	     V O     2   i        (     m   3     )
	     C     M   i        (%)
	     α     t r a i n   i        (   t /   m   3     )
	      β     t r a i n   i        
	     C     c a l   i        (%)
	     C     p r e   i        (%)
	     C     f i n a l   i        (%)
	     C   i      (%)





	H1
	1230
	0.0450
	1.2430
	32.0126
	0.0116
	0.0282
	0.0199
	0.0181



	H2
	1290
	0.2060
	1.2889
	30.7900
	0.0367
	0.0329
	0.0348
	0.0382



	H3
	1200
	0.3630
	1.4623
	26.9789
	0.0444
	0.0539
	0.0491
	0.0538



	H4
	1010
	0.0830
	1.2972
	30.2486
	0.0219
	0.0331
	0.0275
	0.0305



	H5
	1860
	0.2990
	1.1701
	33.9007
	0.0380
	0.0338
	0.0359
	0.0361



	H6
	1220
	0.1760
	1.2719
	31.5642
	0.0367
	0.0373
	0.0370
	0.0369



	H7
	430
	0.0450
	1.4671
	26.7064
	0.0221
	0.0315
	0.0268
	0.0223



	H8
	1340
	0.2340
	1.3233
	29.7347
	0.0348
	0.0326
	0.0337
	0.0414



	H9
	980
	0.2170
	1.3553
	29.1103
	0.0499
	0.0419
	0.0459
	0.0471



	H10
	1699
	0.1760
	1.1698
	33.8685
	0.0275
	0.0307
	0.0291
	0.0275







The bold numbers in Table 6 indicate that the prediction results of the mechanism part or data-driven part in the integrated method is closer to the true endpoint carbon content.













 





Table 7. Parameters and values of Heat H6.
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	     V O     2   i        (     m   3     )
	     C     M   i        (%)
	     α     t r a i n   i        (   t /   m   3     )
	      β     t r a i n   i        
	     C     p r e   i        (%)
	     C     c a l   i        (%)
	     C     f i n a l   i        (%)





	1220
	0.1760
	1.2719
	31.5642
	0.0373
	0.0367
	0.0370










 





Table 8. Hit rate on the data of different steelmaking plants.
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Methods

	
Hit Rate (%)




	
±0.009 (%) 1

	
±0.012 (%)

	
±0.02 (%)






	
BPNN_S 2

	
63.00

	
76.14

	
92.48




	
dmPINNs_S

	
69.80

	
81.37

	
93.52




	
BPNN_T

	
82.67

	
92.15

	
97.38




	
dmPINNs_T

	
85.29

	
93.79

	
97.38








1 ±0.009 (%) represents the error range. The calculation method of hit rate is Equation (16). 2 BPNN_S in the table represents the method used, BPNN, and the data is sourced from steelmaking plant S.
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