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Abstract: The media portrayal of artificial intelligence (AI) directly impacts how audiences conceptu-
alize this technology and, therefore, its use, development, and regulation. This study aims to measure
a key aspect of this problem: the feeling of AI anxiety conveyed by news outlets that represent this
technology as a sort of “alien” that is autonomous, opaque, and independent of humans. To do
so, we build an AI anxiety index based on principal component analysis (PCA) and apply it to a
corpus of headlines (n = 1682) about AI published before and after the launch of ChatGPT in ten
newspapers: The New York Times, The Guardian, El País, Le Monde, Frankfurter Allgemeine Zeitung, San
Francisco Chronicle, Manchester Evening News, La Voz de Galicia, Ouest France, and Münchner Merkur.
The results show that ChatGPT not only boosted the number of AI headlines (× 5.16) but also reduced
positive sentiments (−26.46%) and increased negatives (58.84%). The AI anxiety index also grew
(10.59%), albeit driven by regional media (61.41%), while it fell in national media (−6.82%). Finally,
the discussion of the variables that compose the index reveals the opportunities and challenges faced
by national and regional media in avoiding the feeling of AI anxiety.
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1. Introduction

Artificial intelligence (AI) is considered the most disruptive technology of our time
(Păvăloaia and Necula 2023). Its transformative potential targets a wide range of industrial,
intellectual, and social applications (Dwivedi et al. 2021), particularly after the “generative
AI breakout year” of 2023 (Chui et al. 2023) that followed the launch of the chatbot ChatGPT,
the fastest-growing consumer application in history with 100 million monthly users in just
two months (Hu 2023). AI has evolved from a technical subject to an economic, cultural,
philosophical, and ethical phenomenon (Sanguinetti 2023).

Despite its growing presence, AI is still an opaque technology, difficult to understand,
and broadly perceived as a “black box” (Brauner et al. 2023). Its real contours appear blurred
at both the societal and policy levels (Hudson et al. 2023). Its terminology reverberates with
mythological, magical, fictional, and even religious tones since its beginnings (Giuliano
2020; Natale and Ballatore 2017). Even the term “AI” appears controversial, as it is as widely
used as loosely defined (Brennen et al. 2018) and counts as an “umbrella term” (Nguyen
and Hekman 2024) for a series of systems that work in different domains and tasks.

In this challenging context, journalists play a key role. The previous literature shows
that media coverage of technology contributes to shaping its reality in a variety of ways that
range from public perception to collective discourse and policy making, from individual
understanding to research incentives and personal use (Zhai et al. 2020; Cave et al. 2019;
Moriniello et al. 2024; The Royal Society 2018). This situation occurs especially when the
given technology is emergent, evolving, and not entirely defined, as in the case of AI
(Natale and Ballatore 2017; Donk et al. 2012; Scheufele and Lewenstein 2005). The impact
of technology’s portrayal seems to be so relevant that Coeckelbergh (2023) proposed to in-
corporate the concept of “narrative responsibility” into the other ethical issues surrounding
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AI, such as bias, privacy, and transparency. Romele (2024) argued that “a comprehensive
ethics of AI must address the way AI is communicated and narrated”.

This study contributes to this objective by focusing on a key aspect of AI representation
in the news media: a feeling of unsettledness and uncertainty conveyed by the portrayal
of AI as a sort of “alien” that is autonomous, opaque, and independent of humans, a
misalignment with the reality of this technology that has gained importance within studies
in this field under the term ‘AI anxiety’ (Sartori and Bocca 2023).

Our research question (RQ1) is best described as follows: How has the launch of
ChatGPT influenced the level of AI anxiety in news media coverage across national and
regional newspapers? Derived from this central question, we also aim to understand
the following (RQ2): What are the key factors contributing to AI anxiety in regional and
national media? To answer these questions, we build an AI anxiety index through principal
component analysis (PCA) based on a series of variables observed in the previous literature.
Then, we apply this index to measure a corpus of headlines (n = 1682) about AI published
over a one-year period before and after the launch of ChatGPT in ten European and
American newspapers: The New York Times, The Guardian, El País, Le Monde, Frankfurter
Allgemeine Zeitung, San Francisco Chronicle, Manchester Evening News, La Voz de Galicia, Ouest
France, and Münchner Merkur. The results show that the level of AI anxiety clearly grew
after the launch of ChatGPT (10.59%), albeit driven by the regional media (61.41%), while it
fell in the national media (−6.82%).

1.1. Media Portrayal of AI

Until recently, the importance of media coverage for the construction of informed
public perceptions of AI has been largely neglected by scholars. For this reason, Romele
(2022) diagnosed a “blind spot in AI ethics”, mentioning as an example the fact that the
881-page Oxford Handbook of Ethics of AI (Dubber et al. 2020) does not devote a single line to
communication about AI. However, a review of the literature shows that this gap has started
to be filled. In recent years, a growing number of scholars and studies are focusing on topics
such as public perception and media portrayal of AI, applying a variety of qualitative,
quantitative, and computational methods (Brause et al. 2023; Nguyen and Hekman 2024).
From the diversity of studies in this new field emerge some common insights.

(a) Anthropomorphism and polarization: Dominant stories on AI frequently oversim-
plify its complexity (Cave et al. 2020) and polarize between exaggerated fears and hopes,
between catastrophism and solutionism (Chubb et al. 2024). Instead of more nuanced,
realistic, and inclusive coverage, media tend to magnify the power of AI systems, nur-
turing the expectation of a pseudo-artificial general intelligence, defined as a collective
of technologies capable of solving nearly any problem (Brennen et al. 2022). Part of this
distorted view is related to a general trend toward anthropomorphism (Salles et al. 2020), a
bias that extends to images illustrating AI stories (Romele 2022). Rather than clarifying the
algorithmic and statistical reality of current machine learning systems, mainstream media
reinforce public narratives about “scary robots” (Cave et al. 2019). The first studies to cover
the impact of ChatGPT and generative models confirmed “sensationalized” coverage (Roe
and Perkins 2023) but found that the framing is “more nuanced than a simple dichotomy
between positive and negative”.

(b) The industry’s influence on narratives: Media coverage is deeply influenced by
industry sources. Many stories uncritically replicate the discourse of companies that pursue
specific agendas, particularly those in big tech (Chubb et al. 2024). As a result, economic
framing and business angles predominate over other areas and perspectives (Brause et al.
2023). Simultaneously, however, a content analysis of five major American newspapers
from 2009 to 2018 conducted by Chuan et al. (2019) also showed that ethics “dramatically
increased” from 2017 to 2018.

(c) Positive coverage: In line with the corporate interests mentioned in the previous
point, several studies found that media representation of AI is mostly positive (Garvey
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and Maskal 2020; Zeng et al. 2022; Korneeva et al. 2023), challenging the assumption of a
negative bias against AI in the news.

(d) Lack of diversity: Fictional narratives reinforce Western perspectives and a par-
ticular approach to race, for example, identifying AI with “whiteness” (Cave and Dihal
2020). Also, researchers focus strongly on Western media outlets, particularly those from
the US and UK (Brause et al. 2023). Even though some scholars have analyzed media
coverage from other countries such as China (van Noort 2024), Germany (Köstler and
Ossewaarde 2022), Turkey (Sarisakaloğlu 2021), and the Netherlands (Vergeer 2020), among
others, only a few of them (for example, Wang et al. 2023) offered cross-cultural and
international comparisons.

(e) A growing interest in AI: Finally, it is worth noting that the quantitative boom
of media coverage on AI unleashed by ChatGPT (and demonstrated by several studies,
including this one) is not entirely new. This increase extends a trend that started in 2009, at
least in the US (Fast and Horvitz 2016). According to the framing analysis of news media
portrayal of AI by Nguyen and Hekman (2024), media interest in this technology steadily
grew over the past decade and nearly quadrupled from 2010 to 2015.

1.2. AI Anxiety: Beyond the Positive–Negative Dichotomy

Many of the above-mentioned studies rely on the analysis of positive and negative
coverage of AI. But this binary scheme does not sufficiently account for some contradictory
outcomes. For instance, news media reveal a much more positive picture of AI’s potential
than the social view of this technology (Wang et al. 2023). The same gap appears in the first
version of the Latin American Artificial Intelligence Index (2023), which shows a difference
between the positive tone in digital news outlets (42% optimistic and 13% pessimistic)
and the more critical opinions in social media (only 23% optimistic and 31% pessimistic).
Similarly, a survey of over 5000 people to discover emotional responses to AI, conducted by
Sartori and Bocca (2023), concluded not only that the lay imaginary about this technology is
predominantly negative but also that some of the supposedly utopian features covered by
the survey (immortality, dominance, gratification) aroused high levels of concern. Gebru
and Torres (2024) also went beyond the positive and negative schema and considered that
both techno-utopianism and apocalyptic narratives of AI are “two sides of the same coin”.
Namely, a series of organizations, personalities, and worldwide famous experts working
on AI “divert resources toward trying to build AGI [artificial general intelligence] and
stopping their version of an apocalypse in the far future, while dissuading the public from
scrutinizing the actual harms that they cause in their attempts to build AGI” (Gebru and
Torres 2024, p. 19).

These nuances demonstrate that the key differentiation in analyzing coverage of AI is
not between positive and negative; rather, it is between a sober and realistic representation
of the technology on the one hand and an exaggerated and distorted one (both for good and
for bad) on the other. The concept of ‘AI anxiety’ accounts for that difference by focusing
on the wrong conceptualization of what AI is and can be.

An example of AI anxiety can be found in the historian Yuval Noah Harari’s following
statement about AI: “We have just encountered an alien intelligence, here on Earth. We
don’t know much about it, except that it might destroy our civilisation” (Harari 2023). In
short, the author argues that (a) AI is an alien reality; (b) humans have not developed
but rather “encountered” it; (c) therefore, they do not understand it; (d) this implies that
their responsibility and accountability is limited; (e) in conclusion, it is a technology that
carries with it the worst possible danger: the extinction of the species. The opposite of this
“alien” narrative is not necessarily a positive one but a more realistic one. An example of
this is the sociotechnical approach defined by the Distributed AI Research Institute, the
platform created by Gebru: “AI is not inevitable, its harms are preventable, and when
its production and deployment include diverse perspectives and deliberate processes it
can be beneficial” (Distributed AI Research Institute 2022). This sentence encapsulates
the opposite of each point of the “alien” narrative: (a) AI is a reality constructed by
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people; (b) its development, therefore, is neither independent nor predetermined but
depends on us; (c) the responsibility and accountability for its impact fall on humans; (d) it
involves endowing the technology with deliberate processes and diverse perspectives;
(e) in conclusion, AI can be a beneficial reality for the species.

1.3. Components of AI Anxiety

The first step in measuring the level of AI anxiety is to identify its key components in
order to track them in a text and integrate them into a single index. Our literature review
on the causes of AI anxiety identified three main areas related to technology misconcep-
tions (socio-technical blindness, anthropomorphism, future orientation) and one related to
journalistic practices (clickbait).

First, Johnson and Verdicchio (2017a, 2017b) considered that one of the main causes of
AI anxiety is the so-called “sociotechnical blindness”, the failure to recognize that “AI is a
system and always and only operates in combination with people and social institutions”.
Related to this, they pointed to a second factor: a confusion about the concept of autonomy
that mixes ‘autonomy’ as a key trait that makes us human (linked to aspects such as
freedom, choice, morality) and the ‘autonomy’ that is assumed for certain machines, a
concept that can imply various capabilities (from generating random numbers to interacting
with the environment) but not those of free will or the ability to make decision.

Second, the tendency to anthropomorphize AI was proposed by Sartori and Bocca
(2023) as an additional cause for AI anxiety. This is not a new problem: AI has historically
been conceptualized in anthropomorphic terms (Watson 2019). In the field of narrative
representation, Placani (2024) pointed out that “anthropomorphic language is so prevalent
in AI that it seems inescapable”.

Third, Sartori and Bocca (2023) pointed out that the Western idea of modernity exhibits
“a clear future-oriented posture” which is “intertwined with uncertainty and risk”, two
common anxiety triggers. In similar terms, Johnson and Verdicchio (2017a) also attributed
AI anxiety to an inaccurate conception of technological development that tends to jump
to the endpoint of a path (for example, the creation of superhuman artificial intelligence)
without thinking carefully about the steps needed to get to that endpoint.

Fourth, and given the role played by news media in shaping the public perception
of AI, the causes of AI anxiety must be also traced back to journalism and its current
context. A salient factor in this situation that is directly related to anxiety is the growing
competition for audiences in a digital environment, a phenomenon that particularly affects
the area of analysis of this study: the headlines. Beyond its primary function of giving
a clear idea of an article’s content, a news headline in the digital realm offers a major
strategy to attract the readers’ attention (Kuiken et al. 2017). The most pronounced version
of this tendency, known as clickbait, presents some common features such as incomplete
information, non-answered questions, forward referencing, exaggeration, and appeals
expressions (Bazaco et al. 2019). These contribute to the hype for a topic such as AI and,
therefore, must be considered when studying this subject, especially as they complement
another challenge faced by newsrooms worldwide: the lack of AI training and expert
editors who can critically analyze the rapid evolution of the sector (Beckett 2019).

These four areas of AI anxiety factors serve in this study as the basis to identify specific
textual variables that can be traced and quantified in headlines.

2. Materials and Methods

To answer our research questions, we first selected a series of features based on
the existing literature on the aforementioned concepts: anthropomorphism, autonomy,
future, uncertainty, sociotechnical narratives, and clickbait, as well as the style guidelines
for reporting about AI that we proposed in Beckett et al. (2023). We conducted a semi-
automated analysis to detect these features in a corpus of headlines (n = 1682) published
by ten leading newspapers from five countries in four languages, over a one-year period
before and after the launch of ChatGPT in November 2022 (June 2022 to May 2023). Then,
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we selected the most relevant features and performed a principal component analysis (PCA)
to create a single “anxiety index” for each headline. This allowed us to study how this
phenomenon varies across countries and types of news outlets and how it evolved after the
emergence of ChatGPT.

2.1. Corpus

The outlets analyzed for our study were chosen from European countries with dif-
ferent languages (United Kingdom, Spain, France, Germany) and the United States as
an additional reference. The selection criteria were that these are the top countries in the
SCIMago classification (Trillo-Domínguez et al. 2023) corresponding to the end of the period
to be studied (summer 2023). From each country, the main newspaper with international
coverage and the main newspaper with regional coverage according to the same ranking
were chosen: The Guardian, El País, Le Monde, Frankfurter Allgemeine Zeitung, and The New
York Times (national coverage) and Manchester Evening News, La Voz de Galicia, Ouest France,
Münchner Merkur, and San Francisco Chronicle (regional coverage). The analysis was limited
to online content in the period of one year, counting from six months before the launch of
ChatGPT by OpenAI (30 November 2022) to six months thereafter, that is, from 1 June 2022
to 31 May 2023.

The unit of analysis was the headline. Here, we followed previous studies on headlines
about multiple topics such as COVID-19 (Aslam et al. 2020), fake news (Calvillo and
Smelter 2020), partisan news (Ross et al. 2021), and the subject of our analysis, AI coverage
(Roe and Perkins 2023; Ouchchy et al. 2020). Even if the headline is only a partial and
sometimes misleading component of the whole news story, it is this limitation that makes it
a valuable unit for analyzing the potential shortcomings of AI representation (Leufer 2020;
Beckett et al. 2023). Moreover, headlines offer unique features that are particularly relevant
to this study. For example, headlines in online news outlets may act as clickbait to make
the reader access the whole article (Kuiken et al. 2017). They also show higher levels of
anthropomorphism (Cheng et al. 2024).

The corpus was extracted from the media and PR database Muck Rack (muckrack.com).
Our selection of this platform was based on the double criteria of veteran and prestige. Sev-
eral previous studies have used this tool to identify political reporters (Parmelee et al. 2019),
access the 500 most-followed journalists on Twitter (Lasorsa et al. 2012), discover the top-
mentioned journalist at a news organization (Vis 2013), or perform content analysis (Canella
2023). Although it has been noted that it is not representative of the information available
on the Internet, it probably does expose the best compilation available (Lasorsa et al. 2012).

The Boolean search included terms linked to “artificial intelligence” in the four lan-
guages analyzed, with particularities such as the use of the spelling “A.I.” (with periods)
by The New York Times or the forced capitalization of “AI” to avoid false positives with
the French verb “ai”. The names of specific models launched during the period (Dall-e,
ChatGPT, Bing, Bard, and Midjourney) were also included. The original search in online
headlines of the ten newspapers (n = 1956) was processed by eliminating duplicate head-
lines, articles in alternative languages to that of the source outlet, and false positives, such
as the use of “bard” to refer to Shakespeare, reducing the final dataset (n = 1682).

2.2. Variables

Six variables were directly provided by Muck Rack: headline, publication date, URL,
media outlet, language, and news outlet’s country. We completed the basic dataset by
automatically adding another three for each headline: translation to English (with Google
Translate in a Google Sheets spreadsheet), type of outlet (regional or national), and whether
the publication date was before or after the launch of ChatGPT.

A series of features based on the concepts mentioned in the previous section were
then added through different methods. We used SpaCy and NLTK, two popular natural
language processing libraries in Python, to identify headlines in which AI was an agent.
To do so, we extracted the grammatical subjects (in active voice) or agents (in passive

muckrack.com
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voice) of the headline and identified the cases where the subject or agent was AI or a
related term, like a particular model (ChatGPT, Bing, Midjourney, Dall-e, Bard). The same
method was used to list the verbs attributed to AI in those cases. The verbs were then
manually classified between human and non-human actions. We also performed a name
entity recognition (NER) task to extract mentions to names, places, organizations, etc., in
each headline and to identify the first word type.

Other features were added looking for given terms with regular expression (RegEx)
formulas in Google Sheets: the number of textual marks of future or uncertainty; question,
exclamation, and ellipsis signs; and personal and possessive pronouns. Additionally,
we calculated the Flesch Reading Ease (Kincaid et al. 1975), a popular readability score,
with the Python library Texstat, and the average number of characters per word in the
original language with the spreadsheet. We used the GPT-4o model to detect whether each
headline contained mentions of at least one of the four main negative scenarios identified by
Cave et al. (2020): dehumanization, alienation, obsolescence, and uprising.1 We compared
the results with the output of several sentiment analysis methods and manually coded the
headlines that presented divergent classification across methods. The sentiment analysis
tools applied were an integration of ChatGPT 3.5 in Google Sheets, the textual processing
tool SEANCE, and the Hugging Face model “facebook/bart-large-mnli” based on the Bart
architecture (Lewis et al. 2019) to perform a zero-shot classification task (Yin et al. 2019)
between positive and negative emotions.

To select the most relevant variables, all were analyzed with the open-source statistical
software Jamovi v. 2.3.28.0 to detect relevant features and correlations. By optimizing the
internal reliability of the considered items until a McDonald’s omega coefficient of 0.587
was reached, five variables were removed (Table 1).

Table 1. Variable descriptions.

Feature Description

AI agency Is AI (or related terms) the subject or agent of the sentence?

Anthropomorphic verb Is the action executed by AI typically human?

NER inverted Mentions of names, places, organizations, or other entities
(inverted: more specific names mean less anxiety)

Anxiety topics Does the headline refer at least to one of a series of fears related
to AI? (dehumanization, alienation, obsolescence, uprising)

Future tense and uncertainty

How many verbal or semantic references to the future or textual
marks of uncertainty does the headline contain? (will, shall,
won’t, future, coming, going to, would, may, could, might,
some, maybe, perhaps, probably)

Personal/possessive pronouns Does the headline contain at least one personal or possessive
pronoun in the first or second person?

Signal words Does the headline contain any of the following words: this,
therefore, how, why, when, which, who?

Containing question Is there a question mark in the headline?

Readability score Flesch Reading Ease score of the headline in English

Excluded variables

Ellipsis Is there an ellipsis in the headline?

Containing exclamation Is there an exclamation mark in the headline?

First word type Does the headline start with a personal or possessive pronoun?

Shorter words Average number of characters per word in the original language

Sentiment analysis Is the headline sentiment positive or negative?
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The remaining nine variables were standardized and used to perform a principal
component analysis (PCA) to extract three main components and their scores (Table 2).
Finally, these scores were added to build a single “AI anxiety” index, which we normalized
on a scale of 0–10 to improve its interpretability.

Table 2. Result of the PCA.

Component Loadings

Component

1 2 3 Uniqueness

AI agency 0.815 0.314
Anthrop. verb 0.839 0.294
Anxiety topics 0.354 0.758
NER inverted 0.79 0.284
Signal words 0.412 0.479 0.592

Question 0.333 0.536 0.597
Future/uncertainty 0.395 0.814

Pronouns 0.553 0.662
Readability 0.75 0.428

Note: ‘varimax’ rotation was used.

3. Results
3.1. A Quantitative and Uneven Boom of AI Coverage After ChatGPT

The largest numbers of news headlines related to AI appeared in the two national
English-language dailies, The Guardian and The New York Times. The two Spanish news-
papers came next, followed by the two German newspapers. The French appeared in the
bottom half, as shown in Table 3. The corpus indicated that the emergence of ChatGPT at
the end of November 2022 dramatically increased the number of articles in the analyzed
media by more than five times (5.16), from 273 in the six months prior to the appearance of
the popular model to 1409 in the six months after.

Table 3. Headlines for each outlet, before and after ChatGPT.

Media Outlet Pre-ChatGPT Post-ChatGPT Total Growth (X) *

El País 22 181 203 8.23
Frankfurter Allgemeine Zeitung 52 121 173 2.33

La Voz de Galicia 79 156 235 1.97
Le Monde 19 122 141 6.42

Manchester Evening News 1 27 28 27.00
Münchner Merkur 5 188 193 37.60

Ouest France 8 9 17 1.13
San Francisco Chronicle 10 107 117 10.70

The Guardian 54 266 320 4.93
The New York Times 23 232 255 10.09

Total regional 103 487 590 4.73
Total national 170 922 1092 5.42

Total 273 1409 1682 5.16
* Growth was calculated by dividing the number of articles after ChatGPT by the number of articles
before ChatGPT.

However, there are important differences between the various news outlets. The
moderate variation for Frankfurter Allgemeine Zeitung (2.33) and La Voz de Galicia (1.97) is
remarkable, in both cases because their AI coverage was already high before the turning
point in November 2022. The opposite was seen for the regional Münchner Merkur (37.6),
Manchester Evening News (27), and San Francisco Chronicle (10.70), suggesting that they rode
the wave of a popular issue that they had not been covering in depth before. The other
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national media maintained a rate close to the average, ranging from 4.93 (The Guardian) to
10.69 (The New York Times). The increase was also more stable and closer to the average
when we grouped national (5.42) and regional (4.73) newspapers.

The monthly count also showed that the growth was continuous. From November
onwards, each month exceeded the previous one in terms of the number of articles. The
May figure (446) was ten times that for November (44), and a drastic increase occurred in
all countries (Figure 1).
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The drastic increase in stories about AI after ChatGPT is not surprising. However, the
fact that it occurred differently in the various newspapers studied seems to be relevant to
this study. It is to be expected that the newspapers that suddenly increased their coverage
on AI offered less balanced and nuanced stories than those that had been following the
topic since before the launch of the popular chatbot, a hypothesis that is confirmed in the
following sections.

3.2. Less Positive Coverage After ChatGPT

Before diving into the results of our AI anxiety index to answer our research question,
it is worth following the strategy of previous studies and examining the evolution of senti-
ment towards AI in our corpus. Two major trends emerged. The first is a clear dominance of
positive versus negative headlines, both before and after the launch of ChatGPT. This con-
firms the results of previous studies mentioned in the Section 1.1. Second, the proportion
of headlines with negative emotion increased after the launch of ChatGPT. Figure 2 shows
these trends according to the sentiment analysis conducted with the Hugging Face model.

These results were confirmed by a sentiment analysis of headlines with the Sentiment
Analysis and Cognition Engine (SEANCE, Crossley et al. 2017). This open-source tool for
text processing uses predefined word vectors from several source databases (including
EmoLex and VADER). The comparison between headlines before and after ChatGPT
(Table 4) showed that the hype unleashed by the chatbot not only made the media coverage
less positive and more negative but also incremented feelings such as anger, anticipation,
disgust, sadness, and surprise, while it reduced others such as joy and trust.
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Table 4. Sentiment analysis with SEANCE: selected models and sentiments.

Launch of ChatGPT

Model Sentiment Before After Change

Vader Negative 0.062 0.096 54.84%
Neutral 0.681 0.716 5.14%
Positive 0.257 0.189 −26.46%

EmoLex Anger 0.015 0.019 30.13%
Anticipation 0.034 0.036 4.32%

Disgust 0.009 0.009 1.62%
Joy 0.072 0.048 −32.63%

Sadness 0.016 0.017 11.22%
Surprise 0.015 0.016 3.93%

Trust 0.086 0.070 −18.96%

These results anticipate the major trends in our AI anxiety index presented in the next
section. However, automated sentiment analysis presents limited reliability for this type
of study, particularly when part of the emotion of each headline requires cultural context
for its interpretation. Is the headline “Artificial intelligence to detect breast cancer in the
poorest women” (El País, 2 October 2022) conveying a positive or negative emotion? What
about “Generative A.I. Is Here. Who Should Control It?” (The New York Times, 21 October
2022)? The answer is ambiguous for a human, let alone a machine learning model. This is
precisely the reason why it makes sense to measure “anxiety” instead of “sentiment”.

3.3. More “AI Anxiety” After ChatGPT, but Only in Regional News Outlets

Answering our RQ1, the index created for this study shows that the level of AI anxiety
measured over one year increased by 10.59% after the launch of ChatGPT in the overall
figure for all the newspapers studied (Table 5).

Three English-speaking newspapers lead the classification with a higher level of AI
anxiety over the analyzed period, Manchester Evening News, The Guardian, and The New York
Times, suggesting more sensationalist and hyped coverage in these countries. News outlets
from the other three countries occupy the last spots in the table: Frankfurter Allgemeine
Zeitung, Le Monde, and La Voz de Galicia.

The most striking finding is the uneven distribution of the general trend. While in
the five national newspapers as a whole, the anxiety index fell by −6.82%, in the regional
ones, it shot up by 61.41%. This pattern applies to all media in each group, with a single
exception: an increase for El País (12.94%).
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Table 5. AI anxiety index by media outlet, before and after ChatGPT, sorted by total (from more to
less anxiety).

Media Outlet Pre-ChatGPT Post-ChatGPT Total Change

The Guardian 4.28 4.02 4.06 −6.23%
Manchester Evening News 3.66 4.25 4.23 16.17%

The New York Times 4.36 3.93 3.97 −9.90%
Ouest France 3.20 3.93 3.59 23.08%

Münchner Merkur 3.00 3.58 3.57 19.48%
San Francisco Chronicle 2.41 3.61 3.51 49.53%

El País 2.93 3.31 3.27 12.94%
Frankfurter Allgemeine Zeitung 3.77 3.03 3.25 −19.66%

Le Monde 3.19 2.90 2.94 −9.10%
La Voz de Galicia 1.94 3.10 2.71 59.41%

Total national 3.84 3.58 3.62 −6.82%
Total regional 2.15 3.48 3.25 61.41%

Total 3.20 3.54 3.49 10.59%

Figure 3 shows this development month by month and grouped by type of outlet. The
index remained quite stable for national outlets, with regular fluctuations that look like
clickbait cycles of topics discovered, exploited, and soon forgotten. Regional media showed
lower AI anxiety than national media with similar curves until the end of November, when
ChatGPT was presented and this parallel development abruptly changed; while the index
tended to stabilize in national outlets after this date, the regionals presented sharper and
continuous growth until they surpassed national media in February. Overall, the trend in
AI anxiety over the year moved slightly downwards in the group of five national outlets
and upwards for the five regional outlets. Both started to decline in March.
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Turning to the main factors behind these general trends (RQ2), a number of qualitative
observations are worth highlighting. While all the AI anxiety variables increased in the
regional media after the launch of ChatGPT, the opposite occurred among national media,
where six out of nine fell and only three increased (Table 6). The level of anxiety among
regional outlets is mainly due to indicators of AI agency, anthropomorphism, and negative
topics. A decrease in the number of concrete entities mentioned is also an important feature
for regional media, as it reveals how often they connect AI stories to local reality and
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protagonists by including their names in headlines. On the other hand, among national
outlets, the group of anxiety components that increased is primarily linked to clickbait
features, such as greater use of pronouns, better readability scores (texts that are easier to
understand), and the use of the future tense and uncertainty references.

Table 6. Evolution of features linked to AI anxiety after ChatGPT in regional and national news outlets.

Feature National Regional

AI agent −100.57% 108.08%
Anthrop. verb −127.84% 131.71%
Anxiety topic −69.97% 103.82%
NER inverted −47.60% 95.15%
Signal words −103.25% 96.01%

Question −87.37% 94.19%
Future/uncertainty 134.98% 51.08%

Pronouns 362.05% 73.58%
Readability 257.82% 85.91%

More importantly, there is some correlation between a steeper increase in AI coverage
after the launch of ChatGPT (Table 3) and a larger increase in the anxiety index (Table 5). The
three newspapers that increased their production the most (Münchner Merkur, Manchester
Evening News, and San Francisco Chronicle) also showed significant gains in the index
(19.48%, 16.17%, and 49.53%, respectively). On the opposite side, smaller changes in the
coverage of Le Monde, The Guardian, and Frankfurter Allgemeine Zeitung are associated with
a decrease in the anxiety index (−9.10%, −6.23%, and −19.66%). An exception to this trend
is La Voz de Galicia, where an insignificant increase in AI coverage after ChatGPT contrasts
with a surge of 59.41% in the anxiety index, probably because this newspaper started from
the lowest pre-ChatGPT level and any change represents a higher percentage.

Finally, there is a certain consistency across the variables. The newspapers at the top
of Table 7 show a higher degree of anxiety (more orange) in most values, with only a few
relevant exceptions. The most important is the NER value. We consider that fewer mentions
of concrete persons, places, and organizations contribute to a higher level of anxiety (this is
the reason why we inverted the number of entities extracted for each headline: more entities
mean less anxiety). However, this variable correlates inversely with the rest, as already
noted during the process of selecting which variables were to be included in this study.

Table 7. Variable values per news outlet, sorted by the added level of AI anxiety.

Outlet
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Manchester Evening
News −0.138 −0.135 0.515 −0.06 0.62 −0.05 0.06 0.45 0.48

The Guardian 0.082 0.019 0.268 0.05 −0.01 0.26 0.15 0.17 0.47
The News York Times 0.102 0.032 0.058 0.00 0.16 0.07 −0.02 0.13 0.68

Ouest France 0.304 0.186 0.123 0.32 0.00 −0.20 −0.09 −0.13 −0.27
Münchner Merkur 0.102 0.192 0.002 0.18 −0.03 −0.04 −0.06 −0.05 −0.06

San Francisco Chronicle −0.044 −0.074 0.131 0.05 −0.13 −0.04 0.07 −0.10 0.31
El País −0.132 −0.082 −0.014 0.10 0.06 −0.12 0.06 0.11 −0.55

Frankfuter Allgemeine
Zeitung −0.048 0.020 −0.156 0.17 0.04 −0.06 −0.22 −0.22 −0.14

Le Monde 0.049 −0.108 −0.033 0.06 −0.22 −0.18 −0.07 −0.22 −0.67
La Voz de Galicia −0.170 −0.058 −0.418 −0.50 −0.09 −0.10 −0.01 −0.14 −0.54

Note: Average Z-values are given for each variable during the whole year. The color scale indicates the relative
value of each variable compared to the other outlets (more orange, more “anxiety”).

The table also highlights other eloquent exceptions, such as the frequent use of AI as an
agent, linked to anthropomorphizing verbs, in spots four and five of the table (Ouest France
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and Münchner Merkur), while this important feature seems to be low in the newspaper on
top of the list (Manchester Evening News).

3.4. Two Opposite Cases

Having a standardized index allows comparisons to be made not only between differ-
ent time series but also between different media outlets. As an example, we take two outlets
with different characteristics at the extremes of the general classification of AI anxiety in
Table 5.

La Voz de Galicia, with 35.7M monthly visits to its website according to the platform
SimilarWeb, is one of the main regional media outlets in Spain. From a central newsroom
in the city of La Coruña, it covers the entire region of Galicia (Northwest) with several
local editions. In our ranking, it stands out for having the lowest anxiety index among the
ten newspapers analyzed. This can be linked to another fact: it is the one that increased
its coverage the least after ChatGPT (excluding Ouest France, which is misleading due to
its low number of articles). This suggests that it has been closely following AI-related
issues even before the “hype” unleashed by OpenAI’s chatbot. Its approach also offers an
interesting example of how to do so without having to convey an anxious tone: many of
its articles on AI, before and after ChatGPT, focus on local issues linked to Galicia and La
Coruña, which is reflected in the large number of entities detected. Additionally, it shows
an interest in telling current and developing stories (less use of the future), with a more real
approach (fewer interrogations) and focused more on human or governmental protagonists
(less use of AI as an agent and fewer references to the danger of AI).

The Guardian, one of the most prestigious national newspapers in Europe, with 342M
monthly visits to its website (ten times the figure of La Voz de Galicia), also provided intensive
coverage on AI before ChatGPT, although with fewer previous articles than La Voz de Galicia
(54 vs. 79) and more than twice the increase after the launch of the popular chatbot (4.93 vs.
1.97 times). As an international reference, the newspaper offers more ‘delocalized’ stories
(more headlines without specific entities) and more critical opinion articles by well-known
names (which encourages a more subjective tone, with more mentions of negative topics).
Because of its global readership and large online reach, the headlines collected also play
with a style that is more aware of the importance of SEO and the need for clickable focuses
(more questions, many in the future tense; greater readability; and more signal words and
allusions to the reader in the second person).

Table 8 sums up both newspapers’ performance across all variables.

Table 8. Comparison between La Voz de Galicia and The Guardian.

La Voz de Galicia The Guardian Difference

Variable Pre Post Total Pre Post Total Pre Post Total

AI agent −0.475 −0.015 −0.170 0.087 0.081 0.082 0.563 0.096 0.252
Human verb −0.275 0.052 −0.058 0.160 −0.010 0.019 0.435 −0.061 0.077
Anxiety topic −0.929 −0.160 −0.418 0.390 0.243 0.268 1.319 0.403 0.686
NER inverted −0.723 −0.389 −0.501 0.009 0.054 0.046 0.731 0.443 0.548
Signal words −0.253 −0.011 −0.092 0.202 −0.053 −0.010 0.455 −0.042 0.082

Question −0.297 −0.004 −0.103 0.414 0.232 0.263 0.712 0.236 0.365
Future/uncertainty 0.027 −0.033 −0.013 0.033 0.174 0.150 0.005 0.207 0.163

Pronouns −0.188 −0.109 −0.136 0.032 0.195 0.168 0.220 0.305 0.303
Readability −0.719 −0.447 −0.539 0.550 0.457 0.473 1.268 0.904 1.011

4. Discussion and Conclusions

This article contributes to the emergent field of studies about AI narratives by propos-
ing a systematic and semiautomated way of analyzing one of its most prominent com-
ponents, the concept of AI anxiety, through an index based on a series of nine variables.
Answering RQ1, our index shows that the launch of ChatGPT, one of the most important
milestones in the history of AI, increased the level of AI anxiety in the media. However,
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the two groups of analyzed newspapers present divergent patterns. While national media
exhibited a slight decline in AI anxiety post-ChatGPT, regional outlets showed a substan-
tial increase. Regarding RQ2, our results indicate that greater AI anxiety after ChatGPT
correlates in almost all cases with a sudden increase in the number of news stories about AI,
caused by the chatbot’s launch in November 2022. This surge was particularly drastic in
some regional media, suggesting that they were more reactive and less equipped with the
resources for balanced coverage compared to national outlets. However, this also means
that lower scores in the anxiety index depend not on the prominence, the prestige, or the
reach of a news outlet but rather on its sustained commitment to the coverage of AI and the
corresponding expertise in the newsroom. In this context, the brief close-up on the cases of
La Voz de Galicia and The Guardian revealed the unexpected benefits of regional newspapers
in terms of nuanced and realistic coverage, such as the exploration of local stories and
protagonists. Conversely, more powerful and global media face their own challenges, such
as the loss of “ground” derived from an international perspective or the quest for a greater
impact on social media.

These findings contribute to moving the study of AI narratives beyond the binary
categories of positive–negative, hope–fear, and utopian–apocalyptic that characterize previ-
ous research (Roe and Perkins 2023; Moriniello et al. 2024; van Noort 2024). Instead, our
index provides a new analytical tool to better quantify and understand the characteristics
and causes of the misalignment between real and represented AI and the subsequent
feeling of “anxiety” (Sartori and Theodorou 2022). This shift also moves away from an
already outdated view of technology as deterministic and inevitable, and it aligns with
more productive theoretical frameworks, such as the actor network theory developed by
Latour (2007) or the mediation theory by Verbeek (2010). From this perspective, media
coverage should abandon the portrayal of AI as an “alien” entity that is unexplainable,
autonomous, and eventually lethal and rather move to a more relational and dynamic, less
dichotomic and fixed conceptualization of the relation between humans and machines.

There are some limitations of this study that open interesting opportunities for further
research. First, the analyzed corpus presents imbalances (such as the low number of items
corresponding to some regional outlets) that may have distorted the results. A broader
and more balanced dataset could compensate for this effect. Second, a longer period
of analysis could provide additional insights, particularly considering that the impact
of ChatGPT was not fully stabilized only six months after its launch (a trend that just
started to be detected in our data, as shown in Figure 3). Furthermore, the previous six
months were already distorted by a first wave of generative AI models with strong media
coverage (Dall-e 2, Midjourney, Stable Diffusion). Third, as negative sentiment is a key
component of anxiety, new paths to incorporate this variable into a composite index should
be found. Although our index includes a variable that considers mentions of topics such as
extinction, obsolescence, or alienation, there is still scope to measure negative emotional
language in more detail. Fourth, in the same way that we included in our index the
key dimension of anthropomorphism by looking at both the doer and the action in the
headlines, further elements of the sentence could be analyzed, like adjectives or metaphors.
A qualitative analysis could solve the intrinsic limitations of an automated analysis in this
and the previous point. Fifth, even though headlines are particularly effective in conveying
anxiety, it is crucial to broaden the analysis to cover additional components of news items,
starting with the “blind spot” (Romele 2022) that represents another key element: images
that illustrate AI stories. Finally, the dimension of audience perception is also needed to
complete the landscape of AI representation in the press. A variable like engagement with
each story in social media would add an extra layer to an AI anxiety index such as the one
proposed in the present article.

By addressing these factors, future research can further refine this index and ex-
pand its potential to enhance our understanding of AI’s portrayal and its influence on
public perception.
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Note
1 The following prompt was used to perform this task:

“This is a news headline related to artificial intelligence. Read it slowly and answer one by one the following questions. AI
or the AI model mentioned in the headline is represented as a technology that. . .

(a) can dehumanize us and make us lose our essence and values.
(b) can uprise and escape human control.
(c) can make humans obsolete and replace them.
(d) is dangerous because it can be used to discriminate, kill, disinform, steal, etc.

Answer all the questions separated by commas. Answer only “yes” or “no” for each one, without further explanation. For
example, your answer could look like this: “yes, no, no, no”.”
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