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Abstract: This paper investigates an improved fixed-time stability theory together with a state
feedback controller for a class of nonlinear stochastic systems. First, a delicate transformation is
performed, and next, a Gamma function is utilized to directly derive the value of the integral function,
which ultimately yields a fixed-time stabilization theorem with a higher precision upper bound for
the settling time. Unlike the existing estimation process of amplifying twice, we only performed
one amplification, which weakens the effect of amplification. Then, a state feedback controller is
constructed for stochastic systems by the method of adding a power integrator. Utilizing the proposed
stochastic fixed-time stability theory, simulations show that the intended controller ensures that the
trivial solution of the suggested system is fixed-time stable in probability. The results of the simulation
demonstrate that the suggested control scheme is meaningful.

Keywords: fixed-time stability; gamma function; state feedback control; stochastic nonlinear system;
adding a power integrator

1. Introduction

The stabilization of stochastic nonlinear systems has always been a concern of control
theorists. For example, in one study, the asymptotic stability of stochastic nonlinear systems
was studied via the application of the backstepping technique [1]; in another study [2], the
output feedback stability matter of stochastic nonlinear systems was examined, and so on.
However, using this approach, in asymptotic stability, the equilibrium point converges
to zero as time approaches infinity. An infinite convergence time may not be conducive
to practical applications. To tackle this issue, the stochastic finite-time stability theorem
was proposed [3,4]. Subsequently, many finite-time stability control schemes have been
devised for a variety of stochastic systems [5–11]. For instance, two studies [7,10] dis-
cussed finite-time stabilization for strict-feedback nonlinear stochastic systems, while a
third [11] considered switching stochastic nonlinear systems. Following this, one group of
researchers [12] addressed the finite-time stability matter of p-norm stochastic constrained
systems. While another [13] investigated finite-time stabilization for nonlinear stochastic
systems with asymmetric output constraints.

It needs to be emphasized that the upper bound estimation of settling time functions
attained in the aforementioned studies are sensitive to the initial states of the system. In
other words, the convergence time is also uncertain if the initial value is not available, and
it may increase unboundedly with an increasing initial value. Additionally, significant
improvement in the convergence time requires placing the initial state at a suitable location
within the state space in advance, which is not viable. To alleviate this problem, a theorem
of fixed-time stability was proposed [14,15]. Furthermore, a finite settling time estimation
was gained from the obtained theorem, guaranteeing that the estimation is independent
of the initial conditions. Currently, the research on fixed-time control has made many
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achievements. For instance, a fixed-time HOSM (high-order sliding mode) controller under
asymmetric output constraints was proposed in one study [16]; in a second study [17],
through sliding mode theory and adaptive control technology, two controllers were de-
signed to improve system performance; while a third study [18] examined the adaptive
fixed-time tracking control of stochastic pure-feedback nonlinear systems.

Nevertheless, estimating the upper bound of the settling time is not a simple task.
To date, some interesting conclusions have been obtained on settling time estimation
for deterministic fixed-time stability systems. For example, a non-conservative upper
bound for special circumstance was provided in one [19]. While, in a second, by using
integral transformation technology, a smaller estimation of settling time was achieved [20].
However, for fixed-time stability of stochastic nonlinear systems, there have been only
a few studies on how to enhance the estimation accuracy of settling time. In one [21], a
relatively accurate estimation was obtained compared to that in one of the studies in which
the theorem was proposed [14], but the achieved upper bound for settling time remained
conservative. Hence, the primary goal of this paper is to investigate this issue and yield
a higher-precision estimation of the settling time for nonlinear stochastic systems. As a
secondary goal, we will also consider the design of the state feedback controller.

The major contributions of this essay can be summed up in two parts:

(1) A new estimation of the settling time is obtained through an ingenious variable
transformation and the application of the Gamma function that is more accurate than
existing settling time estimations;

(2) Applying adding a power integration approach, a continuous state feedback controller
is created for a stochastic system. Utilizing the theory of fixed-time stability, it is shown
that the suggested controller ensures that the investigated system is fixed-time stable
in probability.

The rest of the paper is structured as follows. The relevant theories are given in
Section 2, the main theorem of the paper and the design of a state feedback controller
are given in Section 3, and a numerical simulation is given in Section 4 to illustrate the
effectiveness of the proposed methodology. Section 5 concludes the paper.

2. Problem and Preliminaries

Consider the following stochastic system:

dx = f (x)dt + g(x)dω, ∀x(0) = x0 ∈ Rn. (1)

where x ∈ Rn is the state vector, ω is an r dimensional standard Wiener process defined on
probability space (Ω,𭟋, P ) with Ω being a simple space, 𭟋 is the domain of the σ-field, and
P is measurable in probability, f (x) : Rn → R, and g(x) : Rn → Rr are Borel measurable
continuous functions, and f (0) = 0, g(x) = 0.

Definition 1 ([7]). ∀V(x) ∈ C2 relating to system (1), the differential operator of V(x) is
described by

LV =
∂V
∂x

f (x) +
1
2

tr
{

gT(x)
∂2V
∂x2 g(x)

}
. (2)

where 1
2 tr
{

gT(x) ∂2V
∂x2 g(x)

}
is called the Hessian term.

Definition 2 ([7,11]). The origin of system (1) is framed as finite-time stable in probability, if the
solution exists for an arbitrary initial vector, labeled as x(t; x0), and the subsequent definitions establish

(1) Finite-time attractiveness in probability: for each initial data x0 ∈ Rn \ {0}, the stochastic settling
time tx0 = in f{t ≥ 0; x(t, x0) = 0} is finite almost everywhere, i.e., P{tx0 < +∞} = 1;

(2) Stability in probability: for each pair of ε1 ∈ (0, 1) and r1 > 0, there exists a δ1(ε1, r1) > 0
makes P{|x(t, x0)|, ∀t ≥ 0} ≥ 1 − ε1,|x0| < δ1.
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Definition 3 ([14]). The origin of system (1) is termed as fixed-time stable, if

(1) The equilibrium solution is finite-time stable in probability;
(2) E(tx0) ≤ Tmax, ∀x0 ∈ Rn \ {0}, where Tmax > 0 and independent of the initial data.

Definition 4 ([22]). Let α > 0, then the Gamma function is defined as follows:

Γ(α) =
∫ +∞

0
zα−1

1 e−z1 dz1. (3)

Definition 5 ([23]). Let α > 0, ϱ > 0, and the Beta function be labeled as B(α, ϱ), which is defined
as follows:

B(α, ϱ) =
∫ 1

0
zα−1

1 (1 − z1)
ϱ−1dz1 =

Γ(α)Γ(ϱ)
Γ(α + ϱ)

. (4)

Lemma 1 ([8]). Suppose that there exists a non-negative function V(x) ∈ C2, which is radially
unbounded, that is, limx→+∞ V(x) = +∞. If LV ≤ 0, then system (1) has a solution for an
arbitrary initial date.

Lemma 2 ([21]). For system (1), if ∃V(x) : Rn → R+, which is positive definite, C2 and radially
unbounded, and a continuous differentiable function γ1(·) > 0, for arbitrary 0 < ε < +∞,∫ ε

0
1

γ1(s)
ds ≤ M1 where M1 > 0 and γ′

1(s) ≥ 0 for arbitrary s > 0, such that

LV(x) ≤ −γ1(V(x)) (5)

therefore, system (1) possesses a fixed-time stable origin; in addition, its corresponding settling time
meets E(tx0) ≤ M1, ∀x0 ∈ R \ {0}.

Lemma 3 ([24]). For every real number q1 > 0, and arbitrary variables zi ∈ R, i = 1, ..., n,
we have

(|z1|+ |z2|+ ... + |zn|)q1 ≤ max{1, nq1−1}(|z1|q1 + |z2|q1 + ... + |zn|q1). (6)

Lemma 4 ([24]). Let q2, q3 ∈ (0,+∞), q2 ≥ 1, ∀z1, z2 ∈ R, then the following inequalities hold

(1)|zq2
1 − zq2

2 | ≤ q2(2q2−2 + 2)(|z1 − z2|)(|z
q2−1
1 − zq2−1

2 |),

(2)|z
q3
q2
1 − z

q3
q2
2 | ≤ 21− 1

q2 (|zq3
1 − zq3

2 |)
1

q2 ,

(3)(|z1|+ |z2|)
1

q2 ≤ |z1|
1

q2 + |z2|
1

q2 ≤ 21− 1
q2 (|z1|+ |z2|)

1
q2 .

(7)

Lemma 5 ([25]). Let z1, z2 ∈ R, ∀q4 > 0, q5 > 0, and any real valued functions C(·) > 0 and
Q(·) ≥ 0, then it holds that

C(·)|z1|q4 |z2|q5 ≤ q4Q(·)
q4 + q5

|z1|q4+q5 +
q5(C(·))

q4+q5
q5

q4 + q5
(Q(·))−

q4
q5 |z2|q4+q5 . (8)

3. Main Results

In this section, we will use the above ingenious variable transformation and Gamma
function to acquire a more precise upper-bound estimation of the settling time function,
and design a fixed-time stabilizing controller for a stochastic strict-feedback system.

3.1. A Fixed-Time Stability Theorem

Theorem 1. Suppose system (1) has a positive definite C2 and a radially unbounded Lyapunov
function V(x) with µ ∈ R+, ρ ∈ R+, 0 < s < 1, r > 1, makes LV ≤ −µV(x)s − ρV(x)r,
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∀x ∈ Rn \ {0}. Therefore, system (1) possesses a fixed-time stable equilibrium solution; moreover,
the relevant settling time meets

E(tx0) ≤ Tmax =
(µ/ρ)

1−s
r−s Γ( 1−s

r−s )Γ(
r−1
r−s )

µ(r − s)
, ∀x0 ∈ Rn \ {0}. (9)

Proof. Let γ1(V(x)) = µV(x)s + ρV(x)r ≥ 0. Then, from the definition of V(x), we can
attain γ′

1(V(x)) = sµV(x)s−1 + rρV(x)r−1 ≥ 0. Next, let Z = 1
(µ/ρ)Vs−r+1 , thereby one is

able to attain that V = ((ρ/µ)(1/Z − 1))
1

s−r , dV = (ρ/µ)
1

s−r (1/Z−1)
1

s−r −1

Z2(r−s) dZ. Furthermore,
for any 0 < ε < +∞, one can infer that∫ ε

0

1
γ1(V(x))

dV =
∫ ε

0

1
µV(x)s + ρV(x)r dV

≤
∫ +∞

0

1
µV(x)s + ρV(x)r dV

=
∫ +∞

0

ρ−1V−r

(µ/ρ)Vs−r + 1
dV

=
∫ 1

0

Z((ρ/µ)(1/Z − 1))
−r
s−r (ρ/µ)

1
s−r

Z2(r − s)ρ
(1/Z − 1)

1
s−r −1dZ

=
∫ 1

0

(µ/ρ)
1−s
r−s

µ(r − s)
(1 − Z)

s−1
r−s

Z
r−1
r−s

dZ

=
(µ/ρ)

1−s
r−s

µ(r − s)

∫ 1

0
Z− r−1

r−s (1 − Z)−
1−s
r−s dZ.

(10)

By the definitions of the Beta function and Gamma function, one has∫ 1

0
Z− r−1

r−s (1 − Z)−
1−s
r−s dZ = Γ(

1 − s
r − s

)Γ(
r − 1
r − s

) (11)

Clearly, Tmax =
(µ/ρ)

1−s
r−s Γ( 1−s

r−s )Γ(
r−1
r−s )

µ(r−s) is a positive constant. Then, in accordance with
Lemma 2, it can be inferred that system (1) has a fixed-time stable equilibrium point
with a holding inequality (9).

Remark 1. Although other authors [14,21] have also studied fixed-time stability, the fixed-time
stability theorems in these two studies provided conservative upper bounds, something that requires
improvement. Specifically, the settling time satisfies E(tx0) ≤ T̃max = 1

µ(1−s) +
1

ρ(r−1) in the first

study [14], while in the second [21], it satisfies E(tx0) ≤ T̂max = (µ/ρ)
1−s
r−s

µ(1−s) + (µ/ρ)
1−r
r−s

ρ(r−1) . Comparing
the above proof with these two studies, we can see that the upper bound estimations of the settling
time functions in the previous studies were obtained by amplifying the integral function and the
integration region, while we only amplify the integration region to gain the upper bound. Hence, it
is easily known that Tmax is less than T̃max, T̂max. Thus, this paper proposes a improved method to
obtain a more accurate settling time estimation.

3.2. State-Feedback Controller Design

Consider a class of nonlinear stochastic systems as follows:
dxi = (xi+1 + fi(xi))dt + gi(xi)dω

1 ≤ i ≤ n − 1
dxn = (u + fn(xn))dt + gn(xn)dω

(12)
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where u ∈ R is denoted as the input state and x = (x1, ..., xn)T ∈ Rn is denoted as
the state variable; xi = (x1, x2, ..., xi)

T ; the definition of ω is consistent with system (1);
in addition, fi(xi) : Ri → R and gi(xi) : Ri → Rr are known smooth functions, and
satisfy fi(0, · · · , 0) = 0, gi(0, · · · , 0) = 0, and referred to as system drift and the diffusion
term, respectively.

Assumption 1. For i = 1, ..., n, there exist known non-negative smooth functions ζi(xi), ηi(xi)
such that

| fi(xi)| ≤ ζi(xi)
i

∑
j=1

|xj|
τi+θ

τj ,

∥gi(xi)∥ ≤ ηi(xi)
i

∑
j=1

|xj|
2τi+θ

2τj .

(13)

where θ ∈ (− 1
n , 0), τ1 = 1, τi = 1 + (i − 1)θ, i = 2, ..., n + 1.

Remark 2. Assumption 1 is borrowed from references [26,27], which considered the finite-time
stability of deterministic nonlinear systems. In this paper, we take stochastic factors into account
and the growth condition is similarly given for the diffusion term. For convenience, we can choose
θ = − d1

d2
, with d1, d2 of even and odd numbers, respectively, which implies that τi = 1 + (i − 1)θ

is always odd.

Firstly, the following coordinate transformation are given

ξ1 = x
1

τ1
1 , x∗1 = 0, ξi = x

1
τi
i − x

∗ 1
τi

i , i = 2, 3, ..., n + 1. (14)

where x∗2 , x∗3 , ..., x∗n+1 are virtual controllers and will be constructed subsequently.

Step 1. Select the Lyapunov function V1 =
∫ x1

x∗1
(ν

1
τ1 − x

∗ 1
τ1

1 )4−τ1 dν.
By Definition 1, Lemma 4, and Assumption 1, we can gain the following inequality:

LV1 = ξ4−τ1
1 (x2 + f1(x1)) +

4 − τ1

2τ1
ξ4−2τ1

1 |g1(x1)|2

≤ ξ4−τ1
1 (x2 − x∗2) + ξ4−τ1

1 x∗2

+ ζ1(x1)|ξ1|4+θ +
4 − τ1

2τ1
η2

1(x1)|ξ1|4+θ

≤ ξ4−τ1
1 (x2 − x∗2) + ξ4−τ1

1 x∗2 + N1(x1)|ξ1|4+θ .

(15)

where N1(x1) = N11(x1) + N12(x1), N11(x1) ≥ ζ1(x1), and N12(x1) ≥ 4−τ1
2τ1

η2
1(x1) are

smooth functions.
So, we construct the first virtual controller as

x∗2 = −β1(x1)ξ
τ2
1 ,

β1(x1) = c1 + (n − 1) + N1(x1) + c2|ξ1|σ,
(16)

where σ > −θ, and c1 > 0, c2 > 0 are design parameters.
Hence, substituting (16) into (15), we can obtain

LV1 ≤ −c1|ξ1|4+θ − (n − 1)|ξ1|4+θ

− c2|ξ1|4+σ+θ − ξ4−τ1
1 (x2 − x∗2).

(17)



Actuators 2024, 13, 3 6 of 16

Step i(2 ≤ i ≤ n − 1). Assuming that at step i − 1 there is a Lyapunov function

Vi−1 = ∑i−1
j=1 Wj, with Wj =

∫ xj
x∗j
(ν

1
τj − x

∗ 1
τj

j )4−τj dν, and a string of virtual controllers

x∗2(x1) = −β2(x̄2)ξ
τ3
2 , . . . , x∗i (x̄i−1) = −βi−1(x̄i−1)ξ

τi
i−1, such that

LVi−1 ≤ −
i−1

∑
j=1

c1|ξ j|4+θ − (n − i + 1)
i−1

∑
j=1

|ξ j|4+θ

−
i−1

∑
j=1

c2|ξ j|4+σ+θ + ξ
4−τi−1
i−1 (xi − x∗i )

(18)

where β1(x1), β2(x̄2), ..., βi−1(x̄i−1) are non-negative continuous functions.
Then, we can construct the ith Lyapunov function

Vi = Vi−1 + Wi, Wi =
∫ xi

x∗i
(ν

1
τi − x∗

1
τi

i )4−τi dν. (19)

According to the definition of Wi, x∗i , we can obtain

∂Wi
∂xi

= ξ
4−τi
i ; (20)

∂Wi
∂xj

= −(4 − τi)
∂x∗

1
τi

i
∂xj

∫ xi

x∗i
(ν

1
τi −x∗

1
τi

i )3−τi dν; (21)

∂2Wi

∂x2
i

=
4 − τi

τi
x

1
τi
−1

i ξ
3−τi
i ; (22)

∂2Wi
∂xj∂xi

= −(4 − τi)ξ
3−τi
i

∂x∗
1
τi

i
∂xj

; (23)

∂2Wi
∂xj∂xl

= −(4 − τi)
∂2(x∗

1
τi

i )

∂xj∂xl

∫ xi

x∗i
(ν

1
τi −x∗

1
τi

i )3−τi dν

+ (4 − τi)(3 − τi)
∂x∗

1
τi

i
∂xj

∂x∗
1
τi

i
∂xl

∫ xi

x∗i
(ν

1
τi −x∗

1
τi

i )2−τi dν;

(24)

∂2Wi

∂x2
j

= −(4 − τi)
∂2(x∗

1
τi

i )

∂x2
j

∫ xi

x∗i
(ν

1
τi −x∗

1
τi

i )3−τi dν

+ (4 − τi)(3 − τi)

∂x∗
1
τi

i
∂xj


2 ∫ xi

x∗i
(ν

1
τi −x∗

1
τi

i )2−τi dν.

(25)
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Therefore, from Definition 1 and Equations (18) and (19), one attains

LVi = −
i−1

∑
j=1

c1|ξ j|4+θ − (n − i + 1)
i−1

∑
j=1

|ξ j|4+θ

−
i−1

∑
j=1

c2|ξ j|4+σ+θ +
∂Wi
∂xi

xi+1 + ξ
4−τi−1
i−1 (xi − x∗i )

+
∂Wi
∂xi

fi(x̄i) +
i

∑
j=1

∂Wi
∂xj

(xj+1 + f j(x̄i)) +
1
2

tr{GT
i (x̄i)

∂2Wi

∂x̄2
i

Gi(x̄i)}

(26)

where GT
i (x̄i) = (gT

1 (x1), gT
2 (x̄2), · · · , gT

i (x̄i)),

1
2

tr{GT
i (x̄i)

∂2Wi

∂x̄2
i

Gi(x̄i)} =
i−1

∑
j,l=1,j ̸=l

∂2Wi
∂xj∂xl

gT
j (x̄j)gl(x̄l) +

1
2

i−1

∑
j=1

∂2Wi

∂x2
j

gT
j (x̄j)gj(x̄j)

+
i−1

∑
j=1

∂2Wi
∂xj∂xi

gT
j (x̄j)gi(x̄i) +

1
2

∂2Wi

∂x2
i

gT
i (x̄i)gi(x̄i).

To facilitate the subsequent calculations, we render the following propositions and
will provide specific proofs in Appendix A.

Proposition 1. A positive constant called Ni1 exists that makes

|ξ4−τi−1
i−1 (xi − x∗i )| ≤

1
4
|ξi−1|4+θ + Ni1|ξi|4+θ (27)

Proposition 2. A positive smooth function called Ni2(x̄i) exists, which thereby makes∣∣∣∣∂Wi
∂xi

fi(x̄i)

∣∣∣∣ ≤ 1
4

i−1

∑
j=1

|ξ j|4+θ + Ni2(x̄i)|ξi|4+θ . (28)

Proposition 3. There exists a positive smooth function Ni3(x̄i) that makes∣∣∣∣∣i−1

∑
j=1

∂Wi
∂xj

(xj+1 + f j(x̄j))

∣∣∣∣∣ ≤ 1
4

i−1

∑
j=1

|ξ j|4+θ + Ni3(x̄i)|ξi|4+θ . (29)

Proposition 4. There exists a positive smooth function Ni4(x̄i) that makes∣∣∣∣∣12 tr

{
GT

i (x̄i)
∂2Wi

∂x̄2
i

Gi(x̄i)

}∣∣∣∣∣ ≤ 1
4

i−1

∑
j=1

|ξ j|4+θ + Ni4(x̄i)|ξi|4+θ . (30)

Substituting Propositions 1–4 into (26) results in

LVi ≤ −(n − i + 1)
i−1

∑
j=1

|ξ j|4+θ −
i−1

∑
j=1

c1|ξ j|4+θ −
i−1

∑
j=1

c2|ξ j|4+σ+θ

+
i−1

∑
j=1

|ξ j|4+θ + ξ
4−τi
i (xi+1 − x∗i+1) + ξ

4−τi
i x∗i+1

+ (Ni1 + Ni2(x̄i) + Ni3(x̄i) + Ni4(x̄i))|ξi|4+θ .

(31)
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Therefore, a virtual controller can be designed

x∗i+1 = −βi(x̄i)ξ
τi+1
i ,

βi(x̄i) = c1 + (n − i) + Ni(x̄i) + c2|ξi|σ,
(32)

where Ni(x̄i) = Ni1 + Ni2(x̄i) + Ni3(x̄i) + Ni4(x̄i). Then, substituting (32) into (31), we
will acquire

LVi ≤ −(n − i)
i

∑
j=1

|ξ j|4+θ −
i

∑
j=1

c1|ξ j|4+θ

−
i

∑
j=1

c2|ξ j|4+σ+θ + ξ
4−τi
i (xi+1 − x∗i+1).

(33)

Step n. Based on the previous induction step, a series of virtual controllers can be
obtained, so the Lyapunov function Vn can be selected as

Vn = Vn−1 + Wn, Wn =
∫ xn

x∗n
(ν

1
τn − x∗

1
τn

n )4−τn dν. (34)

and the actual controller can be constructed as

u = x∗n+1 = −βn(x̄n)ξ
τn+1
n , (35)

where βn(x̄n) = c1 + Nn(x̄n) + c2|ξn|σ is non-negative. Then, when i = n, substituting (35)
into Equation (33) will gives the following

LVn ≤ −
n

∑
j=1

c1|ξ j|4+θ −
n

∑
j=1

c2|ξ j|4+σ+θ . (36)

Remark 3. It should be noted that both this paper and previous authors [7] have considered
stochastic strict feedback nonlinear systems, but that earlier study mainly considered the finite-time
stability issue, while the fixed-time stability is investigated in this paper. As we know, finite-time
settling time estimation depends on the initial conditions, while fixed-time settling time estimation is
independent of the initial states. The method of adding a power integrator was applied to design the
actual controller in this paper as well as in the earlier paper, but the gain functions of the controllers
designed in the two papers are very different. Compared to finite-time controllers, the gain function
βn(x̄n) of the controller designed in this paper has one additional term c2|ξn|σ, which renders a
quicker convergence rate.

3.3. Stability Analysis

The next criterion will indicate the stability perorations for system (12).

Theorem 2. If system (12) matches Assumption 1, hence, under the suggested controller (35), the
origin of the system (12) is anticipated to be fixed-time stable; meanwhile, the stochastic settling
time meets

E(tx0) ≤
4(µ/ρ)

−θ
σ Γ(−θ

σ )Γ( θ+σ
σ )

µσ
, ∀x0 ∈ Rn \ {0} (37)

where µ = 2−
4+θ

4 c1, ρ = n− θ+σ
4 2−

4+σ+θ
4 c2.
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Proof. By Lemma 4, we can prove that

|xi − x∗i | =
∣∣∣∣∣(x

1
τi
i )τi − (x∗

1
τi

i )τi

∣∣∣∣∣
≤ 21−τi

∣∣∣∣∣x 1
τi
i − x∗

1
τi

i

∣∣∣∣∣
τi

= 21−τi |ξi|τi .

(38)

Furthermore, combining Equation (38), it can be verified that

Wi =
∫ xi

x∗i
(ν

1
τi − x∗

1
τi

i )4−τi dν

≤ ξ
4−τi
i |xi − x∗i |

≤ 21−τi ξ
4−τi
i |ξi|τi

≤ 21−τi ξ4
i

≤ 2ξ4
i .

(39)

In light of the definition of Vn, it holds that

Vn ≤ 2(ξ4
1 + ξ4

2 + ... + ξ4
n). (40)

From (36), (40), and Lemma 3, we can gain

LVn ≤ −c1

n

∑
j=1

∣∣ξ j
∣∣4+θ − c2

n

∑
j=1

∣∣ξ j
∣∣4+θ+σ

= −c1

n

∑
j=1

(ξ4
j )

4+θ
4 − c2

n

∑
j=1

(ξ4
j )

4+θ+σ
4

≤ −c1(
n

∑
j=1

ξ4
j )

4+θ
4 − c2n− θ+σ

4 (
n

∑
j=1

ξ4
j )

4+θ+σ
4

≤ −c1(
Vn

2
)

4+θ
4 − c2n− θ+σ

4 (
Vn

2
)

4+θ+σ
4

= −µV
4+θ

4
n − ρV

4+θ+σ
4

n .

(41)

where µ = 2−
4+θ

4 c1, ρ = n− θ+σ
4 2−

4+σ+θ
4 c2 are positive parameters. Because σ + θ > 0,

θ ∈ (− 1
n , 0), we can obtain 0 < 4+θ

4 < 1, 4+σ+θ
4 > 1. Thus, using Theorem 1, one is able to

conclude that the origin of the stochastic nonlinear system is fixed-time stable in probability.
Meanwhile, inequality (37) holds.

4. Simulation Example

This section provides the outcomes of simulations of the following systems to further
verify the conclusion of Theorem 1{

dx1 = x2dt,

dx2 = udt + 1
3 x2

2dt + 1
5 x

4
11
1 x

4
9
2 dω.

(42)
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We choose θ = − 2
11 ∈ (− 1

2 , 0); then, τ1 = 1, τ2 = 9
11 , τ3 = 7

11 . Obviously, Assumption 1
holds with ∣∣∣∣13 x2

2

∣∣∣∣ ≤ 1
2
|x2|

11
9 (|x1|

7
11 + |x2|

7
9 ) (43)∣∣∣∣15 x

4
11
1 x

4
9
2

∣∣∣∣ ≤ 1
2
|x

4
11
1 x

4
9
2 | ≤

1
4
(|x1|

8
11 + |x2|

8
9 ). (44)

Hence, ζ2(x̄2) =
1
2 |x2|

11
9 , η2(x̄2) =

1
4 . The controller can be created as follows

ξ1 = x
1

τ1
1 , ξ2 = x

1
τ2
2 − x

∗ 1
τ2

2

x∗2 = −(c1 + 1 + N1(x1) + c2|ξ1|σ)ξτ2
1

u = −(c1 + N2(x̄2) + c2|ξ2|σ)ξτ3
2 .

(45)

where N1(x1) = 0,

N2(x1, x2) =
3
14 2

28
33 ( 3

10 )
− 14

3 + 1
2 |x2|

11
9 +

5
6 (

3
2 )

− 1
5 ( 1

2 |x2|
11
9 (1 + (c1 + 1 + c2|ξ1|σ)

7
9 ))

6
5 +

65
864 (

21
32 )

− 8
13 ( 35

288 (1 + (c1 + 1 + c2|ξ1|σ)
16
9 ))

21
13 +

2
2

11 35
11 ((c1 + 1 + c2|ξ1|σ)

11
9 + 11σ

9 (1 + c1 + c2|ξ1|σ)
2
9 |ξ1|σ) +

( 11
14 )(

7
6 )

− 3
11 (2

2
11 35

11 (1 + c1 + c2|ξ|σ)( 11σ
9 (1 + c1 + c2|ξ1|σ)

2
9 |ξ1|σ)).

We can choose c1 = 1
4 , c2 = 1

2 , σ = 2. According to Theorem 1, it can be calculated that
Tmax = 172.8405, which is less than the T̃max = 186.3245 of a previous paper [21].

Next, we select various initial data x0 = (−2,−1)T and x0 = (4, 10)T . Figures 1–4
show the numerical results of two different initial vectors. Figures 1 and 3 show the
trajectories of x1(t) and x2(t) under different initial conditions and which reach a stable state
within the same time. In addition, the trajectory of controller u is shown in Figures 2 and 4
and which reaches a stable state within the same time. When x0 = (−2,−1)T , it can be
seen from Figures 1 and 2 that the convergence time of the system states and controller
is almost 3.5 s, satisfying E(tx0) ≤ 172.8405. When x0 = (4, 10)T , from Figures 3 and 4,
we can see that the convergence time of the system states and controller is almost 3.5 s.
These results indicate that the origin of system (42) with different initial values is always
fixed-time stable in probability and different the initial states do not affect the convergence
time of the system.

Figure 1. System state response with x = (−2,−1)T .
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Figure 2. Input control response with x = (−2,−1)T .

Figure 3. System state response with x = (4, 10)T .

Figure 4. Input control response with x = (4, 10)T .
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5. Conclusions

In this paper, a fixed-time theorem with a more accurate estimate of the settling time
has been proposed and demonstrated to work. By the proposed ingenious transformation
and using a Gamma function to directly calculate the value of the integral function, a more
accurate settling time estimation of stochastic nonlinear systems has been obtained than
in existing approaches. In addition, a fixed-time stabilizing controller for the investigated
system was designed via the method of adding a power integrator, which allowed us to
demonstrate that the investigated system is fixed-time stable. In future work, we will con-
sider the fixed-time stabilization of stochastic nonlinear systems with unmeasurable states.

Author Contributions: Conceptualization, Z.L. and L.F.; methodology, Z.L.; validation, Z.L. and L.F.;
writing—original draft, Z.L.; writing—review and editing, W.Z., L.F. and D.Z. All authors have read
and agreed to the published version of the manuscript.

Funding: This work is supported by the National Natural Science Foundation of China (62103306), Sci-
entific Research Project of Anhui Higher Education Institutions (2022AH020094 and 2023AH051661).

Data Availability Statement: Data will be made available on request.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Proof of Proposition 1. Through Lemma 4, it follows that

|xi − x∗i | = |(x
1
τi
i )τi − (x∗

1
τi

i )τi | ≤ 21−τi |ξi|τi (A1)

According to the definition of τi, it holds that

|ξ4−τi−1
i−1 (xi − x∗i )| ≤ 21−τi |ξi−1|4−τi−1 |ξi|τi

≤ 1
4
|ξi−1|4+θ + Ni1|ξi|4+θ .

(A2)

where Ni1 = τi
4+θ (2

1−τi )
4+θ

τi ( 4+θ
4(4−τi)

)
− 4+θ

τi is a constant.

Proof of Proposition 2. According to ξi = x
1
τi
i − x∗

1
τi

i and the definition of x∗i we have

|xi| = |ξi + x∗
1
τi

i |τi ≤ |ξi + β
1
τi
i−1(x̄i−1)|ξi−1||τi

≤ |ξi|τi + βi−1(x̄i−1)|ξi−1|τi ;
(A3)

secondly, based on Assumption 1 and Equation (A3), one obtains

| fi(x̄i)| ≤ ζi(x̄i)
i

∑
j=1

|xj|
τi+θ

τj

≤ ζi(x̄i)
i

∑
j=1

(
|ξ j|τi+θ + β

τi+θ
τj

j−1 (x̄j−1)|ξ j−1|τi+θ

)

≤ ζi(x̄i)
i

∑
j=1

|ξ j|τi+θ + ζi(x̄i)
i−1

∑
j=1

| β j(x̄j)|
τi+θ
τj+1 |ξ j|τi+θ .

(A4)
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Therefore, from Lemma 4 and Equations (20) and (A4), one obtains∣∣∣∣∂Wi
∂xi

fi(x̄i)

∣∣∣∣ ≤ |ξi|4−τi ζi(x̄i)
i

∑
j=1

|xj|
τi+θ

τj

≤ |ξi|4−τi

(
ζi(x̄i)

i−1

∑
j=1

∣∣ξ j
∣∣τi+θ

+ ζi(x̄i)|ξi|τi+θ

)

+ |ξ|4−τi ζi(x̄i)
i−1

∑
j=1

∣∣β j(x̄j)
∣∣ τi+θ

τj+1
∣∣ξ j
∣∣τi+θ

≤ 1
4

i−1

∑
j=1

∣∣ξ j
∣∣4+θ

+ Ni2(x̄i)|ξi|4+θ

(A5)

where Ni2(x̄i) is a non-negative smooth function.

Proof of Proposition 3. In accordance with the construction of x∗i and let β̃k(x̄k) = β
1

τk+1
k (x̄k),

k = l, · · · , i− 1; for the convenience of writing, we record β̃k(x̄k) as β̃, and, thereby, one obtains∣∣∣∣∣∣∣
∂x∗

1
τi

i
∂xj

∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∂β̃i−1

∂xj
ξi−1 + β̃i−1

∂ξi−1

∂xj

∣∣∣∣∣
≤
∣∣∣∣∣∂β̃i−1

∂xj
x

1
τi−1
i−1 +

∂β̃i−1 β̃i−2

∂xj
ξi−2 + β̃i−1 β̃i−2

∂ξi−2

∂xj

∣∣∣∣∣
≤
∣∣∣∣∣i−1

∑
l=1

∂(β̃i−1 · · · β̃l)

∂xj
x

1
τl
l +

1
τj

β̃i−1 · · · β̃ jx
1
τj
−1

j

∣∣∣∣∣
≤ λij(x̄i−1)

i−1

∑
j=1

∣∣ξ j
∣∣1−τj

(A6)

where λij(x̄i−1) is a non-negative smooth function.
Hence, it is easily obtained from Equations (21) and (A6) and Lemma 5 that∣∣∣∣∣i−1

∑
j=1

∂Wi
∂xj

(xj+1 + f j(x̄j))

∣∣∣∣∣
≤

i−1

∑
j=1

(4 − τi)

∣∣∣∣∣∣∣
∂x∗

1
τi

i
∂xj

∣∣∣∣∣∣∣|ξi|3−τi (xi − x∗i )(xj+1 + f j(x̄j))

≤
i−1

∑
j=1

Hi(x̄i−1)|ξi|3
(

i−1

∑
j=1

|ξ j|1−τj

)
(|ξ j+1|τj+1 + β j(x̄j)|ξ j|τj+1

+ ζ j(x̄j)
j

∑
h=1

|ξh|τj+θ + ζ j(x̄j)
j−1

∑
h=1

|βh(x̄h)|
τj+θ

τh+1 |ξh|τj+θ)

≤ 1
4

i−1

∑
j=1

|ξ j|4+θ + Ni3(x̄i)|ξi|4+θ

(A7)

where Hi(x̄i−1) = 21−τi (4− τi)λij(x̄i−1) and Ni3(x̄i) are non-negative smooth functions.
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Proof of Proposition 4. Through the definition of x∗i , Lemma 5 and let β̃k(x̄k) = β
1

τk+1
k (x̄k),

k = 1, · · · , i − 1, for the convenience of writing, we record β̃k(x̄k) as β̃, one can thereby
surmise that

∣∣∣∣∣∣∣
∂2(x∗

1
τi

i )

∂xj∂xl

∣∣∣∣∣∣∣ ≤ |β̃i−1
∂2(x∗

1
τi−1

i−1 )

∂xj∂xl
+

∂2 β̃i−1

∂xj∂xl
ξi−1

+
∂x∗

1
τi−1

i−1
∂xj

∂β̃i−1

∂xl
+

∂x∗
1

τi−1
i−1
∂xl

∂β̃i−1

∂xj
|

≤ |∂
2 β̃i−1

∂xj∂xl
x

1
τi−1
i−1 + β̃i−2

∂2 β̃i−1

∂xj∂xl
ξi−2 + β̃i−1

∂2 β̃i−2

∂xj∂xl
ξi−2

+
∂β̃i−1

∂xj

∂β̃i−2

∂xl
ξi−2 +

∂β̃i−1

∂xl

∂β̃i−2

∂xj
ξi−2 + β̃i−1

∂β̃i−2

∂xj

∂ξi−2

∂xl

+ β̃i−2
∂β̃i−1

∂xj

∂ξi−2

∂xl
+ β̃i−1

∂β̃i−2

∂xl

∂ξi−2

∂xj
+ β̃i−2

∂β̃i−1

∂xl

∂ξi−2

∂xj
|

≤
∣∣∣∣∣∂2 β̃i−1

∂xj∂xl
x

1
τi−1
i−1 +

∂2(β̃i−1 β̃i−2)

∂xj∂xl
ξi−2

∣∣∣∣∣
+

∣∣∣∣∣∂(β̃i−1 β̃i−2)

∂xj

∂ξi−2

∂xl

∣∣∣∣∣+
∣∣∣∣∣∂(β̃i−1 β̃i−2)

∂xl

∂ξi−2

∂xj

∣∣∣∣∣
≤
∣∣∣∣∣ i−1

∑
k=1

∂2(β̃i−1 · · · β̃k)

∂xj∂xl
x

1
τk
k

∣∣∣∣∣+
∣∣∣∣∣ 1
τj

∂(β̃i−1 · · · β̃ j)

∂xl
x

1
τj
−1

j

∣∣∣∣∣
+

∣∣∣∣∣ 1
τl

∂(β̃i−1 · · · β̃l)

∂xj
x

1
τl
−1

l

∣∣∣∣∣
≤ hijl(x̄i−1)

i−1

∑
k=1

|ξk|
1−2τϵj,l .

(A8)

where ϵj,l = max{j, l}; hijl(x̄i−1) is a non-negative smooth function.
Similarly, one can obtain∣∣∣∣∣∣∣

∂2(x∗
1
τi

i )

∂xj
2

∣∣∣∣∣∣∣ ≤
∣∣∣∣∣ i−1

∑
k=1

∂2(β̃i−1 · · · β̃k)

∂x2
j

x
1
τk
k

∣∣∣∣∣+
∣∣∣∣∣ 1
τj

∂(β̃i−1 · · · β̃ j)

∂xj
x

1
τj
−1

j

∣∣∣∣∣
+

∣∣∣∣∣ 1
τj
(

1
τj

− 1)(β̃i−1 · · · β̃ j)x
1
τj
−2

j

∣∣∣∣∣
≤ h̃ij(x̄i−1)

i−1

∑
k=1

|ξk|
1−2τϵj,l ,

(A9)

where h̃ij(x̄i−1) is a smooth function. Additionally, from Assumption 1 and Equation (A3),
one obtains
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∥gi(x̄i)∥ ≤ ηi(x̄i)
i

∑
j=1

|xj|
2τi+θ

2τj

≤ ηi(x̄i)
i

∑
j=1

(
|ξ j|

2τi+θ
2 + β

2τi+θ
2τj

j−1 (x̄j−1)|ξ j−1|
zτi+θ

2

)

≤ ηi(x̄i)
i

∑
j=1

|ξ j|
2τi+θ

2 + ηi(x̄i)
i−1

∑
j=1

|β j(x̄j)|
2τi+θ
2τj+1 |ξ j|

2τi+θ
2 .

(A10)

Thus, combining Equations (25), (A9) and (A10) can be proved that

∣∣∣∣∣12 i−1

∑
j=1

∂2Wi

∂x2
j
∥gT

i (x̄i)gi(x̄i)∥
∣∣∣∣∣ ≤ i−1

∑
j=1

(21−τi (4 − τi)|ξi|3

∣∣∣∣∣∣∣
∂2(x∗

1
τi

i )

∂xj
2

∣∣∣∣∣∣∣
+ 21−τi (4 − τi)(3 − τi)

∣∣∣∣∣∣∣
∂x∗

1
τi

i
∂xj

∣∣∣∣∣∣∣
2

|ξi|2)η2
i (x̄i)

×
(

j

∑
p=1

|ξp|
2τj+θ

2 +
j−1

∑
p=1

| βp|
2τj+θ

2τp+1 |ξp|
2τj+θ

2

)2

≤
i−1

∑
j=1

λ̃ij(x̄i)

(
i−1

∑
j=1

|ξ j|
1−2τϵi,j

)
j

∑
p=1

|ξp|2τj+θ |ξi|3

+ ∑ λ̂ij(x̄i)

(
i−1

∑
j=1

|ξ j|1−τj

)2 j

∑
p=1

|ξp|2τj+θ |ξi|2

≤
i−1

∑
j=1

1
16

|ξ j|4+θ + Ni41(x̄i)|ξi|4+θ .

(A11)

where λ̃ij(x̄i) = 21−τi (4 − τi)h̃ij(x̄i−1)η
2
i (x̄i), λ̂ij(x̄i) = 21−τi (4 − τi)(3 − τi)λ

2
ij(x̄i−1)η

2
i (x̄i)

and Ni41(x̄i) are non-negative smooth functions. Thus, by utilizing Equations (22)–(24) and
Equations (A8)–(A10), one can further obtain in a similar way that∣∣∣∣∣i−1

∑
j=1

∂2Wi
∂xi∂xj

∥gi(x̄i)gT
j (x̄j)∥

∣∣∣∣∣ ≤ 1
16

i−1

∑
j=1

|ξ j|4+θ + Ni42(x̄i)|ξi|4+θ (A12)

∣∣∣∣∣ i−1

∑
j,l=1,j ̸=l

∂2Wi
∂xj∂xl

∥gj(x̄j)gT
l (x̄l)∥

∣∣∣∣∣ ≤ 1
16

i−1

∑
j=1

|ξ j|4+θ + Ni43(x̄i)|ξi|4+θ . (A13)

1
2

∣∣∣∣∂2Wi
∂xi

2 ∥gi(x̄i)gT
i (x̄i)∥

∣∣∣∣ ≤ 1
16

i−1

∑
j=1

|ξ j|4+θ + Ni44(x̄i)|ξi|4+θ . (A14)

where Ni41(x̄i), Ni42(x̄i), Ni43(x̄i), Ni44(x̄i) are non-negative smooth functions. Let Ni4(x̄i) =
Ni41(x̄i) + Ni42(x̄i) + Ni43(x̄i) + Ni44(x̄i), then, combining Equations (A11)–(A14)
ultimately yields

1
2

∣∣∣∣∣tr{GT
i (x̄i)

∂2Wi

∂x̂2
i

Gi(x̄i)}
∣∣∣∣∣ ≤ 1

4

i−1

∑
j=1

|ξ j|4+θ + Ni4(x̄i)|ξi|4+θ . (A15)
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