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Abstract: The number of students who decided to study information technology related study
programs is continually increasing. Introductory programming courses represent the most crucial
milestone in information technology education and often reflect students” ability to think abstractly
and systematically, solve problems, and design their solutions. Even though many students who
attend universities have already completed some introductory courses of programming, there is still
a large group of students with limited programming skills. This drawback often increases during
the first term, and it is often the main reason why students leave study too early. There is a myriad
of technologies and tools which can be involved in the programming course to increase students’
chances of mastering programming. The introductory programming courses used in this study has
been gradually extended over the four academic years with the automated source code assessment of
students’ programming assignments followed by the implementation of a set of suitably designed
microlearning units. The final four datasets were analysed to confirm the suitability of automated
assessment and microlearning units as predictors of at-risk students and students’ outcomes in
the introductory programming courses. The research results proved the significant contribution
of automated code assessment in students’ learning outcomes in the elementary topics of learning
programming. Simultaneously, it proved a moderate to strong dependence between the students’
activity and achievement in the activities and final students” outcomes.

Keywords: introductory programming courses; dropout prediction; automated assessment;
source code evaluation; microlearning

1. Introduction

The current demand for experts in information technology (IT) as well as the prognosis of the
future development on the labour market cause not only the constant growth of computer science
education popularity, but also a continual demand for improving the IT skills of the large group of
graduates who enter the labour market every year.

The number of students who decided to study IT-related study programs is continually increasing.
Higher educational institutions which train the future IT professionals in different study programs
react to this situation differently. Many universities admit as many students to study IT-oriented study
programs as their capacities allow, besides considering their current ranking and the position in the
country or worldwide. Consequently, they often expect that this number of students will naturally
decrease during the first months of the term. Even though this process can be considered natural,
it opens the discussion, how to teach this large group of newcomers with a different introductory level
of IT skills effectively and how to set up the safety net for the at-risk students with higher predisposition
to leave a study too early.
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Introductory programming courses represent the most crucial milestone in IT education and
often reflect students’ ability to think abstractly and systematically, solve problems, and design their
solutions. Therefore, the level of knowledge of the developers and similar experts (IT specialists,
data science specialists, specialists of Internet of Things (IoT) area, etc.) can be considered a key benefit
for the emerging labour market.

The required skills of novice programmers can be described as a set of skills learned simultaneously,
e.g., semantics, the syntax of languages, problem-solving, computational thinking etc. [1,2]. Knowledge
of one or more programming languages, or algorithmic thinking in general, are considered one of the
critical IT skills. Even though many students, who come to the universities, have already attended some
introductory courses of programming, there is still a large group of students with limited programming
skills. This drawback often increases during the first term and is often the main reason why students
leave study too early.

There are many approaches, which can be used for identification of the IT students with a higher
predisposition to dropout [3]. Even though weak programming skills are not the only reason for drop
out of studies, they often represent the most important one. Therefore, it is natural to assume that the
detailed analysis of the students’ behaviour in introductory programming courses can lead to some
relevant indicators, which can estimate the dropout rate as soon as possible, identify at-risk students,
and simultaneously help teachers to find a suitable form of intervention.

There is increasing interest in gathering and analysing this data to learn about how students
behave. An understanding of student behaviour has a value to educators in predicting success in
examinations and other assessments, identifying student difficulties and interventions designed to
mitigate them, designing tools that respond to specific behaviours in a way that is helpful to the
students [4].

There is a myriad of technologies and tools which can be successfully involved in this process.
They allow a more straightforward application of modern educational approaches also to this area
of education. As a result, they can eliminate many problems of teaching and learning introductory
programming identified in a previous decade by the implementation of new functions directly into
integrated development environment (IDE) or learning environments. As an example, the syntax
and basic semantic elements of programming languages are tracked continually and verified during
the source code writing. Therefore, the students can use code completion, hints showing parameters,
as well as a short explanation and focus directly on developing their programming thinking [4].

Many universities implemented these technologies and tools, e.g., different massive open online
courses (MOQOCs) or learning management systems (LMSs), to support different learning forms.
These systems serve as the repositories of the curated educational content at least. Moreover, in case
of more advanced IT courses allow submitting the programming assignments and their automated
evaluation, writing programming code directly in the embedded editor with syntax highlighting,
code peer-reviewing, advanced testing, etc. The integrated functions of LMS and their extensions
usually support not only progress monitoring but also many activities, quizzes and content sources
integration. Students” activities and achievements are monitored, analysed with appropriate statistical
methods, and suitably visualised on personalised dashboards (Figure 1).

It can be assumed that the activities, which require active student’s involvement in learning,
can bring more relevant results in comparison with the observation of the passive student’s presence
in the course.

Current technological advancements that allow automated evaluation of the source code written
by the student and provide immediate feedback, integrated with other approaches utilising e-learning
and microlearning advantages were selected for these study, while they have a potential to engage the
students to be more active during their study in introductory programming courses.
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Figure 1. An example of the visualisation of the progress monitoring in one of the LMS Moodle courses
used in the research. It is possible to identify users with low activity in course.

Therefore, the introductory programming course used in this study has been extended with the
automated evaluation of the programming assignments followed by the implementation of a set of
suitably designed microlearning units with the following aims:

e To analyse the relationship between the input student’s characteristics and his/her
final achievements.

e To evaluate the overall contribution of automated evaluation of the programming assignments
closely interrelated to the set of suitably designed microlearning units to the students’ final grades.

o  Toresearch the role of these two elements as possible predictors of identification of at-risk students
who fail the introductory programming course.

While the automated programming code evaluation and microlearning units were implemented
subsequently during several years, it was possible to collect four different datasets of students’
achievements and their activities, which characterise the students’ behaviour in the introductory
programming course and can be compared with each other.

The structure of the article is as follows. The related work section summarises the current state of
the introductory programming education research and emphasises that the understanding the learning
process, identifying of the factors, which influence the students’” outcomes and the ability to predict the
at-risk students are still actual. The third section describes the background of the research, defines the
research questions and used methods. The next section is devoted to the obtained results, which are
consequently thoroughly discussed in the next section. The conclusion section summarises the main
findings and suggests the direction of future research.

2. Related Work

Becker et al. [5] analysed the evolution of the introductory programming education research over
fifty years thoroughly. They confirmed that the design and structure of the course, as well as automated
assessment and student’s retention and predicting their success based on course enhancement using
new tools and technologies still belong to the main categories of the research with increasing interest.

This statement also confirms a comprehensive report [4], which analyses recent trends across the
breadth of introductory programming over the last 15 years. While other authors estimated that the
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dropout rate among students is about 30—40% [6,7], this study indicates that dropout rates among
computing students are not alarmingly high. It has been suggested that the difficulties faced by
novices may be a consequence of unrealistic expectations rather than intrinsic complexity of the course
irrespective of used educational approaches, tools and technologies.

Many studies have been conducted that tried to identify factors related to success in the learning
of programming. Among the identified student characteristics that may contribute to student
success in introductory programming courses are prior programming experience, gender, secondary
school performance and dislike of programming, intrinsic motivation and comfort level, high school
mathematics background, attribution to luck for success/failure, formal training in programming,
and perceived understanding of the material [6,8].

Hellas et al. [9] present a systematic literature review of work in the area of predicting student
performance. Their analysis shows an increasing amount of research in this area, as well as an
increasing variety of techniques used. They did not analyse the relationship between an automated
assessment as well as microlearning and predicting students” performance in their review explicitly.

Another systematic review of predicting students” learning outcomes is provided by [10].
The authors identified 14 prediction targets. The student retention/dropout was the second most
frequent. Among the feature types used, 151 unique feature types were identified. Student record
and performance in the current course, as well as activity and course features and learning behaviour,
belong to the most frequent.

Tabanao et al. [6] tried to quantify indicators of novice programmer progress in the task of writing
Java programs through the analysis of online protocols of errors. They evaluated the use of these
indicators for identifying at-risk students. Even though the derived models could not accurately
predict the at-risk students, the authors stated, that described approach can identify the students,
who need intervention.

The question of why students drop a computer science course was broadly examined by
Kinnunen [7]. The results indicate that several reasons affect students” decision to quit a course.
They analysed social, cultural, demographic factors and their impact on students’ dropout rate using
the interview. The most frequent reasons were the lack of time to make exercises and motivation,
firmly joined to the required level of knowledge, which often led to frustration. However, these reasons
were also affected by factors such as the perceived difficulty of the course, general difficulties with
time managing and planning studies, or the decision to prefer other courses. This study shows that
the complexity and extensive variety of factors are involved in students’ decision to drop the course.
This indicates that simple actions to improve teaching or organisation on a course to reduce the dropout
rate may be ineffective. Efficient intervention to the problem requires a combination of many different
actions that take into consideration the versatile nature of reasons involved in drop out. They again did
not research the impact of educational approach or technology on dropout rate or students’ success.

Measuring prior programming knowledge and its impact on the outcomes is the main aim of the
paper written by Duran et al. [11]. They proposed and evaluated a novel self-evaluation instrument
for measuring prior programming knowledge in introductory programming course to bridge the gap
between ad-hoc surveys and standardised tests.

Several groups of researchers developed automated methods for identifying at-risk students early
in the semester. Many of these techniques are based on automatically monitoring student activity
as the students develop code or advanced data mining and predictive modelling techniques [12].
The research in this area indicates that early success in an introductory programming course is vital
for a student’s ultimate success. Many researchers have shown that students having difficulty can be
identified early in the semester.

An automated assessment (AA), which is in the middle of the interest of this study, represents
a tool that allows checking source code automatically and brings a new perspective on learning.
The automated assessment of programming assignments has been practised since programming has
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been taught, especially in the introductory programming courses. It has different features, which are
automatically assessed by various assessment tools and systems [13].

Considering the survey about the AA for the novice programmers in the introductory courses [14],
the following base conditions should be fulfilled for successful implementation of AA:

e aclear and unambiguous specification should define the requirement for program work and
results, with simultaneous checking whether the programs meet the specification or not;

e sufficient testing of the assignment should be ensured, as each bug disturbs and
demotivates beginners;

e environmental support for the discovery of syntactic and semantic errors should exist,

e  asuitable mechanism for dealing with the programs with syntactic and semantic errors should
be created;

e immediate and corrective feedback for the submitted assignments; feedback helps to build
students” knowledge, and habits should be available.

According to Skalka et al. [15] and Rodriguez-del-Pino et al. [16], AA is beneficial for the following
reasons:

e the student gains immediate feedback whether the program is correct, and students can use their
own pace,

e the teacher gains extra time, instead of time wasted by checking the assignment and identifying
and re-explaining repeated errors in past,

e it is possible to teach large groups of students without increasing the demands on teachers,
which apply especially in the case of MOOC courses,

e the learning process is more efficient and, due to the errors tracking, speed and quality of
the solutions, the individual parts of the process can be fragmented, quantified and described
(problematic topics, problematic examples, number of necessary attempts, etc.).

Any of the above-mentioned studies did not provide proof that AA has a significant impact on
the students” achievements or significantly reduce a student dropout rate. A large number of studies
measure the effectiveness of assessment tools in helping students to write the program and perform
the solution [17]. Although AA has been extensively used in programming lessons for several years,
research focused on their contribution to programming learning is still limited.

Keuning [18] performed a systematic literature review to find out what kind of feedback is
provided, which techniques are used to generate the feedback, how adaptable the feedback is, and how
these tools are evaluated. They found that feedback, including AA, mostly focuses on identifying
mistakes and less on fixing problems.

According to Akahane et al. [19], the practical results of AA implementation in MOOCs are not
trivial. The educational goal can only be achieved through the availability of many high-quality
assignments, coupled with coaching in the form of guaranteed rapid and accurate feedback. Applying
automated assessment itself is not a solution.

Figueiredo [20] stated that there had been an intense research activity in studying the difficulties in
teaching and learning introductory programming. Achieving success or failure early in the introductory
programming course is directly related to student continuity in the course of computer science.
They proposed a system that allows to suggest exercises and to evaluate the results automatically.
They did not examine the proposed approach as a suitable predictor of student’s dropout or achievement.

Two groups with and without using AA were compared in the research of Pieterse [21]. The scores
of the experimental group showed that students who worked with AA gained a more solid grasp of
concepts related to debugging, deployment, and versioning. However, the difference between the
means of groups was not statistically significant.

The research conducted by Rubio-Sanchez [22] was focused on improving the average final exam
scores using an automated grading (particularly AA). It concluded with the result that the automation
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of key processes such as program grading could save a significant amount of scarce resources in
introductory courses without a negative impact on academic performance. The author presented
significantly higher exam scores for students who used automated grading.

The next research [23] used the Mooshak system, which did not produce clear results concerning
whether it helps to reduce the dropout rate or improve the students” achievements. Students use it for
testing their programming code and consider that AA deployment is a good idea.

The microlearning is defined as an action-oriented approach offering bite-sized learning that gets
learners to learn, act, and practice [24]. Microlearning refers to a didactic concept and approach that
uses digital media to deliver small, coherent and self-contained content for short learning activities [25].
Microlearning has become popular, mainly due to the expansion of mobile devices and brings new
possibilities for tracking user activities. The development level of front-end web frameworks has made
microlearning no longer limited to mobile devices. Web browsers offer the same comfort and quality
not only for content displaying and interacting but also for tracking user activity [24].

The content is organised in short lessons (1-5 min) and consists of two types of activities: provision
of information (explanation of one idea, concept, or procedure) and verification of understanding
(a simple question usually connected to information presented in the previous step). The idea of
microlearning is based on every-where and every-time learning and support of learning in small and
concluded parts. The goal is to engage students in deeper learning and encouraging them to think
about and work with the content of subject/course in their everyday lives. The learning scenario
preparation is the most crucial step in building microlearning content because didactic shortcomings in
providing content often mean student failure. Course developers should bear in mind that the student
receives the content in a dense form, often without linking to the previous lesson, and the time delay
between the lessons can be several days [26].

Predicting learning success based on the usage of learning materials similar to microlearning units
is described by Leppénen et al. [27]. The authors explore students’ usage of online learning materials
as a predictor of academic success. They focused on time spent with each paragraph of the online
learning material. The authors found that such time can be considered a moderate predictor of student
success even when corrected for student time-on-task and that the information can be used to identify
at-risk students. In other words, course material usage can be used to predict academic success.

Although the impact of microlearning on students outcomes has been extensively studied in last
decade, i.e., its positive or negative impact on learning programming, consideration of the student
dropout rate is quite rare and therefore will be analysed later herein [4,5].

The logs of the students’ activity in AA and microlearning units are stored similarly as other
resources and activities in the e-learning course created in LMS Moodle. The logs will be used later for
a possible explanation of the presented study findings considering the fact, that they can uncover the
reason, why AA or microlearning have or have not the expected effect. Different resources, including
LMS Moodle, have also been analysed in [3] and the academic performance of students in a blended
learning form was also analysed. The authors identified a set of variables with well-known predictive
value in dropout courses in general.

Many researchers focused their research on the early prediction of the final grade and identification
of the threats of dropout by application of different log mining techniques on introductory programming
courses [28-30]. These studies analyse all activities of the stakeholders involved in the e-learning
course, research their behaviour in different types of course activities, as well as compare different
periods of the term. Although these approaches provide some promising results, they usually catch
the real students’ activity in the course and their interaction with the content and course activities only
partially. Moreover, they often aggregate the students’ data with different grades to larger groups and
compare the behaviour of these groups.

Ihantola et al. [31] provide an overview of the body of knowledge regarding the use of educational
data mining and learning analytics focused on the teaching and learning of programming. They defined
five challenges, which provide a framework for systematic research in effective using learning analytics
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and educational data mining in teaching programming. They identified a learning environment
category, which was related to tools and automated testing, grading and feedback, but they did not
focus on microlearning or other for educational content.

Sisovic et al. [32] applied educational data mining and learning analytics techniques in order to find
out what impacts success in programming. The research was conducted on the dataset compounded
of extracted logs from the LMS Moodle and data related to prior knowledge and students’ preparation
for the study. Classification methods were used to detect connections between prior knowledge and
Moodle course activity in relation to final grades. They compared the impact of prior knowledge
with the effect of Moodle activity on passing or failing the introductory course of programming.
The study showed that some activities and the preparatory seminar contributes to the course success
and decreasing of students’ dropout rate.

The problem with inactive and low-performance students in e-learning courses was thoroughly
analysed in the research conducted by Hussain et al. [33]. They analysed logs from the LMS Moodle
and compared several machine learning techniques to predict the low-performance students and
identify active and inactive students. The results can have a significant contribution to the LMS Moodle
to enable the instructor to focus on groups of the low-performance and inactive students and then give
them appropriate feedback. As a result, they assume decreasing student failure and dropout rate in
programming courses.

3. Materials and Methods

The authors continually investigated various methods, aspects and approaches to teaching
introductory programming courses [24,34]. Over the four years, the authors of the Java introductory
programming course introduced new elements into the study every year and inspected their impact
on student learning outcomes.

Gradual application of new educational objects into programming courses is implemented to
eliminate the reduction of admission requirements to cover the needs of the labour market. The main
reason for research is the rising dropout of students in this course and the deterioration of the average
results of the subject (Table 1).

Table 1. Structure of final grades and dropout.

Group Students A B C D E Fx Dropped Out (%)
2016 51 8 6 4 10 8 15 29.4%
2017 70 12 7 18 7 10 16 22.9%
2018 82 8 5 15 12 8 34 41.5%
2019 102 8 3 18 13 10 50 49.0%

3.1. The Educational Content

The most effective approach to getting the ability on how to solve algorithms and programming
problems is training. Ability to acquire these skills depends significantly on the curriculum, and the
structure of the programming course, student’s willingness and motivation to write many programs.
The essential requirement for the long-term quality assurance is the maintenance and continual
improvement of the course using instructional design approach, which reflects most of the stakeholders’
expectation, divides course content according to the course objectives, types of available resources and
course assessments [35]. The suggested approach to reach the best effort is the following:

e develop innovative methodologies in the course;
e  make lectures mandatory for the students;
e provide for immediate feedback as soon as possible.
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The structure of the introductory programming course is based on the combination of
introduction to procedural programming, object-oriented programming, and the graphical user
interface (GUI) development.

The procedural programming part lasts five weeks and consists of:

e introduction to Java; variables; input and output;

e conditions; loops; primitive variables;

e  string type; nested cycles; syntax and semantic;

e errors and exceptions; indexes and arrays; random numbers; switch structure;
e 2D arrays; streams and files.

The second part is focused on the objects and class type. It lasts four weeks and consists of:

e introduction into the concept of object-oriented programming; classes, methods and parameters;

e  setters; constructors; implicit constructor, overloading etc.;

e  static variables, static objects manipulation (e.g., counter);

e the definition of inheritance, relationships between objects and classes, superclass; constructor
of superclass;

e  polymorphism, overriding, application of inheritance and its principles.

The last part of the course is focused on GUI proposal and applications with a simple GUI.
This part lasts two weeks and consists of:

e  basic components (button, text fields, check and radio buttons);
e components with data models (lists, tables).

The subjects covered programming are educated 6 h per week: 2 h lessons, 2 h for the main
exercise, and 2 h for a voluntary programming seminar. The formal study can be complete by individual
exercises and/or consultations.

The e-learning course in LMS Moodle fully supports the present form of the study. The educational
content is primarily composed of interactive activities that require active student participation.
The e-learning lessons usually consist of parts presented in Figure 2:

e  ppt presentation—presented on lessons;

e  video-lectures and video-exercises—recorded on the lessons divided into more topics or chapters;
e AA activities—contains programming assignments and auto evaluation mechanism;

e  microlearning activities implemented as quizzes in the course of 2019/2020;

e forums—placed for some summary chapters.

Two practical tests are required to graduate for the successful completion of the course.
The difficulty of the tests is determined to consider the knowledge and programming speed of
students. The tasks are designed to be demanding of the best students with the aim to differentiate
performance in the group of the best ones. Based on many years of experience and experimentation,
the limit for passing the test was set at 40% of points.

The final exam consists of a quiz focused on an understanding of written programs and a few
essential questions of programming theory. The students passed quiz successfully proceed to the oral
examination consists of debate about random topics of programming lessons.
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Figure 2. The view of the chapter Data types in the English version of the course of 2019/2020. It
consists of quizzes, presentation file, link to the video placed on YouTube and automated source code
evaluation activities.

The educational material was changed over four years. Students were provided with the following
educational materials in the first year of the experiment (2016/2017):

e  presentations of lectures; solved assignments (finished source codes); video recordings of selected
programs; video lectures.

Interactive elements were represented by:

e every week’s quiz focused on the understanding of topics; voluntary bonus tasks (program
development); final tests.

The educational materials were extended in the second year of the experiment (2017/2018) by
interactive elements represented by automatic assessment with the ability to solve it anytime, anywhere.
The part of structural programming was covered.

The interactive content of the courses was enriched in the third year of the experiment (2018/2019)
by automatically evaluated assignments were expanded to all lessons of course (more than 170
exercises), and requirements for successful completion of the semester were expanded by the need to
obtain at least 50% of the points in these assignments.

Finally, the interactive content was also enriched in the last year of the experiment (2019/2020) by
microlearning activities implemented by quiz object (more than 500 microlessons) and requirements
for successful completion of the semester were set to obtain at least 80% of the points in these activities.
The structure of a typical quiz is presented in Figure 3.

The gradual building of the structure and content of the courses used in the experiment presents
Figure 4.

The department of the authors is one of the departments that actively use LMS tools in the present
form of study for many years [36]. The student’s activity in the course and the use of LMS activities,
in general, are easily traceable. Students used e-learning course as a source of educational resources,
activities, exercises, and tests. Using an LMS made it possible to monitor their activity, successes and
failures, and overall results of a study.
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Figure 3. View to the microlearning structure and content represented by the quiz. The suitable rotation

of content activities and interactive activities is ensured by the sequence of different types of questions

in the quiz.
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Figure 4. The process of content building—the changes between inspected years.

Virtual programming Lab for Moodle [21] (VPL) (Figure 5) was selected as the most appropriate
tool for source code evaluation. VPL is the system of the third generation of automated assessment
with the support of many common programming languages. The validated code is running in a safe
sandbox, and VPL is integrated directly into the Moodle as a plugin. Gaining a complete assessment
report and history of validated files (what is fundamental in introductory programming courses) are

possible using this tool.
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Figure 5. Virtual programming lab for Moodle [21].
3.2. The Goals

The goals of the research are divided into three consecutive parts focused on the application of
the interactive activities of students.

e The identification and estimation of the impact of selected interactive activities in the LMS
environment on the final test results. The significance of the automatic evaluation of programs
and using microlearning activities are separately investigated.

e  The relationship between the achieved results expressed by the obtained points from the tests and
the interim results of the writing programs and solving microlearning activities will be identified.

e  The possibility of identifying problem students since their activities within interactive activities,
or the possibility of estimating their marks on the basis of their results in these activities will
be presented.

3.3. Research Questions

In accordance with changes in content structure, the research questions are based on a comparison
of educational outcomes measured through the tests. The content inspection will be divided into two
parts: introductory to programming (structural part) and classes (object-oriented part). The hypotheses
inspect approaches to minimise dropout.

Hypothesis 1 (H1). The use of LMS objects for the automatic evaluation of source codes improves students’
results in the area of introduction to programming.

A comparison of 2016 and 2017 groups will be used to verify this hypothesis. In 2017, the LMS
object “virtual programming lab” was used for the first time and its scope covered parts of the Java
language aimed at explaining the basic control and data structures. This hypothesis should verify the
importance of using automatic programs evaluation for students beginning programming.

Hypothesis 2 (H2). The use of LMS objects for the automatic evaluation of source codes improves students’
results in object-oriented programming.
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A comparison of groups 2017 and 2018 will be used to verify this hypothesis. In 2018 has been
programming course extended by parts covered object-oriented chapters. The number of LMS virtual
programming labs increased to 170, which represents a burden on students with 15-20 assignments per
week. The hypothesis should verify the contribution of VPL to teaching advanced programming topics.

Following the division of the course into two parts, other hypotheses will be examined to verify
the effectiveness of microlearning.

Hypothesis 3 (H3). The use of microlearning principles improves students’” results in the area of introduction
to programming.

Hypothesis 4 (H4). The use of microlearning principles improves students’ results in object-oriented
programming.

In order to find elements that allow predicting the risk of unsuccessful completion of the course,
the existence of dependence between the success of students in individual activities and the overall
success of the course will be identified. The following dependencies will be inspected:

e the relationship between the results of entrance exams (points of secondary level of study) and
the result of the course,

e the relationship between course activity and course achievement, and

e the relationship between the results in the VPL and microlearning activities and the result in
the course.

3.4. Characteristics of the Respondents

Comprehensive research has been carried out on a sample of 51-102 students per year. The structure
of the student’s groups attending the introductory programming courses is rather diverse because
of different skills reached in secondary schools, various experience with programming, and different
level of computational thinking. It is very complicated to define homogenous groups with optimal
size and start teaching on the different entrance level. The students with excellent programming skills
as well as students who have never made any program have the same starting position.

The students who participated in the experiment were divided into four groups. Every group
consists of computer science first-year students at the age of 18-24. Only students who have studied
the subject for the first time are in the groups. Students who repeat the study of programming were
excluded from the research.

The entrance results of student groups were obtained from university applications and reflected
the grades acquired in high-school study and secondary school competitions. These results are
rated on a scale 0—40. The statistical characteristics of the entrance results are presented in Figure 6.
A year-on-year decline in students’ initial scoring can be seen at first glance. This situation may be
partly due to demography and partly to an increase in the number of first-year students.

3.5. Measurement Tools

The main tools used for research were:

e the list of admitted students with the number of points awarded in the admission process used
primarily in pretest;

e the test results of students in two tests realised after introductory course part and object-oriented
course part used for evaluation of used objects and method;

e LMS Moodle log used for the assessment of the activities of the students and dependency
identification; the parts of the log were processed to use for relevant calculation.
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Figure 6. Graphical visualisation of statistical characteristics of groups (points awarded in the admission
procedure).

4. Results

The differences between the results of students’ groups for four years were inspected in the
following research. The groups learnt via different educational sources, which are described in part as
the educational content.

4.1. Pretest

The first step before the research is proof that student’s groups were well-modelled by a normal
distribution according to the level of their performance at the high school. These values are reflected
by the score obtained in the admission procedure. Simultaneously, these values do not depend on the
previous students’ experience in programming and thus do not distort the prerequisites for mastering
the course. The range of awarded points was between 0 and 40.

The Kolmogorov—-Smirnov test was used to prove that the distributions of groups match the
characteristics of a normal distribution. All the essential characteristics are listed in Table 2.

Table 2. Proof of normal distribution.

Group Count Mean Median Std. Dew. D (Val. of K-S Test) p-Value
2016 51 25.73 26 6.96 0.10 0.59
2017 70 24.47 24 7.52 0.10 0.45
2018 82 22.72 23 8.68 0.09 0.55
2019 102 20.95 21.5 10.07 0.08 0.50

The data in every group of students do not differ significantly from a normal distribution.
The p-values prove normal distributions at the 5% significance level. All groups were well-modelled
by a normal distribution. Characteristics of the groups were visualised in Figure 6.

Levene’s test to assess the variance of two groups was used in the next step. The null hypothesis
that two normal populations have the same variance was used to verify the equality of variance for
all the pairs of groups. The requirement of homogeneity is met when the result is not significant.
The results are presented in Table 3.

The hypothesis about the equality of variance at the 5% significance level was rejected in pairs
2016-2019 and 2017-2019. The equality of variance in other cases is not significantly different. Therefore,
it is possible to accept the assumption that the results of the group can be compared.
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Table 3. The proof of the equality of variance.

Valid N1  Valid N2  Std.Dev.1  Std.Dev.2  F-Statistic p-Value

2016-2017 51 70 6.96 7.52 0.78 0.997
2016-2018 51 82 6.96 8.68 0.82 0.084
2016-2019 51 102 6.96 10.07 0.87 0.001 significantly different
2017-2018 70 82 7.52 8.68 0.87 0.078
2017-2019 70 102 7.52 10.07 0.90 0.001 significantly different
2018-2019 82 102 8.68 10.07 0.92 0.081

Normal distribution and homogeneity of variances give assumptions for the analysis of variance
(ANOVA test) used for investigating whether the population means of the groups are equal,, it is
necessary to compare the means of the following pairs to validate hypotheses H1-H4:

e  2016-2017 (H1)—to research the benefit of VPL activities in introductory programming parts,

e 2017-2018 (H2)—to evaluate the benefit of VPL activities in object—oriented programming parts,

e  2018-2019 (H3, H4) - to inspect the benefit of microlearning activities in both (introductory and
object-oriented programming) parts.

The descriptive statistic and results are presented in Table 4.

Table 4. The proof of the equality of mean.

Groups Valid N1 Valid N2 F-Statistic p-Value Result
2016-2017 51 70 0.87 0.35 not significantly different
2017-2018 70 82 1.74 0.19 not significantly different
2018-2019 82 102 1.58 0.21 not significantly different

The p-value corresponding to the F-statistic is higher than 0.05, which means that the results are
not significantly different at the 5% significance level. The result identifies comparable characteristics
in all monitored pairs at the level of significance of 5%.

As a result, the research intention can be realised, because the differences between the educational
outcomes in groups of students can be compared.

4.2. Post-Tests

The following hypotheses require a comparison of students’ results measured by tests. The tests
consist of four or five assignments to write programs. The tasks are only practical and measure the
student’s ability to write and debug the program. The assignments cover the entire content of the
relevant part of the course.

The automatic evaluation of source code is used in the first step of evaluation, followed by the
evaluation realised by a human evaluator. Source code of every program is checked and also evaluated
by the teacher. If the evaluation is realised by more than one teacher, the rule that one task is checked
only by one teacher is followed to ensure the same conditions for all students’ solutions.

4.2.1. H1—Using VPL Improves Student Performance in Introductory Chapters of Programming

The assumptions of normal distribution and homogeneity of variances are met. The results of the
Kolmogorov-Smirnov test and Levene’s test are presented in Table 5.

The data in groups do not differ significantly from a normal distribution. The p-values prove
normal distributions at the 5% significance level and the groups were well-modelled by a normal
distribution. The results of the Levene’s test is not significant. It means that the variances of groups are
not significantly different.

The ANOVA test was used to compare the results of the student tests. The test compares the
means of groups at the 5% significance level. The null hypothesis in ANOVA assumes that there is
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not a significant difference in means. The alternative hypothesis captures any difference in means.
The results are summarised in Table 6.

Table 5. Assumptions of normal distribution and homogeneity of variances.

The Results of the Kolmogorov-Smirnov Test of Normality

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value
2016 51 235.97 227.80 153.29 0.10 0.60
2017 70 317.12 366.65 157.82 0.15 0.09

The Results of the Levene’s Test of Homogeneity of Variance
Valid N1 Valid N2  Std.Dev.1 Std.Dev.2 F-Statistic p-Value
20162017 51 70 6.96 7.52 0.02 0.90

Table 6. Assumptions of normal distribution and homogeneity of variances.

DF Sum of Square = Mean Square F-Statistic p-Value
Groups (between groups) 1 194,258.95 194,258.95 7.99 0.0055
Error (within groups) 119 2,893,546.19 24,315.51
Total 120 3,087,805.14 25,731.71

Since p-value < &, Hj is rejected, the difference between the means of groups can be considered
large enough to be statistically significant. While p-value equals 0.00552176, [p (x < F) = 0.994478],
the chance of typel error (rejecting a correct Hy) is small: 0.005522 (0.55%).

The hypothesis H1 was not rejected, and thus the use of automated evaluation of the students’
programs in the introductory programming courses brought significant differences in student outcomes.

4.2.2. H2—Using VPL Improves Student Performance in Advanced Chapters of Programming

The same procedure was applied for testing hypothesis H2. The results of the final test realised at
the end of the semester are used. The results of the Kolmogorov—-Smirnov test and Levene’s test are
presented in Table 7.

Table 7. Assumptions of normal distribution and homogeneity of variances.

The Results of the Kolmogorov-Smirnov Test of Normality

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value
2017 70 228.39 225 143.17 0.083 0.68
2018 82 231.34 250 158.88 0.099 0.37

The Results of the Levene’s Test of Homogeneity of Variance
Valid N1 Valid N2  Std.Dev.1 Std.Dev.2 F-Statistic p-Value
20162017 70 82 79.69 77.30 2.42 0.12

The data in the observed groups, as well as the variances of groups, are not significantly different
from a normal distribution.

Again, the ANOVA test at the 5% significance level was used to compare student test results.
The null hypothesis assumes that there is not any significant difference in means. The results are
summarised in Table 8.

Since p-value > o, Hy is accepted. The difference between the means of groups is not large
enough to be considered statistically significant. The p-value equals 0.905179, [p(x < F) = 0.0948215].
This means that, if Hy were rejected, the chance of typel error (rejecting a correct Hy) would be too
high: 0.9052 (90.52%).
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Table 8. Assumptions of normal distribution and homogeneity of variances.

DF Sum of Square = Mean Square F-Statistic p-Value
Groups (between groups) 1 328.32 328.32 0.014 0.91
Error (within groups) 150 3,458,909.89 23,059.40
Total 151 3,459,238.21 22,908.86

It follows that the hypothesis H2 cannot be accepted. In other words, the use of automated

assessment object in the advanced topics of introductory programming course does not cause significant
differences in student’s outcomes.

4.2.3. H3—The Use of Microlearning Improves Student Performance in Introductory Chapters of
Programming

The compared groups are groups of students from 2018 and 2019 year. The results of the test
realised in half of the semester are used. The test score distribution of the test is demonstrated in
Figure 7.

Histogram of Test1 score in 2018 Histogram of Test1 score in 2019
Score = 82 x 31.25 x Normal(Location=192.7794; Scale=154.3111) Score = 103 x 31.25 x Normal(Location=228.4251; Scale=188.011)
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Figure 7. Histogram of test score distribution in monitored groups: (a) Test score in the group trained
without microlearning in 2018; (b) Test score in the group of students taught with microlearning in 2019.

The results of the Kolmogorov-Smirnov test are presented in Table 9.

Table 9. The results of the Kolmogorov-Smirnov test of normality for test results in group 2018 and
group 2019.

Group Count Mean Median  Std. Dev. D (Val. of K-S Test) p-Value

2018 82 192.78 187.61 154.31 0.13 0.130
2019 103 228.43 177.78 188.01 0.13 0.048

The data in 2018 group does not significantly differ from a normal distribution, but the
distribution of the test results in the 2019 group is significantly different from a normal distribution.
Therefore, a non-parametric Mann-Whitney U-test should be used to investigate if the results are
significantly different.

The null hypothesis assumes that the means are not significantly different. The distribution of
values is approximately normal. Therefore, the z-score should be used. The values of the test are
presented in Table 10.

The U-value is 3820.5, the Z-Score is 1.11105, and the p-value is 0.1335. The result is not significant
at p < 0.05. Since p-value > «, the hypothesis is accepted, the difference between the averages of all
groups is not large enough to be statistically significant.
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Table 10. Mann-Whitney U-test results.

2018 2019 Combined
Sum of ranks 7223.5 9981.5 17,205
Mean of ranks 88.09 96.91 93
Expected sum of ranks 7626 9579
Expected mean of ranks 93 93
U-value 4625.5 3820.5
Expected U-value 4223 4223
Standard Deviation 361.82

Therefore, the hypothesis H3 cannot be accepted, and it means the implementation of the
microlearning activities in the introductory topics of programming courses does not lead to the
significant differences in student outcomes.

4.2.4. H4—The Use of Microlearning Improves Student Performance in Advanced Chapters of
Programming

The last hypothesis H4 compared groups of students between 2018 and 2019. The results of the
final test written at the end of the semester are used. The examined sample does not include students
who failed the study of the course during the semester and did not attend the second test.

The graphical presentation of test score distribution is demonstrated in Figure 8.

Histogram of Test2 score in 2018 Histogram of Test2 score in 2019
Score = 82 x 31,25 x Normal(Location=231.3415; Scale=158.8773) Score = 103 x 31.25 x Normal(Location=201.4636; Scale=164.5726)
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Figure 8. Histogram of test score distribution in monitored groups: (a) Test score in the group trained
without microlearning in 2018; (b) Test score in the group taught with microlearning in 2019; (c) Test
score in the group trained without microlearning in 2018 without students who failed during the
semester; (d) Test score in the group trained with microlearning in 2019 without students who failed
during the semester. The red curve represents the outline of the normal distribution of values.
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The results of the Kolmogorov-Smirnov test in examined samples are presented in Table 11.

Table 11. Assumptions of normal distribution and homogeneity of variances.

The Results of the Kolmogorov-Smirnov Test of Normality for Results

Group Count Mean Median Std. Dev. D (Val. of K-S Test) p-Value
2018 72 263.47 292.50 142.17 0.088 0.596
2019 84 247.03 220.50 147.96 0.100 0.345

The Results of the Levene’s Test of Homogeneity of Variance
Valid N1 Valid N2  Std.Dev.1 Std.Dev.2 F-Statistic p-Value
2018-2019 72 84 74.28 74.43 0.32 0.57

The data in groups is not significantly different from a normal distribution. Their variances do not
significantly differ too.

The ANOVA test was used to compare student test results at the 5% significance level. The results
are shown in Table 12.

Table 12. Assumptions of normal distribution and homogeneity of variances.

DF Sum of Square = Mean Square F-Statistic p-Value
Groups (between groups) 1 10,477.64 10,477.64 0.50 0.48
Error (within groups) 154 3,252,069.67 21,117.34
Total 155 3,262,547.30 21,048.69

Since p-value > «, Hy is accepted. Consequently, the difference between the means of the groups is
not considered large enough to be statistically significant. p-value equals 0.482255, [p(x <F) = 0.517745].
This means that if Hy were rejected, the chance of typel error (rejecting a correct Hy) would be too
high: 0.4823 (48.23%).

Therefore, the hypothesis H4 cannot be accepted. Therefore, the use of microlearning in the
advanced chapters of programming course has no significant impact on student’s outcomes.

4.2.5. Dependencies Inspection

A revealing of the dependence between individual variables is relatively simple in some cases.
However, in others, the expected influence of variables is not proven. Based on simple reasoning,
it could be assumed that students who have demonstrated a lower initial assessment in the admission
process will have more significant problems in their studies.

The inspection of the relation between the results of entrance exams (points of secondary level
of study) and the result of the course showed a low correlation. The results are based on Pearson
correlation coefficient, which is used to measure the strength of a linear association between two
variables. The results are summarised in Table 13.

Table 13. Pearson correlation coefficient between results of entrance admission process and grades of
tests in individual experimental groups.

Group Structural Programming Test ~ Object-Oriented Programming Test
2016 -0.093 weak 0.339 weak
2017 0.074 weak 0.231 weak
2018 0.362 weak 0.379 weak
2019 0.274 weak 0.296 weak

The dependences between inspected variables in groups are weak. However, it is possible to
observe that the dependency between the entrance process values and results of the second test is a
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little bit stronger. The reason is that some of the students dropped out, while they were students with
lower input rating (differences are statistically undetectable).

The LMS allows monitoring of students’ activity within the study period by logging the operations
performed by the students in the virtual environment (Figure 9).

262,144
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16,384
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number of activies
< '

1,024

256
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Figure 9. The student’s activity expressed by the number of interactions performed in the course in
the course during the semester - the x-axis shows the weeks of the semester (from the 1st week to
the last (14th or 15th) week of the semester). The y-axis represents number of student’s activities on
a logarithmic scale. The red dots indicate the date of the first test. The last test was realised in the
13th week.

Considering the log visualisation (Figure 9), the students’ activity is very similar over the course of
all four years. The most significant increase in activity can be observed before the first test. The activity
declines subsequently and never reaches the value it had before the first test. The time before the final
test also causes the growth of the students’ activities, but these activities are not in that quantity as
before the first test.

A subjective explanation of this phenomenon is based on communication and feedback with the
students using anonymous questionnaires and interviews. The students said that they were afraid
of the unknown before the first test, and they studied as much as possible. Later, before the second
test, they were with less stress due to the known requirements for the expected skills and practices.
Although the students” activity has increased significantly due to the use of VPL in the third and fourth
observed year, the curve copies the previous ones.

Therefore, it is useful to visualise the scope of VPL and microlearning activities in 2018 and 2019
to obtain a complete picture of the interactive activities (Figure 10).

The graphs in Figures 9 and 10 confirm that interactive activities represent a significant part of
users’ activity, and thus represent a suitable tool for identifying the study behaviour of the students.

This statement about the significance of these activities in the educational process is also supported
by the identification of dependencies between students’ test results and VPL and quiz results presented
in Table 14. The dependence between activity in the course and final evaluation has not been proven.

The Pearson correlation coefficient expresses moderate to strong dependence between final
students” achievements and results achieved solving interactive activities in courses. It can be argued
that the overall success of the students depends on the ongoing results in individual interactive
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activities, while early warning must be based on the ongoing results in these activities. The influence
of the user’s activity in the course on his or her success is inconclusive.
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Figure 10. The interactive activities in courses 2018 and 2019 during the weeks of the semester:
(a) automated source code evaluation activities; (b) microlearning activities.

Table 14. Pearson correlation coefficient between the test results and interactive student activities results.

Group Test 1—VPL1 Test2—VPL2 Sum of Tests—Microlearning
2018 0.512 0.721 -
2019 0.563 0.683 0.577

5. Discussion and Conclusions

Based on the verification of the established hypotheses on the sample of more than 300 students
in total, it can be specified that the use of additional interactive concepts in introductory programming
courses brings the following benefits:

Hypothesis 1 (H1). The use of LMS objects for the automatic evaluation of source codes improves students’
results in the area of introduction to programming.

The hypothesis was not rejected. The use of automatic evaluation of programs in the
introductory chapters of programming courses brought significant differences in student outcomes.
These introductory chapters cover essential topics as input/output, variables, data types, nested loops,
arrays, exceptions, files, etc. and they are often the reason for students’ loss of interest in programming
because of a misunderstanding of its principles, problems with memorisation, or loss of the
motivation [37,38].

Successful completion of this part of the introductory course is usually a prerequisite for mastering
the second part of the course of the programming course, which is oriented to object-oriented
programming. It is often (but not always) the case that students who fail the introductory part do not
continue their studies. These students repeat the course a year or more often.

The finding that the use of VPL is significant brings these students an increased chance of successful
completion of the course. The result is in accordance with the results presented in [21,23,39]. At the
same time, it should be noted that applying automated assessment is not a solution itself. The quality
of the automated assessment is also essential.

Hypothesis 2 (H2). The use of LMS objects for the automatic evaluation of source codes improves students’
results in object-oriented programming.
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The hypothesis cannot be accepted, and the use of automated assessment object in the advanced
chapters of introductory programming course does not lead to the significant differences in student’s
outcomes. The reason for this statement is mainly the fact that this part of the introductory programming
course is completed by students who have completed the first part successfully after the most significant
dropout occurs. Students who have completed the first part of the course probably have enough
motivation to master programming. Their skills have shifted to a matching level to understand the
concepts and principles of programming and, in essence, the concept of object-oriented programming.
The groups of students in both monitored years have stabilised at approximately the same level of
knowledge. As a result, they do not differ significantly between the years.

Hypothesis 3 (H3). The use of microlearning principles improves students’ results in the area of introduction
to programming.

The hypothesis cannot be accepted. The use of microlearning activities in the introductory
chapters of programming courses does not imply significant differences in student outcomes. Although
microlearning in its modern form represents a new approach in university education and can produce
better results than traditional methods in various areas, it did not ensure a significant change in the
level of knowledge of the experimental group of students [40,41]. The reasons for this can be as follows:

e  microlearning was applied in combination with the automatically evaluated assignments and its
addition was minimised or overlapped,

e many of the different sources and the obligation to develop microlearning lessons caused overload
for weaker students and caused them to resign.

The results of the questionnaire survey presented below support the first claim. The histogram
shown in Figure 7b presents the group division into students with excellent and students with weak
(resp. zero) results, while the number of students with average results was minimised. The reasons for
and real effects of microlearning on the obtained level of knowledge or the dropout rate of the students
should be the subject of further research.

Hypothesis 4 (H4). The use of microlearning principles improves students’ results in object-oriented
programming.

The hypothesis cannot be again accepted. The use of microlearning in the advanced chapters
of introductory programming course does not cause significant differences in students” outcomes.
The reasons are similar to the reasons mentioned in a discussion about the hypothesis H2.

The dependencies between the achieved VPL score and the final test score, as well as the
dependencies between the microlearning activities and the final score, were identified in a section
focused on the verification of the dependencies between the success of students in the inspected
activities and the results in the course. The dependencies are identified from the moderate to strong
level and place these LMS activities into the position of a tool with the assumptions to identify the risk
of dropout.

The 2019 group responded to the questionnaire survey conducted after the end of the semester,
and the results collected also correspond to the research findings. Thereby, students evaluated the
subjective contribution of the monitored activities to their learning.

The main facts are summarised in Table 15. The students expressed their opinions using a
seven-point Likert scale questionnaire.

The questionnaire shows that both types of activities are received positively by more than 70% of
users. Activities are identified as resources that play a significant role in building skills and knowledge.
Activities with automated code evaluation are accepted more positively. The students identified the
main benefits as immediate control and feedback on the submitted program, learning from one’s own
mistakes, practical learning, and possibility to repeat solutions in the case of error.
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Table 15. Subjective perception of VPL and microlearning activities by students.

Group 7 6 5 4 3 2 1
VPL assignments helped me understand the curriculum 4231 1154 1538 1731 192 577 577
VPL assignments helped me practice the curriculum 51.92 1154 1346 1346 192 0.00 7.69
microlearning assignments helped me understand the curriculum 34.62 21.15 25.00 1154  3.85 1.92 1.92
microlearning assignments helped me practice the curriculum 34.62 25.00  25.00 7.69 3.85 1.92 1.92
microlearning was used as a main way of learning 34.62 2500 1346 1538 192  7.69 1.92

The benefits of microlearning activities were most often mentioned: a better understanding of the
content, preparation for the following lessons, quick acquisition of information, brief content of the
lesson, possibility of practice. Moreover, students would expect similar use of both types of objects in
other programming courses.

The research result aimed at verifying the effectiveness of interactive activities for successful
completion of the course is the confirmation of a significant benefit of the implementation of
automatically evaluated programs into the introductory programming courses. At the same time,
it was found that this benefit is not significant in advanced programming topics. The advantage
of the educational content transformation into the microlearning form did not bring a significant
improvement in the students’ results despite the positive perception of this activity by the students.

Even though the significant contribution of interactive elements was confirmed only in the case of
automatically evaluated programs in the first half of the course, the dependence between the overall
results of students and the results in the activities was proven. Further research will focus on the
identification of students at risk of a dropout based on their behaviour during the solving of the
mentioned activities.
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