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Abstract: This study studies the problem of on-orbit maintenance task planning for space-robot
clusters. Aiming at the problem of low maintenance efficiency of space-robot cluster task-planning,
this study proposes a cluster-task-planning method based on energy and path optimization. First,
by introducing the penalty-function method, the task planning problem of the space-robot cluster
under limited energy is analyzed, and the optimal-path model for task planning with comprehensive
optimization of revenue and energy consumption are constructed; then, the maintenance task points
are clustered to reduce the scale of the problem, thus reducing the difficulty of solving the problem;
finally, a modified differential evolution algorithm is proposed to solve the problem of space-robot
cluster task-planning, improve the performance of space-robot cluster task-assignment and path
planning. Simulation results show that the proposed optimal-path model of space-robot cluster
and the modified differential evolution algorithm can effectively solve the task-planning problem of
spatial robot clusters.

Keywords: spatial robot clusters; task planning; task clustering; modified differential
evolution algorithm

1. Introduction

With the continuous consumption of earth’s energy, human vision has turned to space,
and large-scale space solar-power stations (SSPS) have entered the vision of various space powers.
On–orbit services, such as the assembly and maintenance of large space equipment [1,2] such as SSPS,
are hot topics in current research. The mission planning of space robots plays an important role in
on–orbit services. In recent years, research on space robot mission planning has made considerable
progress [3,4], which has laid a solid foundation for the on-orbit assembly and maintenance of large
space agencies.

Due to the limited efficiency of a single space robot, the collaborative operation of a cluster
composed of multiple space robots is an effective way to complete large space tasks. Space-robot cluster
task allocation and path planning are one of the core problems of multirobot system research [5–7].
Whether the task planning is reasonable is directly related to the final performance of the entire
multirobot system. As the complexity and scale of the tasks performed increase, the effectiveness and
efficiency of the task-planning method becomes increasingly important.

Aiming at the problem of collaborative task planning for robot clusters, many documents have
proposed a series of models and algorithms [8–14], mainly including behavior-based allocation methods,
market-mechanism methods, swarm-intelligence methods and idle chain-based methods. Zhen and
Xing et al. [15] proposed an intelligent self-organizing algorithm to solve the problem of collaborative
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search attack tasks of multiple agents. The architecture divides the global optimization problem into
several local optimization problems. Each agent can solve its own local optimization problem, and then
make the best decision for the multiagent system through the information exchange between the agents.
Han and Li et al. [16] proposed a task planning algorithm based on the correlation between robot
capabilities and team collaboration, under which an initialized associative array R was used to group
the robots so that the robots in the group had better collaboration capabilities when performing tasks.
Yao and Qi et al. [17] proposed an iterative strategy with an improved mission planning framework.
By improving the onboard computing and communication resource management of agents, based on
this strategy, each agent will reevaluate unreasonable planning results. Schwarzrock et al. [18] solved
the task planning problem of multirobot systems by using group intelligence technology and proposed
three complementary algorithms, forming a new method of increasing the amount of tasks executed.
Gerkey and Mataric [19] developed a task-independent and system-independent classification method
based on optimization theory, which is used to study task allocation problems. Moreover, its goal is to
allocate limited resources in a way that effectively accomplishes certain tasks.

The problem of multirobot task assignment is a challenging research topic in the field of
robotics [20–24]. The task assignment problem of the spacer-robot cluster can be transformed
into an optimization problem, and then some intelligent-optimization methods can be used to solve
the optimization problem. Hussein and Marinplaza et al. [25] proposed a general method to solve
the problem of multirobot task assignment (MRTA). This method combines simulated annealing
and genetic algorithm and can appropriately use all available resources to optimize the allocation,
thereby improving the overall system performance and reducing costs. Zheng and Li [26] proposed an
optimized multirobot task-allocation and scheduling method based on fish swarm algorithm. Chen and
Zhang et al. [27] proposed a memetic algorithm based on ant colony optimization. At the same time,
the problem of the maximum travel distance and total travel distance of multiple robots is optimized.

Due to the strong similarity between the MRTA problem and the multiple traveling salesman
problem, some researchers regard the MRTA problem as an example of the multiple traveling salesman
problem. The traveling salesman problem is one of the standard combined discrete optimization
problems. There are two methods for solving the TSP: Exact method and heuristic method. Khan and
Maiti [28] adopted multiple update rules and K-opt operations to improve the artificial bee colony
algorithm, they used the characteristics of the exchange sequence to exchange the urban sequence
(solution/path) of the problem, and created update rules of different solutions (path) for the algorithm
to solve the travel agent problem. Trigui and Cheikhrouhou et al. [29] proposed a centralized solution
based on fuzzy logic algebra and combined with two goals: taking the minimum total travel distance
of the traveling salesman and the maximum travel distance of any robot as the goal. Mahi et al. [30]
combined the characteristics of particle swarm optimization, ant colony algorithm and 3-opt algorithm,
and proposed a hybrid algorithm PSO-ACO-3-opt for solving standard TSPs.

The task-planning method of the spacer-robot cluster will directly affect the efficiency of the
entire system. Therefore, choosing the optimal robot cluster task-planning method becomes the key to
effectively solve the task planning problem of the robot cluster system. The existing methods usually
consider the task planning problem of robot clusters as a multiple traveling salesman problem and
establish the shortest-path model of robot cluster task-planning. When using the shortest-path model
to solve space maintenance tasks, there exist the following problems: (1) no modeling analysis of
space-robot cluster task-planning problems under resource constraints; (2) no consideration of the
maximum benefit of space maintenance when space resources are limited; (3) no considering the
difficulty of solving large-scale planning problems.

Based on the analysis of the current research situation, this study proposes a new space-robot
cluster task-planning scheme for the maintenance of SSPS. First, the task planning of the space-robot
cluster under limited energy is analyzed, and a task planning model of space-robot clusters is proposed
with penalty function added, which is comprehensively optimal for the consideration of income and
energy consumption. Then, the task-clustering method is used to cluster the maintenance tasks to
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reduce the problem size and reduce the problem solving time; finally, a modified differential evolution
algorithm including multiple neighborhood operations, roulette, de-crossover, multiple groups and
other strategies is proposed to solve the problem of task allocation and path planning of multi-robots,
complete the mission planning of the space-robot cluster, and improve the maintenance efficiency.

The rest of the paper is organized as follows: Section 2 introduces the background of basic space
maintenance tasks and the theoretical basis of modeling. Section 3 proposes the modeling theory of
space-robot cluster task-planning. In Section 4, a modified differential evolution algorithm is proposed,
and the algorithm is described in detail. In Section 5, the accuracy and effectiveness of the proposed
model and algorithm are verified by experiments, and the results are discussed. Section 6 presents
the conclusion.

2. Theory Background

2.1. Space Solar Power Station Model

SSPS [31,32] is based on space solar-power generation technology, which can provide constant
and pollution-free energy. The SSPS mainly consists of three parts: solar power generation device,
energy conversion and transmission device, ground receiving and conversion device. The space
above the atmosphere is not affected by the weather, nor is it absorbed or scattered by the atmosphere.
The solar energy received is far more than the ground, and the solar-power station can track the sun at
any time on the orbit, and keep it in working condition.

The array of solar cells that convert energy into electricity at a SSPS consists of thousands of solar
cells. Solar cells are made of pure silicon element blocks. Due to the long service cycle of the SSPS, it is
easy to cause damage to parts under the condition of high radiation and large temperature variation
in space. Aiming at the maintenance problem of large SSPS, this paper proposes the task planning
scheme of space-robot cluster.

2.2. Basic Differential Evolution Algorithm

The differential evolution algorithm (DE) is an efficient evolutionary optimization technology,
first proposed by Storn and Price [33]. DE is a direct-search method based on population. In this
section, we will briefly explain the working process of DE.

Step 1: Initialization
DE algorithm has a population composed of individual vectors with NP dimensions of D,

where each individual is represented as: xg
i =

{
xg

i,1, xg
i,2, · · · , xg

i, j, · · · , xg
i,D

}
, i = 1, 2, · · · , NP, g expressed

evolutionary algebra. Set the lower limit of the parameter variable is Xmin =
{
xmin,1, · · · , xmin,D

}
and

the upper limit is Xmax =
{
xmax,1, · · · , xmax,D

}
.

x0
i, j = rand(0, 1) ·

(
xmax, j − xmin, j

)
+ xmin, j, j = 1, 2, · · · , D (1)

Among them, rand(0, 1) represents the generation of uniform random Numbers between [0, 1].
Step 2: Variation
According to several different mutation strategies commonly used in the literature, the following

operations are performed for each target vector xg
i (i = 1, 2, · · · , NP):

1. DE/rand/1

vg+1
i = xg

r1 + F ·
(
xg

r2 − xg
r3

)
(2)

2. DE/rand/2

vg+1
i = xg

r5 + F ·
(
xg

r1 − xg
r2

)
+ F ·

(
xg

r3 − xg
r4

)
(3)
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3. DE/best/1

vg+1
i = xg

best + F ·
(
xg

r1 − xg
r2

)
(4)

4. DE/best/2

vg+1
i = xg

best + F ·
(
xg

r1 − xg
r2

)
+ F ·

(
xg

r3 − xg
r4

)
(5)

5. DE/current-to-best/1

vg+1
i = xg

i + F ·
(
xg

best − xg
i

)
+ F ·

(
xg

r1 − xg
r2

)
(6)

In the formula: vg+1
i represents the i′th individual in the population obtained after mutation,

the randomly selected sequence r1, r2, r3, r4, r5 and the target vector sequence i are different from
each other, xg

best is the best performing individual in the g generation. F is the mutation operator,
which controls the amplification of the deviation vector.

Step 3: Cross
In order to increase the diversity of interference vectors, crossover operation is introduced, and the

test vector is:
ug+1

i =
(
ug

i,1, ug
i,2, · · · , ug

i, j, · · · , ug
i,D

)
(7)

ug+1
i, j =

ug+1
i, j i f ( rand(0, 1) ≤ CR) or j = jrand

xg+1
i, j otherwise

(8)

Among them, rand(0, 1) is the random number between [0, 1], CR is the crossover factor, which is
a constant within the range of [0, 1]; the larger the value of CR, the greater the possibility of crossover;
jrand is an integer randomly selected within the range of [1, D], which can ensure that the experimental
individual ug+1

i obtains at least one element from the mutant individual vg+1
i .

Step 4: Select
By calculating the fitness of the experimental vector, and then through the selection mechanism

of greedy thought, the original population and the experimental population are compared
one-to-one, and the next generation is selected to ensure that the next generation is better than
the previous generation.

2.3. Clustering Algorithm

Due to the large scale of space solar-power stations, there are many nodes to be repaired,
which greatly increases the difficulty of space-robot cluster to perform maintenance tasks. The current
task planning algorithm is not very effective for planning large-scale problems, and as the number
of tasks increases, the planning time increases significantly. Therefore, how to reduce the scale of
the problem is one of the elements to solve the task planning problem. This study uses clustering
algorithm to reduce the scale of the problem and reduce the difficulty of solving the planning problem.

Clustering has been extensively studied for many years, and researchers have proposed many
clustering algorithms [34–37]. For large-scale space problems, space task segmentation can be effectively
divided into disjoint subsets, and only allow each space robot to select from subsets of the whole task
set. According to the target of space maintenance task, a group of data points is divided into several
clusters by cluster analysis, and then the task planning of space-robot cluster is carried out for the
maintenance points after clustering, so as to reasonably arrange and organize space robots.

The movement of the space robot is divided into the movement of the space robot base and the
movement of the mechanical arm. For space maintenance operations, the movement of the satellite
base moves between the clustering centers points, and the space robot only needs to operate the
mechanical arm to complete the maintenance task within the clustering scope, without moving the
base of the space robot. According to the results after clustering, the task planning of space robots is
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carried out. This hierarchical planning idea can effectively reduce the planning complexity and shorten
the planning time.

If point Px is taken as the center of the clustering, when the distance between point Px and point
Pi is less than eps, then point Pi is put into set Cluster1

x, as shown in Equation (9), and the rest points are
followed in turn.

Clusterk
x =

{
Pi

∣∣∣Dist(i, x) < eps
P j

∣∣∣Pi ∈ Clusterk−1
x , Dist(i, j) < eps

k = 1
k > 1

Clusterarea
x = Cluster1

x ∪ Cluster2
x ∪ · · · ∪ Clusterk

x

(9)

Among them: eps represents the clustering radius, and k represents the number of layers of
clustering, which can be set according to the requirements.

Repeat the above process to obtain other clustering sets. The set of regional maintenance targets
clustered by point targets is Task =

{
Clusterarea

x , Clusterarea
y , · · · , Clusterarea

M

}
, and M is the total number

of clusters.

3. Task Planning Model of Space-Robot Cluster

Energy in space is a scarce resource. For space robots, it is necessary to consider that the task
completed is optimal when the energy is constant. In this paper, the optimal-path model of a space-robot
cluster under resource constraints is proposed, which can easily solve the task planning model of
spatial robot cluster. In this paper, each space robot is regarded as an independent task executor,
which has the basic characteristics of an intelligent agent. The space-robot cluster is expressed as
Robot = {R1, R2, · · · , Ri, · · · , RN}, 1 ≤ i ≤ N, in which N represents the total number of space robots.
The space maintenance task cluster is expressed as Task =

{
T1, T2, · · · , T j, · · · , TM

}
, 1 ≤ j ≤M, where

M represents the total number of spatial clustering task sets; T j = {t1, t2, · · · , tk, · · · , tnum}, 1 ≤ k ≤ num,
where num represents the total number of tasks in each cluster.

3.1. Constraints

The problem of collaborative task allocation of space-robot clusters aims at designing charging
piles for space robots at specific locations in accordance with the principle of sustainable work during
the execution of tasks. Therefore, the path of space robot should be a closed path starting from the
charging pile position. The space robot needs to satisfy some constraints to complete the maintenance
task: reserve energy, number of space robots, closed path and so on.

Defining variables

xk
i j =

1 I f robot k goes through node i to node j

0 else
, yk

i =

1 I f robot k repairs node i

0 else.

The energy consumed by the k′th robot performing the task can be expressed as

Consumptionk =
m∑

i=0

(
αk · disk

i,i+1 + βk · numk
i+1

)
+ αk · disk

m,0 (10)

where in:
disk

i,i+1 = ci j · xk
i j (11)

N∑
k=1

yk
i ≤ 1, i = 1, 2, · · · , M (12)

M∑
i=0

xk
i j = yk

j ∀ k ∈ {1, 2, · · · , N},∀ j ∈ {1, 2, · · · , M} (13)
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M∑
j=0

xk
i j = yk

i ∀ k ∈ {1, 2, · · · , N},∀ i ∈ {1, 2, · · · , M} (14)

where m represents the number of cluster nodes on the space robot path, αk represents the energy
consumption per unit distance of the k′th robot, disk

i,i+1 represents the path length of the k′th space
robot from the i′th node to the (i + 1)′th node on the path, ci j represents the distance between node
i and node j, i = 0 represents the starting position of the robot, βk is the energy consumption of the
k′th robot repairing a single maintenance node, numk

i+1 represents the number of maintenance nodes
in the (i + 1)′th cluster node on the path of the k′th space robot. Constraint (12) ensures that each
maintenance point has at most one space robot for maintenance; constraint (13) ensures that each
node in the maintenance path has only one starting point; constraint (14) ensures that the node in
each maintenance path has only one end point. In general, these constraints can ensure that each
maintenance point is assigned to at most one space robot, and the space robot passes all the assigned
nodes and walks a closed loop.

In order to ensure that the robot can safely return to the starting point, the energy of the space
robot is greater than that of the charging pile at the last maintenance point. Each robot should return to
the charging pile position before the safe energy of the battery is exhausted, namely:

Consumptionk < ξ · Energyk (15)

In which Energyk is the total energy of the k′th robot, ξ is the safety factor.

3.2. Objective Function

The task planning of space-robot cluster mainly considers the benefits and costs of completing
the tasks of each node with limited energy. For simplicity, we only consider the moving distance of
space robots and the cost of repairing solar panels. Assuming that the damage degree of solar panel is
divided into three levels, with damage level I for 10–40%, II for 40–70% and III for 70–100% and the
maintenance benefit increases with the increase of damage degree.

The goal of space-robot cluster task-planning is to maximize the overall benefit

J = max(ω1 ·

N∑
k=1

m∑
i=1

bene f itk
i +ω2 ·

N∑
k=1

Consumptionk) (16)

subject to

bene f itk
i = gain ·

numk
i∑

j=1

damage j (17)

Consumptionk < ξ · Energyk ∀ k ∈ {1, 2, · · · , N} (18)

damage j ∈ {1, 2, 3} (19)

whereω1 andω2 respectively represent the weight coefficients of maintenance revenue and maintenance
cost, bene f itk

i is the maintenance revenue in the i′th cluster node of the k′th robot, damage j is the damage
level and gain is the profit coefficient.

In this model, the objective function (16) aims to maximize the value of the profit and the maximum
revenue and the minimum energy consumption of completing the task must be considered. Moreover,
the energy consumption includes the maintenance path consumption and the maintenance node
consumption; constraint (18) represents the energy limit of each space robot.

According to the research on constraint-processing methods, constraint-processing methods
are mainly divided into three categories: penalty-function methods, feasible-rule methods and
multi-objective methods. The penalty-function method is to add a penalty function to the objective
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function. Because of its simple principle and easy implementation, it is one of the most widely
used constraint-processing methods. In this paper, by analyzing the task planning model of space
robot, the concept of penalty function is introduced to transform the constraint problem into an
unconstrained problem.

By introducing the penalty function, the objective function is

max J = ω1 · Pro f it +ω2 ·Cost + Penalty (20)

In which

Pro f it =
N∑

k=1

m∑
i=1

bene f itk
i

Cost =
N∑

k=1
Consumptionk

Penalty = ϕ ·
N∑

k=1
(Consumptionk − ξ · Energyk)

(21)

In which: ω1, ω2 respectively represent the maintenance revenue and the maintenance cost,
ϕ represents the penalty coefficient.

4. Modified Differential Evolution Algorithm

Since the emergence of differential evolution algorithm, scholars have done much research work
and achieved many results [38–42]. DE algorithm is an evolutionary algorithm based on population
optimization, which mainly searches by differential variation, crossover and selection operations and
can be used to solve global optimization problems. This paper proposes some improvements for the
difference algorithm to solve the problem of space-robot cluster collaborative task planning.

4.1. Adaptive Control Parameter Strategy

In the search process of the basic differential evolution algorithm, the mutation operator takes a
constant, but in practice, the value of the mutation operator is difficult to determine, if the value of the
mutation operator is too large, the search efficiency of the algorithm is reduced, and the accuracy of
the global optimal solution is low; if the mutation operator is too small, the diversity of the population
is prone to premature convergence. This paper uses a strategy with an adaptive mutation operator.

F = F0 · 2κ , κ = e1− gMax
gMax+1−g (22)

Among them, F0 is the initial mutation operator, gMax is the maximum evolutionary algebra,
g is the current evolutionary algebra. In the early stage of the algorithm, the adaptive mutation
operator has a large value, which keeps the diversity of individuals. In the later stage of the algorithm,
the mutation operator decreases gradually, retains good information and increases the probability of
searching the global optimal solution.

4.2. Roulette Selection Strategy

In order to increase the probability of excellent individuals being selected, roulette selection is
used to maintain the principle that the higher the fitness is, the higher the probability of being selected.
The roulette method completely relies on random numbers for selection each time, which increases the
uncertainty of selection. The basic idea of roulette selection is that the probability of each individual
being selected is proportional to its fitness, so the probability of each individual being selected can be
obtained by calculating the fitness ratio.

p
(
xg

i

)
=

f
(
xg

i

)
∑NP

j=1 f
(
xg

i

) , i ∈ {1, 2, · · · , NP} (23)
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Among them, p
(
xg

i

)
is the probability that individual xg

i is selected in the next generation evolution

and f
(
xg

i

)
is the fitness function value corresponding to individual xg

i .
Then calculate the cumulative probability of each individual, that is, the sum of the selection

probabilities of all individuals.

qi =
i∑

j=1

p
(
xg

i

)
(24)

Moreover, then randomly generate r ∈ [0, 1], if qi > r, then select individuals xg
i .

In this study, the roulette operation is performed on the population after mutation and crossover
and the optimal individual generated by the roulette selection is used to participate in the next
generation of group evolution, which can improve the convergence efficiency of the algorithm.

4.3. Multi-Neighbor Operation Strategy

In the early stage of the DE algorithm iteration, the individual differences in the population are
large, and the mutation operation will make the algorithm have a strong global search ability; by the
middle of the iteration, its optimal values tend to be consistent. In order to improve the diversity of DE
algorithm individuals and avoid the premature convergence of DE algorithm and the problem of local
extremes, this study proposes a multi-neighbor operation strategy. For individuals in the population,
the multiple pairs of positions are exchanged randomly and the value at each position of the exchange
is the node on the exchange path.

xg
i =

 exchange
(
xg

i,p1, xg
i,p2

)
i f (rand ≤ γ)

exchange
(
xg

i,p1, xg
i,p2, . . . , xg

i,pn

)
otherwise

(25)

where, γ is the neighborhood factor, n ε [3, D/2].

4.4. De-Crossover Strategy

In the planning process, in order to increase the convergence speed, it is necessary to design a
de-crossover strategy to reduce cross paths. First of all, it is necessary to judge whether the two line
segments ab and cd cross, a(x1, y1), b(x2, y2), c(x3, y3), d(x4, y4) and the two lines are:

ab :
{

x = x1 + m · (x2 − x1)

y = y2 + m · (y2 − y1)
0 ≤ m ≤ 1 (26)

cd :
{

x = x3 + n · (x4 − x3)

y = y3 + n · (y4 − y3)
0 ≤ n ≤ 1 (27)

Set, D =

∣∣∣∣∣∣ x2 − x1 x3 − x4

y2 − y1 y3 − y4

∣∣∣∣∣∣ when D = 0, two line segments ab and cd are parallel or coincide;

when, D , 0 the calculation formula of m and n are:

m =
1
D

∣∣∣∣∣∣ x3 − x1 x3 − x4

y3 − y1 y3 − y4

∣∣∣∣∣∣ (28)

n =
1
D

∣∣∣∣∣∣ x2 − x1 x3 − x1

y2 − y1 y3 − y1

∣∣∣∣∣∣ (29)

When 0 ≤ m ≤ 1 and 0 ≤ n ≤ 1, the paths ab and cd have an intersection, otherwise none.
Five nodes are used to illustrate the crossover strategy, as shown in Figure 1. The specific process

is as follows, starting from node A, walk a closed loop along ABCDEA, where AB and DE cross,
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then replace with AD and BE and chain node B to node D in reverse order, so the loop ADCBEA is
formed. The specific operation is shown in the pseudocode Algorithm 1.

Algorithm 1. The pseudo-code of uncrossed strategy.

Input: path (A, B, C, D, E, A)
Output: path_uncross (A, D, C, B, E, A)
1. for i←1:length(path)
2. j←i + 1
3. While j<length(path)
4. ab←path(i,i+1)
5. cd←path(j,j+1)
6. flag←Cross_judgement (ab, cd) % Judge whether cross
7. if flag=1
8. path(i+1:j)←path(j:-1:i+1)
9. end if
10. j←j+1
11. end While
12. end for
13. path_uncross←path
14. return path_uncrossAppl. Sci. 2020, 10, x FOR PEER REVIEW 9 of 25 
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Figure 1. Schematic diagram of uncrossed strategy.

4.5. Multi-Population Integration Strategy

In order to solve the problem that differential evolution algorithm is prone to local optimal solution
and premature maturity, this study proposes a multi-population differential evolution algorithm.
The algorithm splits the initial large population into multiple subpopulations, and each subpopulation
is assigned to a mutation strategy, so as to realize parallel exploration among subpopulations,
thereby enhancing the global exploration ability of the algorithm. With iteration, the reward
subpopulations are assigned to the best performing mutation strategies in previous generations
in order to obtain more computing resources and gradually enhance the algorithm’s ability to locally
explore excellent solutions.

For population 1, population 2 and population 3, we adopted different strategies, our principle is
to select well-researched mutation strategies, and each strategy has its own advantages. The three
mutation strategies selected in this paper include “DE/Rand-to-pbest/1”, “DE/current-to-RAND/1”
and “DE/pbad-to-pbest/1”. Among them, “DE/current-to-pbest/1” uses multiple excellent individual
information to make the algorithm not converge prematurely, and the base vector is randomly selected,
so its global search ability is relatively strong; “DE/current-to-rand/1” is an arithmetic crossover,
which has the characteristics of constant rotation and has advantages in solving the rotation problem;
“DE/pbad-to-pbest/1” can make use of good solution information and it can utilize the information of
the bad solution (pbad) toward the good solution to balance exploration and exploitation. In this paper,
the global and local exploration ability of the algorithm is effectively guaranteed by this mechanism.
The pseudocode for the multi-population integration strategy is shown in Algorithm 2.
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Algorithm 2. Pseudo-code of multi-population integration strategy.

1. Set up the ∆ f j ← 0 each j ∈ {1, 2, 3, 4}
2. Initialize the NP, ng (Change the reward population per ng generation)
3. Randomly initialize pop to randomly distribute it in the search space
4. Initialize the λ j and set up the NP j ← λ j ·NP
5. Set up the g← 0 and gMax
6. while g < gMax do
7. g← g + 1 ;
8. if mod(g, ng) = 0
9. k← arg(max

1≤ j≤3
(∆ f j/(ng ·NP j)))

10. ∆ f j ← 0
11. end if
12. According to NP j , pop is randomly divided into pop1, pop2, pop3, pop4
13. Set up the popk ← popk ∪ pop4 and NPk = NPk + NP4
14. for j← 1 to 3
15. for i← 1 to NP j
16. switch j
17. case 1: %Perform the first mutation strategy DE/rand-to-pbest/1 in pop1

18. vg+1
i ← xg

i + K ·
(
xg

best − xg
i

)
+ F ·

(
xg

r1 − xg
r2

)
, i ε {1, 2, . . . , NP}

19. case 2: %Perform the second mutation strategy DE/current-to-rand/1 in pop2

20. vg+1
i ← xg

i + F ·
(
xg

r1 − xg
i

)
+ F ·

(
xg

r2 − xg
r3

)
, i ε {1, 2, . . . , NP}

21. case 3: %Perform the third mutation strategy DE/pbad-to-pbest/1 in pop3

22. vg+1
i ← xg

i + F ·
(
xg

best − xg
pbad

)
, i ε {1, 2, . . . , NP}

23. end switch
24. Perform crossover operations and boundary condition processing
25. if f

(
Xi,g

)
< f

(
Ui,g

)
26. Xi,g+1 ← Xi,g
27. else
28. Xi,g+1 ← Ui,g, ∆ f j ← ∆ f j + f

(
Xi,g

)
− f

(
Ui,g

)
29. end if
30. end for
31. pop← pop1 ∪ pop2 ∪ pop3

32. end while

4.6. Algorithm Flow

For task planning of space-robot cluster, the overall planning process is shown in Figure 2.

1. First, generating the coordinates of the maintenance node, the maintenance level and the revenue
and determine the number of space robots and the origin coordinates;

2. Cluster the maintenance nodes to obtain the coordinates of the cluster center point, the revenue
within the cluster and the number of target points within the cluster;

3. Generate the energy loss matrix between clusters and the distance energy loss matrix from the
space robot to each cluster center;

4. Modified differential evolution algorithm.

(1) Initialize the multi-population parameters;
(2) Randomized population;

(3) Adaptive differential evolution operator F = F0 · 2κ , κ = e1− gMax
gMax+1−g ;

(4) The reward subpopulation is assigned to the k′th population, set popk = popk + pop4 and
NPk = NPk + NP4, where k = {1, 2, 3};

(5) pop1 , pop2, pop3 carry out their respective strategy differential evolution operations;
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(6) Population combination, judge whether the end condition is satisfied and output the robot
cluster optimization result if it is satisfied, otherwise repeat steps (3)–(5).
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5. Experimental Results

The effectiveness of the algorithm is verified by computer simulation. The simulation was
implemented in Matlab 2016a, and the computer parameters were Intel Core i7-8750 processor,
2.20 GHz CPU and 8 GB RAM memory configuration. The basic parameters of the simulated SSPS are
as follows: the size of the maintenance area is 180 m × 60 m, the size of the solar panel is 0.5 m × 0.6 m
and the damage rate of the solar panel is between 2%–2.5%.
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5.1. Space Maintenance Point Clustering

Due to the different degrees of damage to the solar panels in the space solar-power station, their
maintenance priorities are also different. For the degree of each solar panel damage Class I, Class II
and Class III, the benefits increase as the degree of damage increases. This paper takes the maintenance
of solar array as an example, and performs task clustering on 800 maintenance point targets, so as to
test the performance of the algorithm. The target coordinates of maintenance points are input into the
clustering algorithm, and the maintenance points are clustered into regional target clusters and single
maintenance point clusters by the clustering algorithm. The results of the clustering algorithm are
shown in Table 1, (x, y) represents the position coordinates of each cluster center, Number of points
in the cluster (NPC) is the number of points that need to be repaired in each cluster area, and the
Income within cluster (IC) represents the sum of the income of all maintenance points within the cluster.
As shown in Equation (17), this paper sets the profit coefficient gain to 10. According to Equation (9),
we set eps = 0.5 (half of the robotic arm length), k = 2.

When the maintenance point in the cluster is greater than or equal to 3, it is the regional target
clustering—and when it is less than 3—it is the noise point in the clustering algorithm, namely,
the single target clustering. As can be seen from Table 1, the clustering results include 92 regional
target clustering and 8 single target clustering, and the total income of 800 maintenance points is
15,870. The clustering algorithm is used to reduce 800 maintenance nodes to 100 clustering centers,
which effectively reduces the scale of planning problems and reduces the difficulty of solving the
planning problems.

5.2. Comparison Experiment of Optimal-Path Model Optimization

5.2.1. Experimental Comparison

In the process of task planning, it is necessary to reasonably consider the relationship between
the paths between clusters and the number of points within the clusters—and then to complete
the optimization of the robot clusters revenue and energy consumption under a certain energy.
In this experiment, under the condition of certain energy, the newly proposed optimal-path model
of space-robot cluster and the shortest-path model of space-robot cluster are compared. The optimal
path is solved by the modified differential evolution algorithm, and the total number, revenue and
completion rate of the maintenance tasks under the condition of certain energy are compared.

In order to simplify problem solving, it is assumed that each space robot’s
movement consumption αk and maintenance failure point consumption βk a are the same,
set αk = 5, βk = 1, k = 1,2,3,4,5. In this experiment, the corresponding parameters are set as:
NP = 500, ng = 20, γ = 0.9, CR = 0.1, F0 = 0.4, λ1 = λ2 = λ3 = λ4 = 0.25, gMax = 10, 000.
The clustering results of 800 maintenance points are taken as the target node to be planned in
this experiment. The charging piles in each space are the starting point of each space robot. The space
robots are required to return to the starting position after repairing each target node according to the
design path. The initial positions of the five space robots are, respectively (0, 0), (−90, 30), (−90, −30),
(90, 30), (90, −30).

In this experiment, the total battery capacity of the space-robot cluster is set to 5000, 6000 and 7000,
respectively. The energy of each robot is shown in Table 2. Considering the optimal-path model and
the shortest-path model of the robot cluster, the maximum number, the maximum revenue and the task
completion rate of the space-robot cluster maintenance solar array are calculated. The maintenance
path and completed tasks are shown in Tables 3–5, respectively. In this experiment, the safety factor,
maintenance revenue weight, maintenance cost weight and penalty function coefficients are set as
ξ = 0.8, ω1 = 1, ω2 = −0.5, ϕ = −400. Consumption is the energy consumption of each space robot.
Income is the total income of repair points on the repair path. Number of tasks is the number of
tasks completed by the space-robot cluster at a given energy. Income rate is the ratio of the income
completed by the space-robot cluster and the total task income.
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Table 1. Information after clustering of space tasks.

Num (x, y) NPC IC Num (x, y) NPC IC

1 (−88.5, −28.2) 6 110 51 (51.5, 24.0) 9 170
2 (−23.5, −12.0) 18 350 52 (40.0, 2.4) 11 220
3 (−80.0, −6.6) 13 220 53 (68.5, 9.6) 3 80
4 (−46.5, −6.0) 8 130 54 (56.5, 4.2) 16 340
5 (−56.5, −8.4) 7 130 55 (−82.0, −24.0) 4 70
6 (−40.0, −16.8) 14 310 56 (−75.5, 2.4) 9 220
7 (−13.5, −13.2) 7 110 57 (−63.0, −2.4) 5 80
8 (−10.0, −3.6) 15 300 58 (2.5, −8.4) 5 120
9 (−6.5, −18.6) 9 160 59 (−67.0, −16.8) 9 190
10 (−38.5, −6.0) 16 290 60 (−4.5, 18.0) 7 130
11 (−50.0, −27.6) 6 110 61 (−34.0, 26.4) 13 300
12 (−88.5, 1.8) 10 210 62 (−31.5, 10.8) 6 100
13 (−23.5, 18.0) 6 130 63 (9.5, −22.8) 9 220
14 (−80.0, 23.4) 16 330 64 (17.5, −3.6) 7 170
15 (−46.5, 24.0) 17 340 65 (81.5, −24.0) 5 70
16 (−56.5, 21.6) 8 130 66 (89.5, −15.6) 9 160
17 (−40.0, 13.2) 20 370 67 (43.5, −22.2) 11 260
18 (−16.5, 3.6) 7 130 68 (24.0, −18.0) 8 170
19 (−60.0, 10.2) 17 290 69 (9.5, 9.0) 6 80
20 (−66.5, 25.2) 6 120 70 (15.0, 6.0) 3 60
21 (−13.5, 16.8) 14 260 71 (82.0, 16.2) 6 120
22 (−10.0, 26.4) 20 430 72 (59.0, 24.6) 5 100
23 (−6.5, 11.4) 9 220 73 (31.5, 4.8) 3 50
24 (−50.0, 2.4) 9 200 74 (18.0, −9.6) 6 80
25 (−21.5, 9.6) 5 70 75 (18.5, 16.8) 11 200
26 (−33.5, 4.2) 8 140 76 (39.0, 12.6) 6 150
27 (−73.5, 10.2) 4 80 77 (−15.5, −21.0) 7 130
28 (66.5, −12.0) 12 250 78 (−6.0, 3.6) 4 110
29 (10.0, −6.6) 5 80 79 (−30.5, −21.0) 4 70
30 (43.5, −6.0) 6 100 80 (−22.5, 26.4) 5 110
31 (33.5, −8.4) 12 260 81 (−70.5, 18.6) 6 140
32 (50.0, −16.8) 12 200 82 (57.5, −8.4) 5 70
33 (23.5, −4.8) 7 130 83 (60.0, −22.2) 7 150
34 (76.5, −13.2) 14 250 84 (92.5, 18.0) 5 120
35 (80.0, −3.6) 14 270 85 (60.0, 13.8) 8 120
36 (51.5, −6.0) 7 140 86 (−30.0, −5.4) 3 50
37 (68.5, −20.4) 6 90 87 (−31.5, −15.0) 3 60
38 (1.5,1.8) 5 90 88 (−52.5, −18.6) 6 110
39 (66.5, 18.0) 7 120 89 (2.0, 12.0) 5 130
40 (10.0, 23.4) 17 340 90 (10.5, −1.2) 4 100
41 (43.5, 24.0) 9 200 91 (84.0, 3.0) 10 220
42 (33.5, 21.6) 9 170 92 (39.0, 29.4) 4 110
43 (50.0, 13.2) 18 350 93 (−73.5, −19.8) 1 10
44 (70.0,25.2) 11 210 94 (1.5, −28.2) 1 30
45 (73.5, 3.6) 6 150 95 (73.5, −26.4) 1 10
46 (30.0, 10.2) 6 130 96 (30.0, −19.8) 1 30
47 (23.5, 25.2) 3 80 97 (83.5, −18.6) 1 30
48 (76.5, 16.8) 12 290 98 (40.0, −27.6) 1 10
49 (80.0, 26.4) 10 230 99 (−24.5, 5.4) 1 30
50 (83.5, 11.4) 10 190 100 (19.0, 28.8) 1 20
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Table 2. Space-robot capacity information.

Robot Number Robot 1 Robot 2 Robot 3 Robot 4 Robot 5

Total capacity 5000 1200 950 950 950 950
Total capacity 6000 1500 1125 1125 1125 1125
Total capacity 7000 1800 1300 1300 1300 1300

Table 3. Comparison of task-planning paths for a space-robot cluster with a total energy of 5000.

Type Robot Consumption Income Number of Tasks Income Rate

Multirobot
optimal-path

model

R1 945.53

10,370 525 65.34%

R2 753.56

R3 738.72

R4 741.71

R5 752.41

Multirobot
shortest-path

model

R1 934.61

6830 345 43.04%

R2 658.22

R3 751.03

R4 692.13

R5 686.65

Note: The total energy of robot cluster is 5000, the energy of each robot are [1200, 950, 950, 950, 950], the available
energies are [960, 760, 760, 760, 760].

Table 4. Comparison of task-planning paths for a space-robot cluster with a total energy of 6000.

Type Robot Consumption Income Number of Tasks Income Rate

Multirobot
optimal-path

model

R1 1184.51

12,640 632 79.65%

R2 890.12

R3 888.59

R4 899.01

R5 896.14

Multirobot
shortest-path

model

R1 1184.70

9160 466 57.84%

R2 865.95

R3 845.31

R4 843.96

R5 880.99

Note: The total energy of robot cluster is 6000, the energy of each robot are [1500, 1125, 1125, 1125, 1125],
the available energies are [1200, 900, 900, 900, 900].
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Table 5. Comparison of task-planning paths for a space-robot cluster with a total energy of 7000.

Type Robot Consumption Income Number of Tasks Income Rate

Multirobot
optimal-path

model

R1 1433.22

14,540 730 91.62%

R2 1035.71

R3 1024.98

R4 1036.98

R5 1021.90

Multirobot
shortest-path

model

R1 1273.64

10,650 543 67.11%

R2 961.64

R3 935.14

R4 1001.92

R5 1018.60

Note: The total energy of the robot clusters is 7000, the energy of each robot is [1800, 1300, 1300, 1300, 1300];
the available energies are [1440, 1040, 1040, 1040, 1040].

As can be seen from Table 3, the energy consumption of each space robot are basically close to its
maximum of available energy, it has made full use of energy, but under the model of optimal path
space-robot clustering task earnings significantly higher than that of the shortest-path model, which is
about 1.38 times of the shortest-path model, the benefits of maintenance were obvious ascension; it can
also be seen that the number of maintenance nodes in the optimal-path model is much higher than that
in the shortest-path model, which is about 1.36 times that of the shortest-path model, by comparing
the Income rate, it can be seen that the task return rate of the optimal path is also much higher
than the shortest-path model. In conclusion, under the same energy constraints, the planning effect
of the optimal-path model is better than that of the shortest-path model. Similarly, Tables 4 and 5
show the optimization results of the optimal path and the shortest path under the other two energies.
By comparing Tables 3–5, the planning effect of the optimal-path model is better than that of the
shortest-path model at different energy levels, which shows the superiority of the optimal-path model
proposed in this paper.

In space, resource constraint is one of the main factors that affect the space robot, and they must
maximize efficiency with limited resources. It can be clearly seen from Tables 3–5 that under certain
resource conditions, the number of tasks completed by the optimal path, the total revenue and the
task completion rate are obviously better than the shortest path. The total revenue of the optimal path
is 42.33% more than the total revenue of the shortest path, and the number of tasks completed by
the optimal path is 40.67% more than the average number of tasks completed by the shortest path.
Therefore, the optimal-path model has obvious advantages in dealing with the task allocation problem
of space-robot clusters with limited resources.

The specific maintenance routes of the space-robot cluster with energies of 5000, 6000 and 7000
are, respectively shown in Figures 3–5, the starting point of the optimized path is the location of each
space charging pile. Figures 3–5 correspond to the paths in Tables 3–5, wherein star points represent
the starting positions of the space robot, solid line loop in the optimal-path model represents the
maintenance path of the space robot, and the path consumption of each robot corresponds to the
corresponding table. The solid line and stippling line in the shortest path represent the maintenance
path of the space robot, while the dotted line represents the position in the shortest path that the space
robot cannot complete under the condition of limited energy. The stippling line is the route that the
space robot can return to the charging pile position within a safe energy range. However, in some cases,
because the points in the cluster are too scattered, the different results of the cluster will have a certain
impact on the number of completed tasks. This experiment proves the feasibility of the optimal path.
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Figure 3. Comparison of maintenance routes when the space-robot cluster energy is 5000.
(a) Optimal-path model; (b) shortest-path model.
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Figure 4. Comparison of maintenance routes when the space-robot cluster energy is 6000.
(a) Optimal-path model; (b) shortest-path model.
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5.2.2. Parameter Analysis

Since the modified differential evolution algorithm is very sensitive to parameters, different
parameters will lead to different programming results for the same calculation. Taking the space-robot
cluster at 6000 energy as an example, the optimization parameters are analyzed. The population
number NP is selected according to experience, the commonly used range of 5D–10D. In this paper,
an adaptive mutation operator F is adopted, whose value can be adjusted adaptively. The crossover
operator selects an appropriate value according to experience. In the modified differential evolution
algorithm, the proportion of subpopulations λ (as λ1 = λ2 = λ3 = λ) and ng have a great influence on
the final optimization results. In order to obtain the optimal solution, this paper conducts a separate
analysis on the influence of these two parameters, as shown in Table 6.
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Table 6. The influence of λ and ng on the modified differential evolution algorithm.

Num λ ng Maximum Income Maintenance Points

1 0.10 20 11,660 585
2 0.15 20 12,030 606
3 0.20 20 12,240 605
4 0.25 20 12,640 632
5 0.25 10 12,180 609
6 0.25 30 11,640 580
7 0.25 40 11,450 565

We obtained by comparing multiple groups of experiments that when λ = 0.25, ng = 20, the effect
of this experiment is the best. Different parameters may need to be set for different space maintenance
problems. This paper provides a feasible parameter selection scheme.

5.3. Comparison Experiment of Modified Differential Evolution Algorithm

In order to verify the superiority of the algorithm in this experiment, taking the total energy of the
space-robot cluster is 6000 as an example, the basic differential evolution algorithm (DE), the adaptive
differential evolution algorithm (JDE), the multi-population integrated differential evolution algorithm
(MPEDE) and the modified differential evolution algorithm (modified DE) are used, respectively to
solve the optimal path of the maintenance task of the large SSPS. The test results are shown in Table 7.

Table 7. Comparison of different types of algorithms.

Algorithms Objective Function Value Total Income Maintenance Points

DE 4300.27 5150 251
JDE [40] 8705.85 9590 468

MPEDE [41] 8906.75 9850 502
Modified DE 11,688.33 12,640 632

Some conclusions can be drawn by comparing the different types of algorithms in Table 7.
The modified differential evolution algorithm is more effective than DE, JDE and MPEDE in the
objective function value, the maximum profit and the number of maintenance points of the space-robot
cluster. In terms of the total maintenance revenue of space-robot clusters, the modified differential
evolution algorithm is 2.45 times that of DE, 1.32 times that of JDE and 1.28 times that of MPEDE.
In the total maintenance points of space-robot cluster, the modified differential evolution algorithm is
2.52 times of DE, 1.35 times of JDE and 1.26 times of MPEDE. This shows that the modified difference
algorithm proposed in this paper is better than the existing methods in solving the optimal-path model
of spatial robot clusters.

Figure 6 shows the comparison of the maximum income of the space-robot cluster, Figure 7 shows
the comparison of the maximum maintenance points. Figure 8 shows the comparison of the objective
function value. At the beginning, due to the existence of the penalty coefficient, the objective function
is negative, and it will be very large, which makes the graph display not obvious. In order to make it
clear, we have truncated the vertical coordinate of Figure 8.

It can be seen from Figures 6–8 that the number of iterations of the modified differential evolution
algorithm is significantly less than that of DE, JDE and MPEDE in solving the optimal solution of
the maximum benefit, the number of maintenance points and the objective function value of the
space-robot cluster. The convergence effect of the modified differential evolution algorithm is better
than that of other algorithms.
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Figure 7. Total task points completed when the space-robot cluster energy is 6000.
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In this paper, the variation factor of differential evolution algorithm is improved, the diversity
of individuals is maintained in the early stage, the mutation operator is reduced in the later stage
and the probability of searching the global optimal solution is increased. The combination of roulette
and multi-neighborhood operations is used to ensure the optimal value of the population and
avoid falling into the local optimal; the convergence of the model is accelerated by the de-crossing
strategy; the multi-population strategy-integration method is used to obtain more computational
resources in the evolution of better mutation strategies. Therefore, the modified differential evolution
algorithm proposed in this paper has the advantages of global optimality and fast convergence speed,
which improves the convergence speed and convergence effect of the algorithm, and the overall
performance is better than other existing algorithms.

For the optimal path problem of space robots for maintenance tasks of large space solar-power
stations, in order to better prove the performance of the modified DE proposed in this paper, we take
the space-robot cluster with a total energy of 6000 as an example, the genetic algorithm (GA), ant colony
optimization algorithm (ACO), artificial bee colony algorithm (ABC) and modified DE are, respectively
used to solve the optimal path of maintenance task of large space solar-power station. The test results
are shown in Table 8.

Table 8. Comparison of other algorithms.

Algorithms Objective Function Value Maximum Income Maintenance Points

GA 5794.99 6470 321
ACO 7049.01 7790 396
ABC 10,246.18 11,200 561

modified DE 11,688.33 12,640 632

By comparing the different optimization algorithms in Table 8, we can see that in the space
maintenance task, the modified differential evolution algorithm is better than the GA, ACO and
ABC in solving the optimal solution of the maximum benefit, the number of maintenance points
and the objective function value of the space-robot cluster. Therefore, this paper chooses to use the
modified DE for the optimal path planning of the space robot, so that it can better complete the space
maintenance task.
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6. Conclusions

The on-orbit maintenance task planning of large SSPS is an important research hotspot and the use
of space-robot clusters to complete space maintenance operations is a development trend. Energy in
space is one of the important factors to be considered. In order to solve this problem, we have modeled
and analyzed the space-robot cluster problem. The optimal-path model of the space-robot cluster
proposed in this paper improves the task planning effect of the space-robot cluster. The superiority
of modeling is verified by comparing with the shortest-path model. Clustering operations on target
maintenance nodes can greatly reduce the difficulty and time loss of task planning for space-robot
clusters and effectively improve the efficiency of space robot task allocation. Aiming at the defects of
slow convergence speed and easy to fall into the local optimum in the later stage of differential evolution
algorithm, this paper improves the convergence speed and convergence effect of the algorithm through
a series of improvement measures and proves that the modified DE can solve the optimal path problem
of space-robot cluster more effectively through simulation experiments. This article provides an
efficient algorithm to solve the problem of space-robot cluster task-planning for space maintenance
operations; it will also have very good benefits for the maintenance problem of larger space agencies in
the future.

Future research can integrate other realistic constraints in the space robot task model, such as
considering the space robot’s time window, battery life, network communication, attitude orbit control,
etc. On the other hand, in the process of task planning for the space-robot cluster, the space environment
and the actual situation of the space robot are considered, dynamic task assignment is performed and
the problem of secondary assignment of tasks is considered.
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