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Abstract: The Petri net (PN) formalism is a suitable tool for modeling parallel systems due to its
basic characteristics, such as synchronization. The extension of PN, the Colored Petri Nets (CPN)
allows the incorporation of more details of the real system into the model (for example, contention for
shared resources). The CPNs have been widely used in a variety of fields to produce suitable models.
One of their biggest strengths is that their overall philosophy is quite similar to the philosophy of the
object-oriented paradigm. In this regard, the CPN models can be used to implement simulators in
a rather straightforward way. In this paper, the CPN framework is employed to implement a new
resource allocation simulator, which is used to verify the performance of our previous work, where
we proposed a fair resource allocation scheme with flow control and maximum utilization of the
system’s resources.
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1. Introduction

The cloud provides a variety of resources for users based on their requirements. Each job
generated by a user in the cloud has some resource requirements. Thus, one important aspect of cloud
computing is the design of an efficient resource allocation scheme. A second but equally important
aspect is the evaluation of the different models of the cloud resources allocation and usage. It is
common knowledge that it is very difficult to experiment on real cloud environments. Moreover,
this experimentation is rather costly. Thus, many works focus on the design of simulation frameworks
for cloud computing. Necessarily, these efforts can cover only some details of the overall cloud
implementation, but they can serve as important experimentation tools. In this work, we extend our
previous work [1] and discuss these aforementioned aspects—first, we briefly discuss our previous
resource allocation scheme, to make the paper self-contained and to help the reader understand its
details. Then, we show how to implement our own simulator, which is based on the Colored Petri Net
formalism and incorporates the the main ideas of our resource allocation scheme.

The problem of resource allocation in the cloud is a challenging one, as the set of user jobs have
much different requirements [2,3]. Due to to the heterogeneity of both the available resources (like CPU,
bandwidth or memory) and the jobs themselves (for example, other jobs are CPU-intensive while
others are memory-intensive), the problem of distributing the resources in a fast and fair way while
regulating the resource utilization, becomes rather complex. By fairness, we actually mean a measure
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of how well the resource allocation is balanced among the users jobs, but also satisfy their needs to the
maximum extent.

As the cloud usage is getting more and more intense, specifically due to the numerous big
data applications running over the cloud [4,5] lot of effort has been focused on the resource
allocation problem. The basic quality criteria for a good resource allocation technique, as described in
the literature, are the minimization of the resource allocation cost, the overall system utilization and
the job execution time. The techniques developed use different approaches in order to address these
three metrics. In Reference [6], the authors treat the problem of resource allocation as an optimization
problem and aim at reducing the total cost while they introduce the idea of increasing the overall
reliability. The reliability is modeled on a per virtual machine (VM) basis and depends on the number
of failures per VM.

In Reference [7] the authors divide the resource allocation technique into two phases: an open
market-driven auction process followed by preference-driven payment process. When a user requests
multiple resources from the market, the provider allocates them based on the user’s payment capacity
and preferences. The users pay for the VMs based on the quantity and the duration used. The authors
also aim at minimizing the total cost and allocate the resources in an efficient manner. Another work
that mainly focuses on the total cost and utilization maximization was proposed by Lin et al. [8],
where the authors propose a threshold-based strategy for monitoring and predicting the users’
demands and for adjusting the VMs accordingly. Tran et al. [9] present 3-stage scheme that allocates
job classes to machine configurations, in order to attain an efficient mapping between job resource
requests resource availability. The strategy aims at reducing the total execution time as well as the cost
of allocation decisions.

Hu et al. [10] implemented a model with two interactive job classes to determine the smallest
number of servers required to meet the service level agreements for two classes of arrived jobs.
This model aims at reducing the total cost of resource allocation.

Khanna and Sarishma [11] presented RAS (Resource Allocation System), a dynamic resource
allocation system, to provide and maintain resources in an optimized way. RAS is organized into
3 functions—Discovery of resources, monitoring of resources and dynamic allocation. The main goal
is to achieve high utilization. The total resource allocation cost is not taken into account and the VM
having minimum resource requirements suffer lower delay. In case of similar requirements, the VM
have a random, equal waiting time.

Two strategies focusing on the total execution time are found in Reference [12,13]. Saraswathi et al.
present a resource allocation scheme, which is based on the job features. The jobs are assigned priorities
and high priority jobs may well take the place of jobs with low priorities. In Reference [13], the authors
use the concept of “skewness” to measure the unevenness in the multidimensional resource utilization
of a server. Different types of workloads are combined by minimizing the skewness and the strategy
aims at achieving low execution times by balancing the load distributed over time. Table 1 summarizes
the discussion so far, by indicating the metrics considered by the papers described.

Table 1. Summary of related papers, based on the metrics used to evaluate resource allocation.

Paper Reference Cost Execution Time Utilization

[6] Yes No No

[7] Yes No Yes

[8] Yes Yes No

[10] Yes No No

[11] No No Yes

[9] Yes Yes No

[12] No Yes Yes

[13] No Yes Yes

Our work No No Yes
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Generally, the simulators have an important role in the development of every software application.
When a researcher tries to design a resource allocation strategy for the data centers of a cloud,
he focuses on the aspects mentioned above, that is, the minimization of the resource allocation
cost, the overall system utilization and the job execution time. A well-developed simulator will help
the researcher to grasp the main issues and challenges of the problem like the resource allocation
strategy to be used, the choice of the basic cloud resources (in an initial stage, it is necessary to keep
the most important resources, so that the simulator can be tested easily), and the other factors that
are important (for example, an input rate regulation policy, as will be discussed in the next section).
The simulator will provide answers to questions involving the effectiveness of resource utilization,
or the “fair” distribution among the competitive user jobs. Also, it may prove that an allocation
strategy performs better under certain job input rates, which are regulated based on the service time of
the resource allocations over the cloud. In the remaining of this section, we briefly discuss a few of the
typical cloud simulators found in the literature, which include modules for resource allocation based
on a certain policy. A detailed presentation of the existing cloud simulators can be found in a very
recent comprehensive work presented by Mansouri et al. [14].

One of the first cloud simulators, was introduced by Calheiros et al. [15] and was named CloudSim.
This simulator was the basis for the development for a number of other simulating tools
(examples include References [16–20]). CloudSim supports allocation provisioning at two levels—(1)
host level and (2), at the Virtual Machine level. At the host level, decisions are taken regarding
the percentage of the processing power of each cort that will be allocated to each VM. At the
VM level, the VM assigns a constant percentage of the processing power to the individual jobs
within the VM. Sqalli et al. [21] presented UCloud, which was developed for usage in a university
environment. The model combines public and private clouds and the resource allocation policy is based
on information like performance monitoring or security management. The DISSECT-CF (DIScrete
event baSed Energy Consumption simulaTor for Clouds and Federations) simulator presented by
Kecskemeti [22] includes a module that can track major resource conflicts (like CPU or bandwidth) to
take decisions regarding the resource sharing. These decisions are enhanced by a tool for performance
optimization, as far as the resource distribution is concerned.

Tian et al. [23] introduced their simulator named CloudSched simulator. The simulator includes
resource allocation policies in the cloud, which are built upon the consideration of the main resources
like CPU, memory and disk, and network bandwidth. The approach (like the one proposed in
this work) also makes use of the average service time, the job input rate and the service time to take
decisions on the resource allocation. However, it does not include a fairness mechanism and it does
not separate the user jobs into different classes, based on their dominant resource needs, as does
our strategy.

In Reference [24], the authors introduced SCORE , which includes a resource allocation module.
To create the model for the generated jobs, SCORE takes into account the job inter-arrival time, the job
duration and the resource usage, that is the amount of CPU and RAM that every job needs to consume.
Again, the module is not equipped with a fairness strategy and it does not take into account the nature
of each job, that is, some of the jobs are CPU intensive while others are memory intensive. The simulator
presented by Gupta et al. [25] also includes a resource management module. This module consists of a
set of schemes. The workload management is one of these schemes and its purpose is to decide where
to accommodate the workload. An optimization workload management algorithm may be used to
select among a set of feasible solutions. Also, a control based workload management algorithm can be
used to control the system. This type of management can closely track the performance parameters
(for example job service time) of jobs in order to regulate the workload input rate. A researcher can
examine these resource allocation algorithms with different workload distributions.

The Petri Net and Colored Petri Net formalism have been widely used in the literature,
in numerous fields [26,27]. Only a few are mentioned here: A few applications to mention here
include pipeline-based parallel processing [28], grid computing applications [29,30] or even traffic
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control [31]. In this paper we use an extension of Petri Nets, the Colored Petri Nets (CPN) to extend our
previous work [1], which proposed a resource allocation method, to maximize the resource utilization
and distribute the system’s resources in a fast and fair way. Compared to the other resource allocation
schemes found in the literature, this work introduces the control flow control mechanism based on the
available resources and the careful analysis of the dominant demands of each job. Also, the metric it
uses for performance evaluation is the system utilization (see Table 1 for comparisons to other schemes),
although its execution time could also be used since it is proven to be linear, as will be discussed
is Section 3. In this work, we capture the ideas of our previous work and use them to implement a
CPN model for resource allocation in the cloud. This model is the basis for the implementation of
our CPN-based resource allocation simulator (will be referred to as CPNRA (Colored Petri Net-based
Resource Allocator). This simulator is used to verify and evaluate the performance of our resource
allocation scheme. The advantages of the proposed model is that it is deadlock free and can be executed
in linear time. Moreover, because it is organized in an hierarchical manner, it can easily be expanded
for larger systems (larger number of users or available resources) only with minor changes. This is one
of its biggest strengths.

The remaining of this work is organized as follows—Section 2 briefly describes the resource
allocation model. More details can be found in Reference [1], but we present the basic ideas here,
so that the paper is standalone. Section 3 presents some CPN preliminaries which are necessary for
the reader to understand the model and then shows how we translated the resource allocation model
to a CPN model. In Section 4, we explain how the simulator executes giving a concrete example and
then we present our experimental results. Section 5 concludes this paper and presents aspects for
future research.

2. Resource Allocation Model

Consider a set S = {1, . . . , m} of m available resources, where Tr is the total amount of a resource
r available in the cloud. In our allocation model, the resources are considered as servers. Each resource
type r is modeled as a single server Sr, and each server has a single queue Qr of user jobs that require
the specific resource. The queue lengths are considered large enough to accommodate all the possible
user requests per resource. The jobs enter a queue Qr to request a resource type according to a Poisson
arrival process with rate λr. The service time (the time required for a job to obtain a certain resource)
is exponential with mean 1/µ. A cloud has an infinite number of users and each user executes a
number of jobs. Each job is described by its demand vector Vi = {Vi1, Vi2, . . . Vim}. The demand vector
shows the amount of each resource demanded by each job. A job’s job dominant resource, is the most
necessary resource for this job. For example, some jobs are CPU-intensive, while others require more
memory. This notion has been introduced in a number of papers (for example, see References [32,33]).
The dominant server queue (DSQ) is the queue of the dominant resource server. All the jobs requiring a
dominant resource enter the DSQ before entering any other queue to ask for other resources. In the
example of Figure 1, the DSQ is Q1. The remaining queues correspond to non-dominant resources.

A vector in the form K = (K1, K2, . . . , Km) expresses the cloud’s state. Here, K is the amount of
available resources in every server. Let us consider the conditional probability of moving from state K
to K′, denoted as p(K, t + δ | K, t), where δ is a very short period, enough to accommodate only one
change of state. The overall probability of reaching a state K′ is: [34]

p(K′1, K′2 . . . K′m) = p1(K′1) · p2(K′2) · · · · · pm(K′m) (1)

where
pj(K′j) = p

K′j
j (1− pj), (2)

with

pj =
λj

µj
≤ 1, the utilization of a resource server. (3)
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Figure 1. Resource allocation model with 3 resources, i = 1 is the dominant resource.

Let us consider a system has the 3 most important resources, that is, CPU, RAM, and disk.
A resource allocator (see Figure 2) is used; the resource allocator is a central system that handles a
queue system. Generally, the resource allocator has m queue systems or classes, each having a structure
similar to the one shown in Figure 1. A class is characterized by the dominant resource. Each class
has m queues, one for each resource. For our example, m = 3. Thus, the total number of queues
in the system m2. Obviously, the dominant resource is different for each queue system and each
system handles and allocates a percentage of the overall available resources. We use bi to refer to
this percentage for each queue. In the example of Figure 1, b1 is the percentage of the dominant
queue (in our example Q1) and b2, b3 are the percentages for the remaining queues (Q2 and Q3 for
our example).

When a job requires resources, its dominant resource is examined and it is assigned to the proper
queue system, the one with the dominant resource as DSQ. Thus, a job requests resources starting from
DSQ and then it “moves” accross the other queues to request the remaining resources. Then, it may
“return” back to DSQ to request more resources. Mathematically, for the queue system of Figure 1,
this behavior is modeled by the following equations:

λ1 = λ + (µ2 + µ3)b1

λ2 = b1λ1 (4)

λ3 = b2λ2,

where λ denotes the total number of rate of all the jobs with Q1 as their DSQ. The bj’s have to be
regularly recalculated, as resources are allocated and de-allocated.

Therefore, by employing a queuing system, our resource allocation scheme is able to estimate the
maximum job arrival rate that the system can afford.

To distribute the resources in a fair way, our scheme introduces a max − job fair policy,
which initially considers the maximum number of jobs based on the demands on the dominant resource.
Let us define U = {U1, . . . , Un} as the set of n users that content for the dominant resource r̂. The users
are sorted by increasing order of their demands for the dominant resource into vector V̂r and then
Ui max, the maximum number of job assigned to each user is computed as follows:

Ui max =
T̂r
Vir̂

, for all users i. (5)
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Then, we find the sum of all the jobs computed in the first step, N =
n

∑
i=1

T̂r
Vir̂

, and we find the fair

resource allocation factor f for each of these jobs as follows:

f =
T̂r
N

. (6)

Finally, we use the fair resource allocation factor to compute the resources allocated fairly to each
user i, Fi as follows:

Fi = f ×U(n+1−i)max. (7)

Let us use an example to illustrate the process described. Assume that 4 users content for their
dominant resource, CPU, and the cloud system has 18 CPUs available and their demands are: 4 CPUS
for U1, 9 CPUs for U2, 6 CPUs for U3 and 5 CPUs for U4. By sorting in ascending order, we have:
V = [U1 = 4, U4 = 5, U3 = 6, U2 = 9]. From (4), we obtain that U1 max = 18

4 = 4.5, U2 max = 18
5 =

3.6, U1 max = 18
6 = 3, and U4 max = 18

9 = 2. The sum of these jobs is N = 4.5 + 3.6 + 3 + 2 = 13.1 jobs.
Then f = 18

13.1 = 1.374. Thus, from (6), we have:

F1 = 1.374×U4 max = 1.374× 2 = 2.748,

F2 = 1.374×U3 max = 1.374× 3 = 4.122,

F3 = 1.374×U2 max = 1.374× 3.6 = 4.97, and

F4 = 1.374×U1 max = 1.374× 2 = 6.18.

queue systemClass 1 End

queue systemClass 2 End

.

.

.
queue systemClass m End

User requests

Tasks with 

allocated 

resources

Figure 2. Resource Allocator with m Queue Systems.

Since the values [F1, F2, F3, F4] correspond to users [U1, U4, U3, U2] (recall that the users have been
sorted based on their requests, from Step 1). Thus, U1 will get 3 CPUs, U2 will get 6 CPUs, U3 will get
5 CPUs and U4 will get 4 CPUs.

To conclude, our resource allocation policy first examines the job arrival rate that the system can
afford by solving a system of equations like the one in Equation (4) and then it applies Equations (5)–(7)
to fairly distribute the resources. In cases when the requesting jobs arrival rate is such that the system
cannot handle, then the system reduces the resources assigned to each job by Equations (5)–(7), until the
rates are regulated to affordable values.

3. The CPN Model

In this section we present the CPN model, which is the basis for the implementation of
our simulator. The CPN model is composed of one “core” for each queue member of a queue system.
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The cores have the same structure and procedures described in this section, but they differ only on
the resource which is the dominant one. All the cores are executed in parallel and there is no need
to interconnect them. This increases the allocation speed. In the following subsections, we describe
the cores in detail, and then we present deadlock analysis. However, we initially have to provide the
necessary background of the CPN formalism.

3.1. The CPN Formalism

The CPN formalism is an extension of the basic PN formalism, which has been implemented
to overcome two important challenges—(1) The typical PN formalism does not distinguish between
the tokens, in other words all the tokens have the same meaning and they are used to represent
a system’s state. However, in most of the cases, a system’s entities may have some common
attributes but the values of these attributes differ from entity to entity, while these values are of
high importance for the study of the system. and (2) The typical PN formalism does not bother
about the actual timing of events that may change the system’s state, but only for the sequence of
these events. This is a disadvantage, when researchers try to model systems which have inherited
timing attributes. In the remaining of this subsection, we discuss the data and timing extensions of
the PN formalism, which have resulted to the CPN. Whenever necessary, we will give definitions
regarding other important elements of Petri Nets. Also, we will discuss another useful extension,
the guarding expressions, which generate the conditions under which an event can occur at a certain time.
The Colored Petri Nets, not only take the timing factor into account, but also they use the guards to
define conditions under which an event can (or cannot) occur at a certain time.

3.1.1. Data Extensions

In this paragraph, we discuss the first extension of Petri nets, where the tokens are distinguished
through the assignment of specific values to each one of them. This value is named color, hence the
name Colored Petri nets.

When modeling a system as a simple Petri net, the system’s elements are represented by
tokens, places, and transitions (definitions for the places and transitions are given later in this paragraph).
A token is a dynamic element of a Petri net, and it is used to define the network’s state. A token
can model an object or a set of objects and also states and conditions. For example, in a cloud
system a token may model a user job that is CPU intensive (requires more CPU processing resources)
while another token may model a memory intensive job (requires more memory). In a simple Petri
net, it is impossible to distinguish between these two tokens and describe their attributes. With the
CPN formalism, each token carries a value. Other token attributes may include the arrival time,
the mean service time, and so forth. We can describe a job with the five attributes: Job_Id, Job_Priority,
Arrival_Time, Service_Time, and Type_of_Resources_Requested, as will be discussed when we describe
our model. Then, each token will have its own values, like:

1, 1, 10, 50, [1,1,1] or 2, 1, 20, 60, [1,1,0]
To describe the network structure and the behavior of CPNs in a formal way, we need to define the

notions of places and transitions. A place is represented by circles and they are the containers of tokens.
The number and type of tokens inside a place define a network’s state. In other words, a place
represents a system’s state, which is defined by the number and type of tokens it contains. For example,
if a place has two jobs <1, 1, 10, 50, [1,0,0]> and <2, 1, 20, 60, [1,0,0]> then it represents
a state where two user jobs have been generated, one with Id = 1, Priority = 1, generated at time = 10,
scheduled to be served after 50 time units, and requesting only the dominant resource and another one
with Id = 2, Priority = 1, generated at time = 20 and scheduled to be served after 60 time units, and also
requesting only the dominant resource. A monitor, which is transparent to the core generates these
tokens (see Section 4.1). A place can only accept tokens of one form: this can include a certain type of
token (for example job tokens) or a union of tokens (tokens which are formed by the union of two or
more tokens).
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A transition represents an event that, whenever triggered, it may change the system’s state,
that is, the system may transition from one state to another. Transitions are represented by rectangles.
Generally, we use the verb “fire” to indicate that an event has occured. In order for a transition to fire,
all its conditions must be satisfied. In this case, we say that the transition is enabled. We use the
example of Figure 3 to show these considerations. In this figure (as well as in all the others), the types
of tokens are colored for clarity of the presentation.

 
 

τ  = <1, 1, 20, 50, [1,1,1]>      =<7, 40>

  

After t1 firing: 

τ    <1, 1, 20, 50+δt1, [1,1,1], 7, 40>

1
2τ

12

2

 p3

τ3    <1, 1, 20, 50+δt1+δt2, [1,1,1]>

After t2 firing: 

τ4   <7,40>

After t2 firing: 

p5
 

Figure 3. Example of an Enabled Transition in a Colored Petri Nets (CPN).

Figure 3 shows 5 positions, p1 and p3 which accommodate only red tokens and p2, p5 which
accommodates only black tokens, and p4 which accommodates red-black tokens (union of reds
and blacks). Also, there is one transition t1 that is fed by p1 and p2 and transition t2 which is fed by p4.
Transition t1 is enabled when its inputs p1, p2 have at least one token. The inputs to a transition are
indicated by arrows originating from one or more place to this transition. Thus, the existence of at
least one token to the transition’s input place forms the condition that must hold before it fires.

When firing, a transition will change the system’s state. Then, one token from each input place is
removed and placed to the transition’s output place, in our example p4. In the context of CPN, the two
different types are united. If we consider two tokens τ1, τ2 as a set of elements or values in the form
{τ1_Value1, τ1_Value2, . . . τ1_ValueN} and {τ2_Value1, τ2_Value2, . . . τ2_ValueN} then the new token
is the union of the two sets:

τ12 = {τ1_Value1, τ1_Value2, . . . τ1_ValueN} ∪ {τ2_Value1, τ2_Value2, . . . τ2_ValueN}
= {τ1_Value1, τ1_Value2, . . . τ1_ValueN, τ2_Value1, τ2_Value2, . . . τ2_ValueN}.

In Figure 3, notice the new token τ12 in place p4. It is the union of the set of values of τ1 and τ2.
Its color is red-black, to denote this union in a pictorial manner. Now, t2 and t3 are also enabled,
When t2 is also enabled. When it fires, the token τ12 is split again and its red part only moves to p3 as a
new token τ3 (recall that p3 accommodates only red tokens) while its black part only moves to p4 as a
new token τ4 (recall that p4 accommodates only black tokens).

Now, we can typically define a CPN network. It is composed of 4 elements:

1. A set of places P
2. A set of transitions T
3. An input function I
4. An output function O
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The input and output function relate places to transitions. An input function I is a mapping from
a set of places to a transition ti. It is denoted by I(ti) and the set of places is called input places for
the transition. As mentioned in our example, It1 = {p1, p2}. The output function O is a mapping from
a transition to a set of places. It is denoted by O(ti) and the set of places is called output places for
the transition. As mentioned in our example, Ot1 = {p4}. The tokens τi are distinguished according to
the CPN formalism, as described above.

Then, a Colored Petri Net C is typically defined as a quadruple of the form C = {P, T, I, O},
where:
P = {p1, p2, . . . , pn, } is a finite set of places, n ≥ 0
T = {t1, t2, . . . , tn, } is a finite set of transitions, n ≥ 0
R→ T is an input function from a subset of places R to a transition of set T, and
T → R is an output function from a transition of set T to a subset of places R.

Finally, we define the marking of a network C as the number and type of all the tokens residing in
all the places at a certain time. An initial marking is necessary when we start the simulation engine.
This initial marking defines the initial system conditions.

3.1.2. Timing Extensions

Now, we address the second extension of Petri nets, where the transitions are not timeless
but timed. The provision of time gives our model the opportunity to describe the temporal details of
a system in a precise manner. The approach combines three characteristics—(1) Each token carries
one time stamp, a timing value used to determine the firing time of the transitions fed by the place
this token is located (2) a transition may fire and produce new tokens with a delay, and (3) a guard
expression can be used when we need to assign conditions regarding the time of firings. When we
consider time, there is always a global clock for keeping the time. Time is usually advances in time
units and not in real time metrics (hours, minutes, seconds, etc.). For transition firings, it is a common
practice to add a delay, which is analogous the time required for the system changes to take effect.

To determine the firing time of a transition, we first examine all the input places and from
each place, we find the token with a minimal time stamp (that is, the next token to leave this place).
In case of a draw between time stamps residing in a place, the system chooses the one with the smaller
Job_Id. Thus when a transition has b input places, we take into account b tokens, one token with the
minimum time stamp from each of these places. Then, the firing time is equal to the maximum of the
selected time stamps, ti max indicating that the last condition required to enable transition ti became
true at time ti max. This procedure will be clarified with an example in Section 3.2.4, where the firing
time of our model is described.

When the firing time is determined, a delay time stamp determines the time of birth for the new
token in its next place (the transition’s output place). In other words, the time stamp of the newly
produced token is the sum of the determined firing time and the introduced delay. The delay is
an indication that the proper time has elapsed before the new token is produced and located to its
new place. This means that we have to take into account the time required for an event to complete
and affect the system’s state.

3.1.3. Guarding Expressions

There are cases where multiple transitions can be enabled at a time. In this case, there must be
some type of referee, who decides which transition to fire first. In the CPN, the role of the referee is
given to a special type of expressions called guards or guarding expressions. In this context, the guards
are written in parentheses. In Section 3.2.3 we describe the guard expressions that define the necessary
conditions for our model and provide details on how they operate.

The notions and ideas described in this paragraph will be used next, in the description of our
CPN based model for resource allocation over the cloud.
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3.2. The CPN Model

In this subsection we present the CPN model, which is the basis for the implementation of
our CPNRA simulator. The CPN model is composed of one “core” for each queue member of a
queue system. The cores have the same structure and procedures described in this section, but they
differ only on the dominant resource. All the cores are executed in parallel and there is no need to
interconnect them. This increases the allocation speed. In the following subsections, we describe the
cores in detail, and then we present deadlock analysis.

3.2.1. The Core of Queue Members of a Queue System

Our resource allocation scheduler is composed of m queue systems, each having m queues. In this
subsection we will describe the core for the DSQ (the first queue, Q1) of a queue system. Figure 4 shows
this core. Inside each core a number of transitions which involve the DSQ are implemented. These
transitions are symbolized by

−→
T 1x and

−→
T x1, where x 6= 1, xin[2, . . . m], and are described as follows:

(1)
−→
T 12: The transition from the DSQ Q1 to Q2, in other words, the dominant resources have been

allocated to a job, which then applies for resources from server S2 , thus it enters its queue.
(2)

−→
T 13: The transition from the DSQ Q1 to Q3, in other words, the dominant resources have been

allocated to a job, which then apply for resources from server S3 , thus it enters its queue.
(3)

−→
T 21: The transition from the Q2 to the DSQ; the requested resources have been allocated from S2

to a job, that returns to request extra resources from the DSQ, thus it re-enters its queue.
(4)

−→
T 31: The transition from the Q3 to the DSQ; the requested resources have been allocated from S3

to a job, that returns to request extra resources from the DSQ, thus it re-enters its queue.

 
 

  

 

 

(G4)

(G1)

(G2)

(G3)

(G5)
(G6)

Figure 4. The dominant server queue (DSQ) core.

The places and transitions of the DSQ core are given below:

Places
p1: Jobs requesting DSQ resources
p2: Processing of next job request
p3: Jobs requesting resources from server Q2
p4: Fair allocation policy over DSQ
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p5: All ToRRs (Type of Resources Required, see Section 3.2.2 where the token structure is described)
updated, Next job selection
p6: S1 Fair allocation policy over Q2
p7: S2 Fair allocation policy over Q3
p8: Jobs requesting resources from server Q3

Transitions
t1: Compute DSQ resources to be allocated for the job in a fair way
t2: Process the next job’s allocation request,
t3: Compute Q2 resources to be allocated for the job in a fair way
t4: Allocate DSQ resources, update ToRRs accordingly
t5: Allocate Q2 resources
t6: Compute Q3 resources to be allocated for the job in a fair way
t7: Allocate Q3 resources

One should notice the hierarchy behind this model: each of the queues is implemented with a
subset of places and transitions and also, the queues have some places and transitions in common.
For example, the DSQ is implemented with places p1 and p4 and with transitions t1 and t4 and shares p2

and p5 with both the other queues. This sort of design can be helpful in expanding the model for more
resources (queues) and larger number of tokens (that is, larger number of resource requests). The places
and transitions of the core model presented in Figure 4 translate in a pictorial straightforward way
the basic procedures of our resource allocation strategy described in Section 2. These procedures are
repeatedly executed into different parts of the hierarchical model, depending on the resource being
allocated (DSQ or Q1 or Q2).

Procedure 1-Requests for resources: When one job requests a DSQ resource (meaning that there
is a red token in place p1), then it enters the DSQ and has to wait there until its turn. When the preceding
job finishes, then the next job request can start. This is modeled by places p1 and p2. When they have
one token, the next job’s request can be processed. Then, transition t1 can fire, which triggers our
fair allocation policy: the DSQ resources must be computed, in order to fairly allocate the dominant
resource to the requesting job. This fair allocation policy terminates when a token is placed in p4.
Similarly, places p3, p2, and p6 along with transition t3 are used to model the requests for Q1 resources
and places p8, p2, and p7 along with transition t6 are used to model the requests for Q2 resources.

Procedure 2: Next job selection: Once a job finishes from a queue, it may either leave the system
(all its requests are fulfilled) or continue to another one (request other resources). In the first case,
another job enters the system, starting from the DSQ. In the second case, it moves to a next queue and
remains in the system until its service finishes. This procedure is modeled by places p5 and p2 and
transition t2, which are common for all the hierarchy parts (or resource types). Place p5 describes the
condition that the type of requested resources have been updated. To do so, a bit array with m positions
(recall that m is the number of resources or queues) is used, one bit for each resource. A value of 1 in
a position of this array indicates that the job has not been equiped with the corresponding resource.
When this occurs, the array is updated and this value changes to 0, indicating the completion for
this request. Transition t4 triggers the allocation of DSQ resources and the ToRR updates, transition t5

triggers the allocation of Q2 resources and the ToRR updates, and transition t7 triggers the allocation of
Q3 resources and the ToRR updates. All these transitions have a common output place, p5. When one
of these events occur depending on the resource being allocated, Procedure 1 is called, from transition
t2 and the processing of the next request can start.
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3.2.2. Token Structure

A token is a dynamic element of a Petri net, and it is used to define the network’s state. Unlike the
traditional Petri nets, in the colored Petri net formalism each token can belong to a token type and have
its own fields. Here, we define two token types, which we call job and Next_Selected. A job has the
following fields:

Job_Id: The ID of a job requesting some resources.

Job_Priority: The priority of a job, which can be 1 for job that request resources from the DSQ(Q1), 2 for
jobs that request resources from Q2, and 3 for jobs that request resources from Q3. The smaller the
priority value, the largest the jobs priority for service. This is important for the simulation part of our
work, as will be explained in the next section.

Arrival_Time: The time a job enters the system to request resources.

Service_Time: The time it takes for a job to take the requested resources from each queue.

Type_of_Resources_Requested (ToRR): A binary array of m elements indicating which of the resource
types (m in total) have been requested. A value of 1 indicates a desirable resource, a value of 0 indicates
a non-desirable resource. Whenever a job gets a resource type, the corresponding 1 value changes to 0.

The job tokens are divided into 3 categories based on their Priority_Id: Red, that correspond
to jobs that request resources from Q1 (DSQ), Green, that that correspond to jobs that request
resources from Q2, and Blue, that correspond to jobs that request resources from Q3. A Red token is
characterized by a Job_Priority value equal to 1. Similarly Job_Priority values of 2 and 3 characterize the
Green and Blue tokens, respectively. Examples follow

Red: < Job_Id, Job_Priority, Arrival_Time, Service_Time, Type_o f _Resources_Requested > =

< 1, 1, 20, 50, [1, 1, 1] >
Green: < Job_Id, Job_Priority, Arrival_Time, Service_Time, Type_o f _Resources_Requested > =

< 5, 2, 20, 50, [0, 1, 1] >
Blue: < Job_Id, Job_Priority, Arrival_Time, Service_Time, Type_o f _Resources_Requested > =

< 8, 3, 20, 50, [0, 0, 1] >

When a job leaves one queue to enter another, its priority (thus, its color) also changes. This simple
transformation is used for the simulator that will be described in the beginning of Section 4.

The next_Selected token has two fields:

Job_Id: The ID of the next job to be selected.
Arrival_Time: The time this selection takes place (this is the moment from which a new allocation
can start).

3.2.3. The Guard Expressions

The guard expressions (or guards) provide the conditions for a transition firing. These expressions
are written in parentheses, close to the transition on which the condition is imposed. In Figure 4,
there are 6 guard expressions. We use the labels G1–G6 to show them due to lack of space.
In this context, we do not just use the guard expressions in the way defined in CPNs, but we have also
added our own extension to make the model more flexible: Specifically, our guards not only determine
firing conditions, but also they determine if a token is to be generated in an output place. This will be



Appl. Sci. 2020, 10, 5644 13 of 23

explained in the description of our guards that follows:

G1: (IF token_Id.ToRR = [1,x,x]): This indicates that t1 can fire only if there is a request for the
DSQ regardless of the other values of ToRR. In other words, when the first ToRR value is 1, transitions
t1 and t4 can fire. Once a job gets the DSQ resources, the first ToRR value, ToRR[1] becomes 0. It can
become 1 again, only if the job requests extra DSQ resources, after its requests for non-dominant
resources have been fulfilled.

G2: (to p1: IF token_Id.ToRR = [1,x,x]): This is our own extension to the CPN guards.
This extension forces t4 to generate a token for p1 only if G2 is true. If not, then even if t4 fires,
no “actual” token will move to p1. Because the CPN formalism forces the generation of a new token
anytime there is a firing, we handle the situation by generating a red token for p1, with a time stamp
much larger than the total simulation time (this will be denoted by ∞). This token will never be
processed again and hence the word “actual”.

G3: (IF token_Id.ToRR = [0,1,x]): This indicates that t3 can fire only if there is no request for the
DSQ resources (it has been fulfilled) and a pending request for Q1 resources, regardless of the last
value of ToRR. Once a job gets the Q1 resources, the corresponding ToRR value, ToRR[2] becomes 0.
It can become 1 again if the user returns for extra resources for this job.

G4: (to p3 : IF token_Id.ToRR = [0,1,x]): As in G2, for transition t5. This extension forces t5 to
generate a token for p3 only if G4 is true. If not, then even if t5 fires, no “actual” coupon will move
to p1. This time, a green token for p3, with a time stamp equal to ∞ is generated. This token will never
be processed again.

G5: (IF token_Id.ToRR = [0,0,1]): This indicates that t6 can fire only if there is no request for
the DSQ and Q1 resources (they have both been fulfilled or there was never a Q1 request from the
job being processed) and a pending request for Q2 resources. Once a job gets the Q2 resources,
the corresponding ToRR value, ToRR[3] becomes 0. It can become 1 again if the user returns for extra
resources for this job.

G6: (to p8 : IF token_Id.ToRR = [0,0,1]): This extension forces t7 to generate a token for p8 only if
G6 is true. If not, then even if t7 fires, no “actual” coupon will move to p8. This time, a blue token for
p8, with a time stamp equal to ∞ is generated. This token will never be processed again.
Comment: In the analysis of the guard expressions, we assumed that there are 3 resources. Apparently,
a similar analysis can be done for more resources.

These guard expressions will be used to describe how the simulator executes, in the Simulation
Results and Discussion section.

3.2.4. Transition Firing Time

To determine the transition firing time, we implement the following steps:

Step 1: For the places that share a transition: Use the Arrival_Time values as time stamps, and compare
all the arrival times for all the tokens of each place. Then, obtain the tokens with the minimum
time stamp per place.

Step 2: Find the max values from the tokens found in Step 1. Symbolically, we denote these values as
ti max, where i is the transition number. This max value gives the transition to fire next and
the time of this firing.

Step 3: If more than one transitions are active at a time, we find their firing time using the two steps
above and then we choose the one withe the minimum firing time.
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For the example of Figure 5, which shows a part of our core, p2 is a common input to
transitions t1, t3 and the transitions are active (there is at least one token in each of their input places,
p1, p2 and p3). Then, we compare the minimum Arrival_Time values that exist in every place that
shares the transition.

t1 max = max(20, 40) = 40

t2 max = max(40, 50) = 50.

Then, the minimum of these values is t1 max, thus t1 will fire at time t = 40. In case of a draw,
the solution is given by the guard expression: t3 can fire only if t_green<t_red, in other words if the
minimum Arrival_Time in p3 is less than the minimum Arrival_Time in p1. In any other case, the DSQ
(Q1) has the higher priority.

 
 

  
 

<1, 2, 50, 90, 0,1,1]><1, 1, 20, 50, [1,1,1]> <2, 1, 30, 50, [1,1,1]>        <7, 40> <1, 2, 60, 90, [0,1,1,]>

    BLACK TOKEN FORMAT: 

       <Id, Arrival_Time>

                                      GREEN TOKEN FORMAT: 

<Job_Id, Priority, Arrival_Time, Departure_Time, Type_of_Resources_Requested><Job_Id, Job_Priority, Arrival_Time, Departure_Time, 

   Type_of_Resources_Requested>

RED TOKEN FORMAT: 

Figure 5. Transition firing time example.

3.2.5. Deadlock Analysis

Generally, deadlocks occur when processes stay blocked for ever (waiting for an event caused by
another process that never occurs) and in such cases, probably the whole system needs to be restarted.
To show that a model is deadlock-free, we will show that an initial marking will appear again after
a number of transition firings [35]. In the CPN context, the deadlocks are analyzed as in the simple
PN context. We start with an initial desirable for the model purposes marking and we analyze all the
possible firings. If the system does not have blocked processes, then it is deadlock free. One indication
for the non-existence of deadlocks is the ability of the model to start from a marking and, after a series
of firings, to return to the same marking.

Proposition 1. The model of Figure 3 is deadlock-free.

Proof. Assume that initially there is one token in places p1 and p2, that is, there is one job that requests
its dominant resource and there is an initial input rate regulation. Then t1 is active and one token will
move to p4. This enables t4 and when t4 fires, one token moves to p1 and one to p5. This enables t2,
which places one token to p2 and with one token to p1, t1 is reactivated. This circle can repeat itself
forever, indicating that the model is network-free for the part that involves the overall processing for
the DSQ (places p1, p2, p4, and p5). The other two parts can be analyzed in a similar manner and also
be proven to be deadlock-free.

3.3. Complexity Analysis: Execution Timing of the CPN Model

In this subsection, we formally analyze the execution time of the proposed model. To compute
the complexity, we simply consider that each queue system has m queues and there are at most m
queue systems executing for a resource allocation problem. This means that the tokens are transferred
among the model’s places in parallel for every queue system. In total, we have m2 queues and due
to parallelism (effectively, m queues are executed in parallel, thus tokens are moving in parallel
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within m cores). Thus, the time required to complete the scheduling is O(mNmax), where Nmax

is the maximum number of jobs (or tokens) generated during the allocation process. During the
model execution, there is a flow control policy. However, the solution for the system of Equation (4)
also depends on m. Since m is generally limited compared to the number of jobs that can be generated,
the overall model is executed in O(N) time, that is, linear to the number of jobs generated.

4. Simulation Results and Discussion

In this section we show how we use the CPNRA simulator to verify the correctness of the results
we obtained in our previous work. In the first part of this section, we show how our simulator executes
to distribute fairly the available resources over the cloud.

4.1. CPNRA Simulator Execution

Let us assume an initial marking with two jobs (red tokens) in place p1 and a token in place p2

that is, there are two jobs that require the dominant resource and the system is ready to accept the
next job request. These two jobs arrived at the same time. In Section 2, we mentioned the existence
of m system queues. In each of these queues, there is a different dominant resource. Each user job
entering a system queue, first makes a request for the dominant resource and then it proceeds to the
next queues (if required) to request the non-dominant resources. The jobs are generated by a monitor
entity, which examines the available resources and generates requests with mean arrival rate λ. Also,
it can regulate the maximum arrival rate, using our probability based policy described in Section 2.
The monitor operates for as long as the current time Cur_Time is less than the total simulation time,
which is defined by the user (see the guarding expression G7 of Figure 6a).

       Monitor
G7: (IF Cur_Time<Sim_Time)

Examines available resources, 

generates requests with 

mean arrival rate λ, and regulates

the maximum input rate.

(a)

 

 
 

τ1  = <1, 1, 20, 30,  [1,0,0]>      =<1, 20>

Before firing

3τ

(b)

 

  τ2  = <1, 1, 20, 25,  [1,1,0]>

 

 

(G1)

(G2)

  τ2  = <1, 1, 20, 25,  [1,1,0]>
  τ4  = <1, 1, o   ,  25,  [0,0,0]>o

 

p5

  τ5  = <2, 50>

(d)

  After firing 

τ    <1, 1, 20, 50, [0,0,0], 1, 20>

3τ

13

(c)

 

  τ2  = <1, 1, 20, 25,  [1,1,0]>

 

  τ6  = <2, 50+δ>

(e)

p1

       Monitor

G4: (IF Cur_Time<Sim_Time)

(f)

 

tp1

3
 

G7: (IF Cur_Time<Sim_Time)

tp3

  τ2  = <1, 7, 20, 50+δ,  [1,1,0]>

  τ7  = <1, 8, 20, 50+δ,  [1,1,0]>

  After firing 

τ    <1, 7, 20, 75+δ, [0,1,0], 2, 50+δ>26

(g)

 

  τ2  = <1, 7, 20, 50+δ,  [1,1,0]>

 

  τ6  = <2, 50+δ>

 
After firing 

τ    <1, 8, 20, 100+δ, [0,1,0], 3, 75+δ>78

(h)

p6

p2 p3

 

 

(G4)

 

τ   =  <3, 75+δ> (in p2 before firing) 8

  τ9  = <3, 100+δ>

 τ10 = <1, 10, o   ,  25,  [0,0,0]>o

(i)

 

  τ11  = <3, 100+2δ>

(j)

 

3

Figure 6. Simulation execution example.

To describe how the simulator operates, let us consider an example, with these two jobs that have
arrived to the system queue. Their requests are given in Table 2. The values of the black coupon τ3 are:
< 1, 20 >.
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Table 2. An execution example.

Job_Id Priority Arrival_ Time Service_Time Type_of_Resources_Requested

1 1 20 30 [1,0,0]
2 1 20 25 [1,1,0]

At current time 20, there are two red tokens in place p1 (τ1, τ2) and a black at p2 (τ3) (see Figure 6b).
We now use the ideas of Section 3.1.2 to determine the firing time of the only enabled transition t1.
For the red tokens, the minimal stamp is 20 and because this value is found in both tokens, we choose
the one with the smaller Job_Id = 1. Notice that the guard expression for t1 is G1: (IF token_Id.ToRR
= [1,x,x]), which is also true. Thus, t1 can fire at time 20 + δ, where δ is a delay value. This value is
produced by a random number generator with mean µ and it indicates the time required for the system
to arrive to a new state according to the event that incurred by the transition’s firing. In our example,
the service time is 30 time units. This means that the time elapsed until the token reaches p4 should
equal 30 and the newly generated token will be placed to p4 at time = 50 time units. The result
of this first firing are shown in Figure 6c: A red-black token is placed to p4 and its values will be
the union of the red and black tokens, that is: τ12 = τ1 ∪ τ3 =< 1, 1, 20, 30 + 20, [0, 0, 0], 1, 20 >=<

1, 1, 20, 30 + 20, [0, 0, 0], 1, 20 > (see Section 3.1.1). Also, the resource request has been fulfilled, thus
τ13.ToRR = [0, 0, 0]. Once t1 fires, the fair allocation policy of Section 2 has completed its work, that is,
it has determined a fair amount of DSQ resources for the job, the resources have been allocated and the
next job to be processed can be determined. The token in p4 activates t4 at time 20 + 30 = 50 (notice the
change at the red-black token of Figure 6c). Thus, the fair allocation policy procedure executes.
However, the execution of t4 will not produce an “actual token” to p1 because the guard G2 is false.
Instead, it will produce a red token with an ∞ time stamp. On the other side, the token produced for
p5 will be a black one. Figure 6d shows this situation. Now, a black token in p5 activates t2 and the
processing of next request can start. Here, we consider the delay δ required to take the decision for the
next job to be processed as a trivial latency, and we just write it as δ. Thus, the value of Arrival_Time
for token τ6 is 50 + δ as seen in Figure 6e. Now, transition t1 is enabled: because the condition (see
Section 3.2.3 for the description of the guard expressions used here):

G1: (IF token_Id.ToRR = [1,x,x]) or (IF 2.ToRR = [1,x,x]) (Guard.1)

holds for the next chosen token with token_id = 2 (which also has a time stamp of 20 time units).
By applying the firing time strategy of Section 3.1.2 we find that the process of resource allocation will
start for τ2 at time 50 + δ (the maximum of the two time stamps in positions p1 and p2).

For the second request, when the monitor sees the request [1, 1, 0], it places one green token in
p3 as seen in Figure 6f using the transition tp3. Now, there are two transitions enabled, but because
the condition

G3: (IF token_Id.ToRR = [0,1,x]) (Guard.3)

does not hold, t3 will not fire. However t1 can fire and this will place a token in p4 (see Figure 6g).
Now, the newly generated red-black token proceeds as explained before for τ1, until it reaches p2,
where it places a black token τ8 =< 3, 75 >. This will be used for the firing of t3 next. Now, the DSQ
request has been fulfilled and the execution of t4 has updated the ToRRs for both the green and red
tokens to [0,1,0]. Now, transition t1 is not enabled because of G1, but now t3 can fire since the condition

G3: (IF token_Id.ToRR = [0,1,x]) (Guard.3)

now holds. Thus, the fair resource allocation policy can be implemented and a green-black token will
be placed to p6 (see Figure 6h). Then t5 is enabled and, as before, a token with infinite time stamp will
be placed to p3 while p5 will get a black token, which indicates the beginning of processing for the
next request (see Figures 6i,j).
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Now, if a third token appears with requests [1,1,1], the same form of execution will follow, but with
some differences:

1. The monitor will place a red, a green, and a blue token to p1, p3, and p8 respectively, with initial
ToRR=[1,1,1].

2. Transition t1 will have priority over t3 and t6 until the DSQ request is fulfilled. Then, a token with
infinite time stamp will be placed to p1.

3. Transition t3 will have priority over t6 until the Q2 request is fulfilled. Then, a token with infinite
time stamp will be placed to p3.

4. Transition t6 will have the lowset priority. When the Q3 request is fulfilled, a token with infinite
time stamp will be placed to p8.

Finally, if a job requires extra resources, it makes the request and the monitor treats it as a new
token, so that it keeps a fair policy in the way the tasks take turns for requesting resources.

4.2. Experiments with CPNRA

For our simulation environment, we used an Intel Core i7-8559U Processor system, with clock
speed at 2.7 GHz, equipped with four cores and eight threads/core, for a total of 32 logical processors.
In our simulations, each user is entitled of up to 4 CPUs, 4 GB RAM and 40 GB of system disk. We also
set that one CPU is one CPU unit, 1 GB RAM is one memory unit and 10 GB disk is one disk unit. Thus,
the demand (2 CPUs, 1 GB RAM and 10 GB disk) is translated into (2,1,1) and it is CPU-intensive and
the demand (1 CPU, 3 GB RAM, and 20 GB disk) is translated into (1,3,2) and it is memory-intensive.
In our experimental results, we used our CPN based simulator to study the effect of the job input rate
control and the system utilization. Finally, we studied the average response time, that is the average
time between a transition activation and the actual firing (triggering) that causes a system change.
This particular study will be supported by some more mathematical background, which we give in
this section for clarity and convenience.

4.2.1. Job Input Rate Control

To study the effect of job generation rate, we worked as follows:

1. We generated a random number of users, from 50–2000, and a set of requests for each user. We run
two sets of simulations. In every experiment, we used different total amounts of each available
resource (CPU, Memory, Disk), so that in some cases the resources available were enough to satisfy
all user requests, while in other cases, they were not. For example, in one experiment, the total
number of resources was (1 K, 1024, 10,000), that is (1024 CPUs, 1 Tb memory, 100 Tb disk) while
for next this number could be double or half and so forth.

2. We set the value of µ equal to 30 jobs per second, thus, the system’s input rate was at most λ = 30
jobs per second.

3. We kept tracing the system’s state at regular time intervals h and recorded the percentage
of resources consumed between consecutive time intervals, thus, we computed the bi values.
Every time a job i leaves a queue, the system’s state changes. For example, if a job leaves the
DSQ, it means that it has consumed F units of the dominant resource, changing the system’s state
from K = K1, K2, . . . Km to K′ = K1 − F, K2, . . . Km. On the other hand, when multiple jobs enters
a queue, the acceptable job input may be regulated accordingly, based on the model presented in
Section 2.

After running sets of simulations for different user numbers (from 50 to 2000), we averaged the
percentage of resources consumed during all the recorded time intervals, for different recorded values
of λi. The results are shown in Figure 7a,b. For Figure 7a, the total numbers of resources were (1 K,
1024, 10,000) and the number of users was between 50 and 1000, while for Figure 5b, the total number
of resources were double (2K, 2048, 20,000) and the number of users was from 1000 to 2000. When the
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number of users was relatively small (50–200), an average value of input rate λi = 15 was enough
to exhaust almost 100% of the resources during the successive intervals. A larger number of users
increases the competition for resources, thus the fair allocation policy is obliged to deliver far less
resources than the requested to each job. As the job service time was considered to be constant, a larger
input rate of λi = 26.5 jobs/s (among all queues) was necessary to exhaust the resources requested
over the time intervals when the number of users was 1000. This is more obvious in the second set of
experiments, where we doubled the number of users and the available resources. Notice that in order
to exhaust the resources, average input rates close to the maximum were required (see Figure 7b),
from 28–30 jobs/s.
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Figure 7. The DSQ core.

4.2.2. Resource Utilization

Next, we used our simulator to study the utilization of each resource independently. The requests
were generated in such a manner, that the CPU was dominant for 40% of the cases, the memory was
dominant for 30% of the cases and the disk was dominant in 30% of the cases and the number of users
ranged between 50 and 1000. In all the simulation sets, the duration period was 360 s. As the time
proceeded and resources were being consumed, fewer jobs were generated and the overall resource
utilization decreased, but it never dropped below 90%. As can be seen in Figure 8, the CPU utilization
begins dropping after about 160 s while the utilization of memory and disk seems to be dropping
in a smoother way and at a later time (200 and 240 s, respectively). The peaks seen in this graph
represent the cases where some more resources become available and return to the pool, either due to
the allocation policy or due to returns from finished jobs that return the resources back to the pool.

In our last set of experiments, we averaged the utilization of all the resources under our policy
using a small number of users (up to 20), to fairly compare the utilization provided by our policy to
the utilization provided by a new algorithm DRBF [33], where the authors reported their results for
only a few users. The results are displayed in Figure 9. Again, our simulator verified that our resource
allocation strategy outperforms the DRBF strategy and achieves utilization of about 98–99% while the
changes are very small (notice that the line is rather smooth). The DRBF policy achieves a utilization
of about 94–98%, with some peaks where the utilization drops off in a non-smooth fashion. Also,
note that our strategy was found to achieve a utilization of over 90%, even for larger number of users,
which is not proven for the DRBF scheme.
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Figure 8. Individual resource utilization over a period of one hour.
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Figure 9. Average resource utilization with small number of users (up to 20).

4.2.3. Average Response Time

In Reference [36], it has been proven that the mean number of jobs N̂ in a service center i is equal
to the product of the mean arrival rate λi by the average response time (also known as turnaround
time), t̂i. The average response time is the time a jobs spends inside the service center:

N̂i = λi t̂i =
pi

1− pi
. (8)

Now, the average response time is

t̂i =
N̂i
λi

=
pi

λi(1− pi)
. (9)

Now, using Equation (3), we replace λi with pi × µ to get:

t̂i =
pi

(pi × µ)(1− pi)

=
1

µ(1− pi)
. (10)

Since pi is the resource server utilization, Equation (10) states that as the resource utilization increases,
the average response time also increases.
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In Figure 10, we present some average total response times for a simulation that was executed
for 3600 s (1 h) and a number of 300 users, which request all 3 resources. The reason we “forced” the
user jobs to request all the resources available was to have “fair” comparisons for the average response
times computed for different system utilization values. For example, if some jobs requested only the
dominant resource, their average response time would be far less compared to the corresponding time
for jobs that request all the resources. As in the other simulation sets, we set the value of µ for every
queue equal to 30 jobs per second, thus, the system’s input rate was at most λ = 30. Similar results can
be obtained even if we use different µ values for the queues. In this set, we use a constant value of µ

for simplicity. The total response time t̂Total is the sum of the response times computed per queue:

t̂Total =
1
µ

3

∑
i=1

1
1− pi

+ ∆, (11)

where ∆ is the time elapsed between the job arrival in the system and the sum of the times that it
is ready to be served (that is, the corresponding transition is enabled) and the actual service time
(transition firing and application of the relative changes in the system’s status). In Figure 10 we show
these t̂i values for system utilization 0.1 and for a system utilization that approaches 1. When the
system utilization was 0.1, we had a mean arrival rate of λ = 3 jobs/s and the mean response time
for all the user jobs (or tokens in the model) was found to be 0.04 s. When the system utilization
approached 1, we had a mean arrival rate of λ ≈ 30 jobs/s and the mean response time for all the user
jobs (or tokens in the model) was found to be 10 s. For a utilization equal to zero, from Equation (10)
we can see that the minimum average response time for all the jobs approaches 0.03 s. Thus, when the
system utilization is 0.1, then, the tokens remain in the system 0.04/0.03 = 1.33 times the minimum
value of t̂, while when the system utilization approaches 1, the tokens remain in the system about
10/0.03 = 333 times the minimum value of t̂.
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Figure 10. Average response times.
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5. Conclusions and Future Work

In this paper, we extended our previous work [1], where we presented a fair resource allocation
policy for cloud computing, which is includes a job generation (or flow) control, to determine the
maximum number of affordable user tasks at a time period. Specifically, we produced a deadlock-free
CPN model, which formed the basis for the development of our new CPNRA resource allocation
simulator for clouds. The simulator is simple and its basic components are the cores, one for each
queue system. Also, it presents no deadlocks and implements in a straightforward way our scheme.
Another advantage is that it can easily be expanded for large number of resources, due to its
hierarchical structure. Then, we used the simulator to analyze the system’s performance and we
verified that the flow control can help to improve the resource utilization.

In the future, we plan to add more features to our simulator, so that it can be used to execute more
different schemes. This will be a challenge, as many different resource allocator strategies can be found
in the literature. This will help us with to produce comparable results for larger networks. Moreover,
we need to improve the proposed allocation policy, so that it addresses other important issues like
the cost of each resource allocated and the execution time. One idea we currently work on in order to
reduce the total execution time is to pipeline the computations, but careful design is required to avoid
delays between the pipeline [37] stages. Also, the introduction of a CPU/GPU combination would be
of high interest, especially for large scale networks [38]. In this case, the model, and thus the simulator,
has to be equiped with cores which are able to model the pipeline operations. Finally, we need to
expand this simulator, so that, apart from resource allocation, it will include job scheduling strategies.
This is specifically important, as the number of big data applications running over the cloud is getting
larger and larger.
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