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Abstract: Spatial patterns in microbial colonies are the consequence of cell-division dynamics coupled
with cell-cell interactions on a physical media. Agent-based models (ABMs) are a powerful tool for
understanding the emergence of large scale structure from these individual cell processes. However,
most ABMs have focused on fission, a process by which cells split symmetrically into two daughters.
The yeast, Saccharomyces cerevisiae, is a model eukaryote which commonly undergoes an asymmetric
division process called budding. The resulting mother and daughter cells have unequal sizes and
the daughter cell does not inherit the replicative age of the mother. In this work, we develop and
analyze an ABM to study the impact of budding cell division and nutrient limitation on yeast
colony structure. We find that while budding division does not impact large-scale properties of
the colony (such as shape and size), local spatial organization of cells with respect to spatial layout
of mother-daughter cell pairs and connectivity of subcolonies is greatly impacted. In addition,
we find that nutrient limitation further promotes local spatial organization of cells and changes
global colony organization by driving variation in subcolony sizes. Moreover, resulting differences
in spatial organization, coupled with differential growth rates from nutrient limitation, create
distinct sectoring patterns within growing yeast colonies. Our findings offer novel insights into
mechanisms driving experimentally observed sectored yeast colony phenotypes. Furthermore,
our work illustrates the need to include relevant biophysical mechanisms when using ABMs to
compare to experimental studies.
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1. Introduction

The morphological characteristics exhibited by growing microbial communities arise from
complex interactions between genetic, epigenetic, environmental and cellular determinants [1–14]
(Figure 1). For example, the emergence of large regions of a single genotype in bacterial colonies is
most often associated with the chance loss of certain genes as individuals die or do not reproduce
due to nutrient limitation [8,9,11]. In this scenario, the survival or extinction of an individual
depends on relative fitness or physical interactions with neighboring cells [5]. In yeast colonies,
sectoring patterns appear when cells transition between different phenotypic states [2,3,15–21].
One example in Saccharomyces cerevisiae is the appearance of sectoring in yeast prion phenotypes.
In the non-prion state ([psi−]), cells establish red colonies; however, when prion aggregates are
present ([PSI+]), S. cerevisiae colonies exhibit different colors ranging from white (strong) to shades
of pink (weak). Under certain experimental conditions, changes in protein aggregation dynamics
between neighboring cells result in sectors corresponding to loss of the prion phenotype (Figure 1D).
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Other examples of sectoring in yeast colonies include spontaneous mitotic crossover [18,19] and
the white-opaque switch in Candida albicans [2,16,17,20,21]. In each case, the complex phenotypic
organization that arises from an initially small group of cells, provides a rich data set that can be
used to uncover relationships between molecular processes, individual cell behaviors and phenotypic
transitions at the colony level (Figure 1). At this point, most biological studies do not provide
rigorous quantification of shape, size and structure between different sectoring phenotypes. As such,
characterizing the role of individual cell behaviors in directing spatial organization of cells, as well
as quantifying their impact on overall heterogeneity and disease progression within microbial
communities is an underexplored opportunity for discovery. In this study, we propose a novel
mathematical and computational framework that depicts realistic biophysical division processes
and the effect of nutrient limitation, and use our model to study how these processes impact
colony organization.

Figure 1. Spatial Phenotypes are the Consequence of Processes at Different Scales. (A) Cells transition
between different phenotypic states due to genetic mutations or epigenetic determinants. For example,
alternative conformations of the prion protein in S. cerevisiae can function as epigenetic determinants of
transmissible phenotypes. (B) Daughter cells inherit their phenotype from their mother. In some cases,
inefficient transmission of different intracellular constituents (i.e., prion aggregates) can lead to loss
of phenotype. (C) Individual cell behaviors impact the propagation, loss and spatial arrangement of
phenotypes within the colony. In this paper we investigate the impact of budding division in S. cerevisiae
on overall shape, size and spatial organization of cells. During budding division, the new daughter
cell forms as a bud on the mother cell and remains attached until it reaches a mature size and they
physically separate. (D) The outcome of processes at the molecular, subcellular and cellular scales lead
to different morphological traits such as sector-like regions in S. cerevisiae colonies where all cells have
lost the prion phenotype.

In yeast, and other microbial colonies, cells grow closely together, and the cumulative effect of
mechanical interactions at the microscopic scale impacts the overall shape and organization of growing
colonies [5,22]. For example, patterns of polarized growth and division have been shown to impact
cellular organization, and cell-cell adhesion forces have been shown to impact how the population
expands outward and how cells divide [23]. An interesting feature of S. cerevisiae is that cells undergo
an asymmetric division process called budding (Figures 1 and 14) [24–28]. During budding division,
new daughter cells form as protrusions on the surface of the mother cell and stay attached until they
reach a mature size and physically separate. After separation the resulting mother and daughter
cells are unequal in size and the daughter cell does not inherit the replicative age of the mother.
The creation of a large mother-daughter cell pair during budding division results in distinct biophysical
properties from fission (i.e., non-budding division), a process by which cells split symmetrically into
two daughters. Moreover, this difference leads to small perturbations in the physical interaction
between neighboring cells and could act as a mechanism driving emergent patterns of organization.
Thus, in the case of S. cerevisiae, understanding the impact of budding division and other individual
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cell behaviors on spatial relationships between cells may be paramount to understanding the evolution
of phenotypic organization such as prion sectors.

In addition to biophysical properties of cells, an environmental factor that impacts cell
behaviors is nutrient limitation [8,11,29–32]. Namely, the availability of required nutrients limits
cell growth progression consequently slowing or stopping reproduction [11]. Regulatory pathways
governing growth and quiescence in yeast cells are well-studied [33,34]. Combined experimental and
computational studies suggest that nutrient limitation is a key mechanism driving the emergence
of organizational structures in growing microbial communities [8,29]. In addition, Nadell et al. [29]
used an agent-based model (ABM) to investigate the impact of physical and biological parameters,
including nutrient availability, on the spatial distribution of genetic lineages within microbial
colonies. Recent studies provide further evidence that biophysical properties of cells can influence
cell-cell interactions and change organizational dynamics within the colony [5,35–37]. For example,
Giometto et al. [5] showed that physical interactions of cells prolong the survival of less-fit strains at
the growing frontier of S. cerevisiae colonies. While these studies provide compelling evidence that
mechanical properties of cells and nutrient limitation serve as a combined mechanism driving spatial
organization in microbial colonies, quantifying their individual impact in experiments is very difficult.

Mathematical and computational models have served as successful tools for investigating the role
of individual cell behaviors and mechanical properties of cells on emergent patterns in multicellular
tissues and growing microbial colonies. For example, cell-based models have been successfully
used to capture passive biomechanical properties of cells during tissue development (for reviews
see References [38,39]) as well as microbial biofilm formation [40]. However, computational models
that focus on the impact of individual cell behaviors in directing spatial organization of yeast colonies
is somewhat limited. Jönsson et al. [41] proposed an ABM to study the effect of cell division patterns
and growth inhibition by neighboring cells on variations in the size and shape of growing S. cerevisiae
colonies. In addition, Wang et al. [42] developed an ABM with several important biological processes
including budding division, mating, mating type switch, consumption of nutrients, and cell death.
They used their model to study the impact of different budding patterns and nutrient limitation on
mating probabilities, colony development and colony expansion. In each of these previous studies,
results focused on the colony as a whole—size, shape and expansion—and not how the colony itself
was organized. An additional set of studies used ABMs to investigate the impact of individual cell
growth and reproduction times on colony expanse as well as study the relationship between cell
generation and birth location in the colony [43–47]. However, likely for computational simplicity,
these prior studies focused primarily on populations of a few hundred or few thousand cells. To our
knowledge, this represents the first biophysical model designed to study budding colonies that
considers populations of more than 10,000 cells and emphasizes the impact of biophysical properties
of cells on colony organization.

In this paper, we study the impact of budding cell division on overall shape, size and spatial
organization of growing yeast colonies. To do this, we develop a 2D ABM that explicitly includes
the mechanical interactions that arise when the daughter cell is growing and physically connected to
its mother. Spatial rearrangement of cells in our synthetic colonies depends on cell-cell interaction
and our model incorporates several other important biological processes including, asymmetric
cell cycle lengths between the mother and daughter cell and the impact of nutrient limitation.
In addition, we develop specific metrics to quantify the spatial organization of cells that emerges
due to different biophysical properties in budding and non-budding colonies. We then adapt our
model to simulate colony growth in a nutrient-rich and nutrient-limited environment and discuss
how nutrient limitation impacts global colony organization as it relates to sector-like regions formed
by individual subcolonies. In Section 2.1 we analyze the impact of budding alone by considering
colonies grown in an environment with an inexhaustible supply of nutrients. In Section 2.2 we study
how a more realistic nutrient-limited environment acts in concert with biophysical forces created by
budding division to further impact colony organization. In Section 3 we discuss the implications of
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our work in understanding the appearance of sectoring patterns in growing yeast colonies and more
broadly outline extensions of our model to further study prion sectors in S. cerevisiae. In Section 4,
a detailed description of our model and the metrics we developed to quantify spatial organization of
cells are given. Finally, Section 5 offers our concluding remarks.

2. Results

To study the impact of budding division on the spatial organization of S. cerevisiae colonies,
we developed a 2D computational model to compare morphological characteristics and spatial
arrangement of cells between budding and non-budding colonies in both nutrient-rich and
nutrient-limited conditions (see Section 4 for a detailed discussion of our computational model
and the metrics we use to evaluate our colonies). Note, by non-budding colonies we mean colonies
where mother-bud pairs are not physically attached while the new daughter grows to a mature size.
In the model, we represent each cell by an elastic sphere that moves, grows, buds and divides according
to biophysical and cell-kinetic model parameters chosen to match experimentally derived values
(Section 4.1, Table 1, Figures 12–14). Each simulation begins with a single newly born founder cell.
We allow the colony to grow for ≈24 h until there are ≈15,000 cells. We compared our synthetic yeast
colonies grown under different conditions (budding/non-budding, nutrient-rich/nutrient-limited)
with metrics designed to capture the overall colony growth, shape, and spatial organization of cells
(see Section 4.2). Results below are based on 50 simulations for each of these four conditions.
Typical output from budding and non-budding colonies in nutrient-rich conditions is shown
in Figure 2 (middle and bottom rows) and typical output from budding and non-budding colonies
in nutrient-limited conditions is shown in Figure 11A–D.
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Figure 2. Simulated Yeast Colonies in Nutrient-Rich Conditions and Corresponding Lineage Relationships.
We compared overall growth, shape and spatial organization between budding (Middle) and non-budding
(Bottom) colonies. Colonies are depicted at three time points (A) 12 h (∼100 cells); (B) 18 h (∼1300 cells) and (C)
24 h (∼15,000 cells). In addition to the physical layout of cells, we analyzed two different networks associated
with our colonies, the lineage graph (GL, Top) and the spatial graph (GS, see Section 4.2.2). (Top row) The
lineage graph (GL) represents mother-daughter relationships and does not consider cell position in space.
As such, the lineage graph is the same for the two different colonies depicted below (budding and non-budding).
Cells in colonies and edges in the lineage graph are colored according to the unique subcolony each cell belongs
to, where a subcolony is the subset of all cells whose common ancestor is the same immediate daughter of
the founder cell: Founder (red), Subcolony 1 (maroon), Subcolony 2 (blue), Subcolony 3 (dark green), Subcolony
4 (light green), Subcolony 5 (lavender), Subcolony 6 (purple), Subcolony 7 (dark orange), Subcolony 8 (gold),
Subcolony 9 (yellow), Subcolony 10 (rust), Subcolony 11 (magenta), Subcolony 12 (light pink) and Subcolony
13 (grey). Lineage graphs display the first five subcolonies only. (See Section 4.2.2 for details.)
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As we next discuss in greater detail, we find that metrics corresponding to the overall growth
and shape of colonies are not impacted by budding division. However, we observe significant
differences in metrics characterizing the local spatial organization and connectivity of budding versus
non-budding colonies. Finally, we find that in addition to further impacting local spatial organization
and colony connectivity, nutrient limitation changes the global organization of growing yeast colonies.

2.1. Nutrient-Rich Growth: Budding Division Impacts Local Colony Organization in Simulated Yeast Colonies

First, we consider colonies growing in “nutrient-rich” conditions. As described in Section 4.1.1,
for budding colonies, we explicitly model the mechanical interactions that arise due to the formation
of a new daughter cell from budding (Figure 12A). When simulating non-budding colonies, we treat
mechanical interactions of mother-bud pairs and all other cell-cell pairs identically (Section 4.1.1 and
Figure 12B).

2.1.1. Budding Does Not Impact Large-Scale Colony Growth or Structure (Expanse or Sparsity)

In the absence of nutrient limitation, colony growth is exponential with a doubling time of
∼105 min. More specifically, mother cells have a doubling time of ∼90 min and new daughter cells
have a doubling time of ∼120 min. Figure 3A and Figure 14). We assume no difference in growth
rate or cell cycle length between budding and non-budding colonies. Thus, as expected, we see no
difference in total population between budding and non-budding colonies (Figure 3A).

Next, we compared the size and shape of budding and non-budding colonies under nutrient-rich
conditions by calculating the expanse and sparsity of each colony (Figure 3B,C). The expanse
quantifies how large the colony is with respect to the average distance of each cell to the colony
center of mass, while colony sparsity is a measure that quantifies the roundness of each colony
(Section 4.2.1). As the colony grows, the colony expanse increases and the colony sparsity decreases
towards 1, implying that the colony is becoming more circular as the number of cells in the colony
increases. We observe no difference between colony expanse or colony sparsity between budding and
non-budding colonies (Figure 3B,C). Thus, budding does not impact the appearance of the colony
when viewed as a whole.

Figure 3. Population Growth, Expanse and Sparsity of Simulated Yeast Colonies in Nutrient-Rich
Conditions. (A) Colony growth is exponential with doubling time ∼105 min (inset). Bar plots represent
average number of cells in each colony across all 50 simulations for both budding and non-budding
colonies under nutrient-rich conditions calculated at 4.5 h intervals; (B) Colony expanse increases over
time for both budding and non-budding colonies; (C) Colony sparsity decreases to 1 (implying that
the colony is becoming more circular) as the size of the colony increases over time for both budding
and non-budding colonies. (See Section 2.1.1 for details.)

2.1.2. Budding Does Not Change Global Age and Spatial Structure but Impacts Local Connectivity

Next we analyzed the relationship between cell age and spatial location within the colony after
24 h of growth. First we computed the empirical probability density function for the ages of cells
in the colony (Figure 4A). We find that over 93% of cells are less than 8 h old, and thus we focus on
this subpopulation. (Note, because cell cycle timing is unchanged between budding and non-budding
colonies, as expected we find no difference in the distribution of cell ages between these two conditions).
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Next, we quantified the birth location of cells within the colony (Figure 4B). To do this, we analyzed
the empirical probability density function for the normalized distance from the colony center of mass
to the birth location of cells born in the last hour of colony growth. We observe that in both conditions,
cells are more likely to be born closer to the perimeter of the colony. We note that this empirical
distribution has a nearly linear increase, consistent with a uniform probability per area of the colony,
with the exception of the decreased probability at the moving front of the colony. Similarly, we find no
difference in birth location of cells between budding and non-budding colonies demonstrating that
the budding mechanism has no impact on birth locations within the colony. Finally, to ensure that
this distribution itself is not age structured, we examined the distance from the colony center of mass
(Figure 4C) and note that both budding and non-budding cells display uniform probabilities with
respect to distance from the colony center of mass for all ages.

While there are no differences in the large-scale age structure between budding and non-budding
colonies, we note that there are significant differences within the local neighborhood of a cell.
More specifically, we observed a small, but statistically significant (non-overlapping 95% confidence
intervals) difference in the distance a cell less than 8 h old was from its mother (Figure 4D).
Although this difference is quite small (less than the average radius of a cell), because most cells
in the colony fall into this age group, this suggests significant differences in the local spatial
arrangement and organization of budding versus non-budding colonies. Note, for both average
distance from the colony center of mass (Figure 4C) and average distance from cells to their mother
(Figure 4D), average values were determined for different age groups using a sliding window with
a fixed window size of 20 min. In addition, 95% confidence intervals are shown for each window.

Figure 4. Age and Spatial Organization of Cells in Nutrient-Rich Colonies. (A) Empirical probability
density function for cell ages in synthetic colonies after 24 h of colony growth. We observe that
the probability that a given cell is ≤ 8 h old is 0.9388; (B) Empirical probability density function for
the normalized distance from the colony center of mass to the birth location of cells born in the last hour of
colony growth (Dnorm). We observe that the probability that Dnorm is≥ 0.5 is 0.6844; (C) Cell age (h) versus
cell distance from the colony center of mass for budding (red) and non-budding (blue) colonies at the 24 h
time point. In both (C,D), average values were determined for different age groups using a sliding window
with a fixed window size of 20 min. We conclude that cell distance from the colony center of mass is not
impacted by cell age or budding division since 95% confidence intervals overlap; (D) Cell age (h) versus
cell distance from its mother for budding (red) and non-budding (blue) colonies. The difference between
budding and non-budding colonies is given for age groups 2,4,6,8. We conclude that this difference is
significant since 95% confidence intervals do not overlap. (See Section 2.1.2 for details).
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2.1.3. Budding Division Maintains Closeness between Mothers and Daughters after
Physical Separation

To better quantify the differences in local spatial arrangement and organization between budding
and non-budding colonies, we analyzed the spatial graph (GS) and lineage graph (GL) for each colony.
The spatial graph has an edge between cells that are adjacent according to the Delaunay triangulation
of their centers. (Figure 16A). The lineage graph has an edge between mother and daughter cell pairs
regardless of their spatial position (Figure 2 (top row) and Figure 16B). We construct both graphs from
our simulation output following the procedures defined in Section 4.2.2. Together, these graphs provide
a framework to quantify how spatial relationships between mother-daughter cell pairs dynamically
evolve during colony growth.

Colony connectivity is a measure of how many mother-daughter cell pairs are adjacent
in the colony. We determine this by looking at the fraction of mother-daughter edges in GS.
(See Section 4.2.2 for more details.) First, we compared colony connectivity between budding and
non-budding colonies after 12, 18 and 24 h of growth (Figure 5A). While colony connectivity decreases
over time for both budding and non-budding colonies, it is significantly higher in budding colonies
starting after 18 h of growth. We hypothesized that since cells in budding colonies remain physically
attached to their mother until separation, high connectivity of the cells still attached to their mother
could explain the observed difference. To investigate this hypothesis, we compared the connectivity
between mother-daughter cell pairs in two distinct phases: when they are attached during budding cell
division (“budded cells”, Figure 5B) and after separation (“un-budded cells”, Figure 5C). We observe
that the connectivity of budding colonies is significantly higher in each phase (Figure 5B,C). Namely,
in the case of budded cells, connectivity stays close to 1 during the entire 24 h time period for budding
colonies whereas it decreases between 12–18 h and then again between 18–24 h for non-budding
colonies (Figure 5B). Surprisingly, in the case of un-budded cells, the difference in connectivity is
significantly different between budding and non-budding colonies starting at 18 h (Figure 5C). In fact,
the absolute difference in mean connectivity between budding and non-budding colonies remains
unchanged from the overall colony connectivity computed for all cells.

To further address the mechanism driving our observed differences in colony connectivity
between budding and non-budding colonies, we hypothesized that mother-daughter cell pairs remain
physically close for a longer period of time after separation in budding colonies. To investigate this
hypothesis, we generated Kaplan-Meier survival curves for the lifetime of mother-daughter edges
in GS (lifetime being the length of time after separation). We observe that the probability that a given
mother-daughter edge will remain in GS for longer than t hours after separation is higher for budding
colonies (Figure 5D). In addition, the restricted mean survival time for a given mother-daughter edge
in GS is 80 min compared to 66 min for non-budding colonies. Furthermore, we observe distinctly
different behavior between the two survival curves from 0–50 min after separation, whereas after
50 min, the two curves display more similar behavior. This change in behavior is marked by a “sharp”
decrease in survival probability for both types of colonies. The timing of this sharp decrease is
consistent with the appearance of a second bud from the mother cell and we conjecture that the new
bud “pushes away” the previous daughter.
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Figure 5. Colony Connectivity in Nutrient-Rich Colonies. Comparison of colony connectivity between
budding (red) and non-budding (blue) colonies at 12, 18 and 24 h. We compared connectivity for
all cells in (A), as well as cells in two distinct phases: during the time when cells are attached for
budding colonies in (B) and after separation in (C). (See Section 4.2.2 for how we define connectivity.)
(A) We observe a statistically significant difference in colony connectivity at 18 h (p = 1.423× 10−27)
and 24 h (p = 2.008× 10−99). (B) We observe a rapid decrease in connectivity between both 12–18
and 18–24 h in non-budding colonies. This decrease leads to a statistically significant difference
between budding and non-budding colonies at 12 h (p = 3.387× 10−02), 18 h (p = 6.521× 10−34)
and 24 h (p = 2.867× 10−103). (C) We observe a statistically significant difference in connectivity at
18 h (p = 3.684× 10−19) and 24 h (p = 7.615× 10−89). (p-values for connectivity were computed
using independent t-tests. p-value annotation is as follows. *: 1.0× 10−2 p ≤ 5.0× 10−2, **: 1.0× 10−3

p ≤ 1.0 × 10−2, ***: 1.0× 10−4 p ≤ 1.0× 10−3, ****: p ≤ 1.0× 10−4.) (D) Kaplan-Meier survival curves
for the edge connecting mother-daughter cell pairs in GS for budding (red) and non-budding (blue)
colonies. The y-axis is the probability that a given mother-daughter edge will remain in GS for longer
than t hours after separation, where time is on the x-axis. We observe that the survival curves are different
between the two groups (p = 7.217× 10−25), indicating that the probability that a mother-daughter edge
remains in GS for longer than t hours is greater for budding colonies. (The p-value comparing survival
curves was calculated using a log-rank test as described in Section 4.3.) (See Section 2.1.3 for details.)
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2.1.4. Budding Division Promotes Subcolony Connectivity

Next, we considered the impact of budding division on subcolony structure and organization.
We define a subcolony to be the subset of all cells whose common ancestor is the same immediate
daughter of the founder cell (Section 4.2.2 and Figure 17). Note that a colony has as many subcolonies
as immediate daughters of the founding cell. We then analyze how well each of these subcolonies is
connected in terms of the spatial layout of the colony. To do this, we considered colonies at the final time
point (24 h) and compared the number of connected components of the first five subcolonies between
budding and non-budding division conditions. We found that the average number of connected
components was significantly lower for budding colonies (Figure 6A). This demonstrates that budding
division acts as a mechanism to increase spatial adjacency within subcolonies as well as impact overall
subcolony connectivity.

A) B)

C) D)

Figure 6. Subcolony Structure and Organization in Nutrient-Rich Colonies. (A) Comparison
of the number of connected components for the first five subcolonies between budding (red)
and non-budding (blue) colonies at the 24 h time point. We observe a statistically significant
difference in the number of connected components for subcolony 1 (p = 2.885 × 10−10),
subcolony 2 (p = 1.139× 10−10), subcolony 3 (p = 3.075× 10−04), subcolony 4 (p = 1.539× 10−06)
and subcolony 5 (p = 1.959× 10−03). (B) Comparison of time from creation until each of the first
five subcolonies splits into 15 connected components. We observe a statistically significant difference
between budding (red) and non-budding (blue) colonies for subcolony 1 (p = 1.140× 10−04), subcolony
2 (p = 4.727× 10−04), and subcolony 3 (p = 1.581× 10−02). (C) Comparison of the number of cells
in a connected component with less than 10 cells. Note that overall very few cells are in small
connected components; however, we observe a statistically significant difference between budding
(red) and non-budding (blue) colonies at 12 h (p = 7.408× 10−40), 18 h (p = 7.896× 10−19) and 24 h
(p = 1.233× 10−59). (p-values in (A–C) were computed using independent t-tests. p-value annotation
is as follows. *: 1.0× 10−2 p ≤ 5.0× 10−2, **: 1.0× 10−3 p ≤ 1.0× 10−2, ***: 1.0× 10−4 p ≤ 1.0× 10−3,
****: p ≤ 1.0× 10−4.). (D) Kaplan-Meier survival curves for the length of time a subcolony is made up
of less than 15 connected components for budding (red) and non-budding (blue) colonies. The y-axis is
the probability that a subcolony consists of less than 15 connected components for longer than t hours,
where time is on the x-axis. We observe that the survival curves are different between the budding and
non-budding colonies (p = 1.165× 10−06), indicating that budding promotes subcolony connectivity.
(The p-value comparing survival curves was calculated using a log-rank test as described in Section 4.3.
In addition, 95% confidence intervals for the survival function are shown. See Section 2.1.4 for details.)
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Because every subcolony begins with a single cell, which is necessarily a single connected
component, we studied at what time a given subcolony would break apart. To do this, we computed
the average time elapsed from creation of a given subcolony until it splits into more than 15 connected
components. We observe that the average time was significantly lower in non-budding colonies
for subcolonies 1, 2 and 3 (Figure 6B). These results suggest budding division impacts subcolony
connectivity by ensuring cells in the same subcolony remain physically closer together for a longer
period of time. Moreover, we hypothesized that the absence of budding division makes it easier
for individual cells to become separated from the rest of their subcolony. To test this hypothesis,
we computed the average number of cells in small connected components (i.e., less than 10 cells) for
budding and non-budding colonies. We find that the average number of cells in a small connected
component was significantly higher in non-budding colonies (Figure 6C).

In addition, we generated Kaplan-Meier survival curves for the time elapsed from creation of
a subcolony to when it splits into more than 15 components. We considered this a separate event for
each of the first 5 subcolonies and each of our 50 simulations. We found that the survival curves are
different between the two groups (Figure 6D) indicating that the probability that a given subcolony
remains connected (i.e., less than 15 connected components) for longer than t hours is greater for
budding colonies.

2.2. Nutrient-Limited Growth: Differential Growth Rates Impact Global Organization of Yeast Colonies

Prior studies have shown that nutrient limitation impacts patterns of growth and spatial
organization in microbial colonies [5,8,29,42]. To investigate the role of nutrient limitation and budding
division together on patterns of growth and organization in our simulated yeast colonies, we revised
our ABM to include nutrient-limited growth (Section 4.1.4) and used the same set of metrics as
before to compare overall shape, size and spatial organization of cells. Rather than directly model
the concentration of a nutrient in time as has been done previously [8,29,42,48–53], we consider regions
of the growth media to have a maximal possible biomass (i.e., carrying capacity) and decrease the cell
growth progression of cells in each region accordingly. In particular, we provide a simplified model of
nutrient dynamics that only considers the indirect effect of nutrients on cell cycle length and does not
directly model nutrient concentration or a particular type of nutrient.

2.2.1. Nutrient Limitation Slows Colony Growth but Does Not Change Large-Scale Colony Structure

As in our nutrient-rich condition, large-scale behavior (doubling time, sparsity and expanse)
between budding and non-budding colonies is the same. (Figure 7A–C). However, when nutrients
are limited, our synthetic yeast colonies grow slower. Since colony connectivity and structure
of subcolonies significantly changes between 1000 and 10,000 cells, we computed each of our
metrics for nutrient-limited colonies at an additional time point (28 h) where the number of cells
in the colonies is over 10,000 and more similar to the nutrient-rich case (∼12,500 cells after 28 h of
growth in nutrient-limited conditions compared to ∼15,000 cells after 24 h of growth in nutrient-rich
conditions). The average doubling time of a colony increases from ∼105 min under nutrient-rich
conditions to ∼123 min in nutrient-limited conditions (Figure 7A). The colony expanse at 24 h
decreases from 300 µm in nutrient-rich conditions to 150 µm in nutrient-limited conditions (Figure 7B).
Similarly to nutrient-rich growth, colony sparsity decreases toward 1, indicating the colony becomes
more circular as it grows (Figure 7C). Finally, as we assumed no difference in growth rate or cell
cycle length between budding and non-budding division, these gross colony level metrics remain
unchanged when comparing between division conditions.
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Figure 7. Population Growth, Expanse and Sparsity of Simulated Yeast Colonies in Nutrient-Limited
Conditions. (A) Colony growth is exponential with doubling time ∼123 min (inset). Bar plots represent
average number of cells in each colony across all 50 simulations for both budding and non-budding colonies
under nutrient-limited conditions calculated at 4.5 h intervals; (B) Colony expanse increases over time
for both budding and non-budding colonies; (C) Colony sparsity decreases to 1 as the size of the colony
increases over time for both budding and non-budding colonies. (See Section 2.2.1 for details.)

2.2.2. Nutrient Limitation Creates Age-Structured Colonies by Promoting Birth at
the Colony Boundary

First, as in the nutrient-rich condition, the asymmetric cell cycle means that the age distributions
are shifted toward younger cells in nutrient-limited colonies. Because we grow nutrient-limited colonies
for a longer period (28 h vs. 24 h for nutrient-rich colonies), we consider “young cells” as those less
than 12 h old (over 94% of cells in the colony). Similarly to the nutrient-rich condition, we found no
difference in cell ages between budding and non-budding colonies (Figure 8A). Next, and in contrast
to nutrient-rich conditions, when the cell cycle is tied to locally available nutrients the age structure of
the colony changes substantially. As shown in Figure 8B, cells are far more likely to be born closer to
the edge of the colony than in nutrient-rich colonies. When we observe the age structure in greater
detail, we observe that the distance from the colony center of mass at 28 h is strongly correlated
with age (Figure 8C). However, this relationship between age-structure and distance is unaffected by
budding division. As such, we conclude that within a given growth condition, budding division does
not modify the age-structure within a colony.

Similarly to nutrient-rich growth, we observe that budding division influences the local
neighborhood of a cell. More specifically, we observe a small, but statistically significant
(non-overlapping 95% confidence intervals) difference, in the distance a cell less than 12 h old is
from its mother (Figure 8D). While this difference remains small, it is interesting that the absolute
difference between budding and non-budding mother-daughter cell pairs is larger for nutrient-limited
colonies and may even be increasing with the age of the daughter cell. Because colonies grown
in nutrient-limited conditions are smaller than nutrient-rich colonies, this difference becomes even
larger when it is considered relative to the size of the colony.
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Figure 8. Age and Spatial Organization of Cells in Nutrient-Limited Colonies. (A) Empirical probability
density function for cell ages in synthetic colonies after 28 h of colony growth. We observe that
the probability that a given cell is ≤ 12 h old is 0.9454; (B) Empirical probability density function for
the normalized distance from the colony center of mass to the birth location of cells born in the last
hour of colony growth (Dnorm). We observe that the probability that Dnorm is ≥ 0.5 is 0.889; (C) Cell
age (h) versus cell distance from the colony center of mass for budding (red) and non-budding (blue)
colonies at the 28 h time point. In both (C,D) average values were determined for different age
groups using a sliding window with a fixed window size of 20 min. We conclude that distance from
the colony center of mass at 28 h is strongly correlated with age. However, we see that cell distance from
the colony center of mass is not impacted by budding division since 95% confidence intervals overlap;
(D) Cell age (h) versus cell distance from its mother for budding (red) and non-budding (blue) colonies.
The difference between budding and non-budding colonies is given for ages 2, 4, 6, 8, 10 and 12.
We conclude that this difference is significant since 95% confidence intervals do not overlap. Moreover,
since nutrient-limited colonies are smaller than nutrient-rich colonies, this difference becomes even
larger when it is considered relative to the size of the colony. (See Section 2.2.2 for details.)

2.2.3. Nutrient-Limited Growth Promotes Colony Connectivity

As for nutrient-rich growth conditions, the colony connectivity decreases in time and is
significantly higher in budding colonies (compare Figure 5A with Figure 9A). However, we observe
that nutrient-limited growth promotes colony connectivity as both budding and non-budding colonies
have higher connectivity in this growth condition at the 24 h time point. In addition, the difference
in colony connectivity is observable much earlier on in the life of the colony (12 h vs. 18 h).
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Figure 9. Colony Connectivity in Nutrient-Limited Colonies. Comparison of colony connectivity
between budding and non-budding colonies in nutrient-limited conditions at 12 h, 18 h, 24 h and 28 h.
We compared connectivity for all cells in (A), as well as cells in two distinct phases: during the time
when cells are attached for budding colonies in (B) and after separation in (C). (See Section 4.2.2 for how
we define connectivity.) (A) We observe a statistically significant difference in colony connectivity at 12 h
(p = 3.602× 10−04), 18 h (p = 8.921× 10−29), 24 h (p = 1.094× 10−79) and 28 h (p = 3.389× 10−110).
(B) We observe a rapid decrease in connectivity for non-budding colonies between 12–18, 18–24,
and 24–28 h. This decrease leads to a statistically significant difference between budding and
non-budding colonies at 12 h (p = 6.834× 10−05), 18 h (p = 4.670× 10−40), 24 h (p = 1.050× 10−92)
and 28 h (p = 2.658× 10−122). (C) We observe a statistically significant difference in connectivity at 18 h
(p = 1.144× 10−15), 24 h (p = 1.888× 10−58) and 28 h (p = 2.140× 10−83). (p-values for connectivity
were computed using independent t-tests. p-value annotation is as follows. *: 1.0× 10−2 p≤ 5.0× 10−2,
**: 1.0× 10−3 p ≤ 1.0× 10−2, ***: 1.0× 10−4 p ≤ 1.0× 10−3, ****: p ≤ 1.0× 10−4.); (D) Kaplan-Meier
survival curves for the edge connecting mother-daughter cell pairs in GS for budding (red) and
non-budding (blue) colonies. The y-axis is the probability that a given mother-daughter edge will
remain in GS for longer than t hours after separation, where time is on the x-axis. We observe
that the survival curves are different between the two groups (p = 1.314× 10−75) indicating that
the probability that a mother-daughter edge remains in the spatial graph for longer than t hours is
greater for budding colonies. (The p-value comparing survival curves was calculated using a log-rank
test as described in Section 4.3. See Section 2.2.3 for details.)

As above, we analyzed connectivity between mother and daughter pairs in two distinct phases:
when they are attached for budding cell division (budded cells, Figure 9B) and after separation
(un-budded cells, Figure 9C). We observe that, as in nutrient-rich growth, the connectivity between
mother and daughter cells in both phases was higher for budding cell division, and that this difference
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in connectivity between division types increases in time. However, we note that the connectivity
for un-budded cells was slightly higher at the 24 h time point in the nutrient-rich growth condition
(compare Figure 5C with Figure 9C).

We believe the explanation for both the overall higher colony connectivity in nutrient-limited
growth (panel A) and the decreased connectivity for un-budded cells (panel C) is due to the impact of
nutrient availability on the cell cycle and position of newly born cells. More specifically, the extended
cell cycle induced by nutrient limitation (i.e cells stay in the budding phase longer) creates an overall
higher colony connectivity because daughter cells stay attached longer. In addition, the age structure
of the colony, where newly born cells are more likely to be at the colony perimeter, means that these
newly born cells have more space to move away from their mother when they detach.

To better understand the impact of nutrient limitation and budding on the duration of
the mother-daughter edges in GS, we generated Kaplan-Meier survival curves (Figure 9D).
We observed that the probability the mother-daughter edge stays in GS for longer than t hours
after separation is higher in budding colonies. In addition, the restricted mean survival time for
mother-daughter edges in budding colonies was 67 min compared to 52 min for non-budding
colonies. However, as expected by our explanation for Figure 9B,C, we observe the median duration
of a mother-daughter edge in GS is shorter when compared to the nutrient-rich condition.

2.2.4. Nutrient Limitation Further Promotes Subcolony Connectivity

Next we investigated the impact of nutrient limitation together with budding division on
subcolony organization and connectivity. To do this, we first analyzed the number of connected
components between budding and non-budding colonies in nutrient-limited conditions. We find that
nutrient-limited growth results in a significant decrease in the number of connected components for
both budding and non-budding colonies compared to nutrient-rich growth. (Compare Figure 6A to
Figure10A.) However, we also observe that the number of connected components for each of the first
five subcolonies is significantly lower in budding colonies (Figure 10A). In addition, we see that
the average time elapsed from creation of a given subcolony until it splits into more than 5 connected
components is significantly lower in non-budding colonies (Figure 10B). These results not only reveal
that nutrient limitation has a large impact on subcolony structure and connectivity, but also confirm
that budding division maintains its role in promoting subcolony connectivity under nutrient limitation.

To further investigate the impact of nutrient limitation and budding division together on
subcolony structure and connectivity we considered the number of cells contained in small connected
components (i.e., less than 10 cells). We find that nutrient limitation results in a large decrease
in the total number of cells belonging to a small connected component (i.e., less than 10 cells) for
both budding and non-budding colonies at the 24 h time point (compare Figure 6C with Figure 10C).
This further highlights the strong impact of nutrient limitation on subcolony structure. In addition,
we observe a significant difference in the number of cells in a small connected component between
budding and non-budding colonies at the 18, 24, and 28 h time points. Moreover, we find that
the survival curves for the time elapsed from creation of a subcolony to when it splits into more than
5 components are different between budding and non-budding colonies (Figure 6D), indicating that
the probability that a given subcolony remains connected (i.e., less than 5 connected components) for
longer than t hours is greater for budding colonies. Similarly as before, we considered this a separate
event for each of the first 5 subcolonies and each of our 50 simulations. These results further support our
observation that budding division acts as a mechanism increasing spatial adjacency within subcolonies
in both nutrient-rich and nutrient-limited conditions.
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A)

C)

B)

D)

Figure 10. Subcolony Structure and Organization in Nutrient-Limited Colonies. (A) Comparison
of the number of connected components for the first five subcolonies between budding (red)
and non-budding (blue) colonies at the 28 h time point. We observe a statistically significant
difference in the number of connected components for subcolony 1 (p = 3.39 × 10−10),
subcolony 2 (p = 4.454× 10−17), subcolony 3 (p = 8.537× 10−11), subcolony 4 (p = 2.884× 10−11) and
subcolony 5 (p = 3.783× 10−06). (B) Comparison of time until each of the first five subcolonies splits
into 5 connected components. We observe a statistically significant difference between budding (red)
and non-budding (blue) colonies for subcolony 1 (p = 8.967× 10−05), subcolony 2 (p = 6.246× 10−08),
subcolony 3 (p = 8.636× 10−05), and subcolony 4 (p = 9.154× 10−06). (C) Comparison of the number
of cells in a connected component with less than 10 cells. Note that nutrient-limited growth results
in a large decrease in the total number of cells in small components at the 24 h time point compared to
nutrient-rich growth. However, we still observe a statistically significant difference between budding
(red) and non-budding (blue) colonies at 18 h (p = 3.537× 10−02), 24 h (p = 9.040× 10−07), and 28 h
(p = 5.410× 10−18). (D) Kaplan-Meier survival curves for the length of time a subcolony is made up of
less than 5 connected components for budding (red) and non-budding (blue) colonies. The y-axis is
the probability that a subcolony consists of less than 5 connected components for longer than t hours,
where time is on the x-axis. We observed that the survival curves are different between the budding
and non-budding colonies (p = 2.428× 10−23) indicating that the probability that a given subcolony
remains connected (i.e., less than 5 connected components) for longer than t hours is greater for
budding colonies. (The p-value comparing survival curves was calculated using a log-rank test as
described in Section 4.3. In addition, 95% confidence intervals for the survival function are shown.
See Section 2.2.4 for details.)

2.2.5. Nutrient Limitation Changes Global Colony Organization by Driving Variation
in Subcolony Sizes

Results from our previous metrics provide compelling evidence that nutrient limitation has a large
impact on spatial organization of growing yeast colonies. However, the strongest demonstration of
the impact of nutrient-limited growth on morphological properties of growing yeast colonies is its effect
on emergent patterns of subcolony structure and organization for which we do not yet have an explicit
quantitative metric. Specifically, simulations of nutrient-limited colonies result in the appearance of
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subcolonies that grow in a “sector-like” formation (compare Figure 11 (top and middle) with Figure 2
(middle and bottom)). Namely, subcolony boundaries in nutrient-limited simulations are more linear.
This is especially visible in the last time point at 28 h.
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Figure 11. Nutrient Limitation Drives Spatial Organization of Cells. We compared growth
and overall spatial organization between four different types of colonies (budding/non-budding,
nutrient-rich/nutrient-limited). Cells in colonies are colored according to the unique subcolony each
cell belongs to: Subcolony 1 (dark green), Subcolony 2 (blue), Subcolony 3 (cyan), Subcolony 4 (teal),
Subcolony 5 (light green), Subcolony 6 (yellow-green), Subcolony 7 (yellow), Subcolony 8 (gold), Subcolony 9
(orange), Subcolony 10 (red), Subcolony 11 (magenta), Subcolony 12 (purple) and Subcolony 13 (pink).
Typical simulation output from budding and non-budding colonies grown in nutrient-limited conditions: 12
hours (A), 18 hours (B), 24 hours (C), 28 hours (D). (E) Nutrient limitation results in more variation
in the percentage of the population contained in each subcolony (Subcolony 1 (p = 2.779 × 10−20),
Subcolony 2 (p = 6.143× 10−25), Subcolony 3 (p = 4.636× 10−23), Subcolony 4 (p = 6.574× 10−32),
and Subcolony 5 (p = 2.985× 10−09)). (p-values were calculated using the Levene test for equal variances.
p-value annotation is as follows. *: 1.0× 10−2 p≤ 5.0× 10−2, **: 1.0× 10−3 p≤ 1.0× 10−2, ***: 1.0× 10−4 p
≤ 1.0× 10−3, ****: p ≤ 1.0× 10−4.) (F) Birth Location of cells born within the last hour of colony growth
changes significantly between nutrient-rich (red) and nutrient-limited (cyan) conditions (p < 1.0× 10−32).
(p-value was calculated using the Kolmogorov-Smirnov statistic in python. See Section 2.2.5 for details.)
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In addition, unlike colonies grown in nutrient-rich conditions, colonies grown in nutrient-limited
conditions have highly variable subcolony sizes as a percentage of the colony. For example, consider the
different sizes of the first subcolony (dark green) in both the top and middle row of Figure 11. At 28 h,
the first subcolony in the top row appears to consist of close to half of the total population. At the
same time point, the first subcolony in the middle row makes up only a third of the total population.
Moreover, in the top row, the first (dark green) and second (dark blue) subcolonies are noticeably
different sizes, while in the middle row they are almost exactly the same size. Finally, we note
that the colony in the top row (budding) has 13 subcolonies whereas the colony in the middle row
(non-budding) has only 7. This is due to variation in the number of daughters produced by the founder
cell. Interestingly, we found the variation observed in subcolony sizes did not differ between budding
and non-budding conditions but was a property purely driven by nutrient limitation.

To investigate the variation in subcolony sizes between nutrient-rich and nutrient-limited growth,
we computed the final percentage of the entire colony contained in each subcolony for nutrient-rich
(24 h) and nutrient-limited (28 h) growth. As shown in Figure 11E, the nutrient-limited colonies have
significantly higher variation. We conjecture that this difference in subcolony final composition is due
to biases induced by global changes in age and birth structure. To test this conjecture we compared
the empirical probability density functions for normalized birth location of cells born in the last hour
of growth between nutrient-rich and nutrient-limited colonies (Figure 11F). We found that the two
empirical distributions are significantly different, indicating that cells in nutrient-limited colonies are
more likely to be born at the edge of the colony. These results support our observation that budding
division impacts local organization of growing yeast colonies while nutrient-limited growth changes
global patterns of colony organization. To our knowledge, this difference in final subcolony variation
in nutrient-limited growth has not been explicitly explored for budding division or yeast. Moreover,
we note that since this difference is due to nutrient-limited conditions, this variation would not hold
for yeast colonies grown in liquid culture.

3. Discussion

As described in the introduction, morphological patterns in microbial colonies arise due to
processes at different scales (Figure 1). In this paper, we developed a 2D ABM and used it to quantify
the biophysical impact of budding cell division on the overall shape, size and spatial organization of
growing yeast colonies. The novelty of our approach is that we explicitly model the mechanical
interactions that arise due to budding cell division. An additional novelty lies in the metrics
we developed to quantify spatial organization of cells within the colony. Moreover, results from
these metrics reveal the impact of budding division and nutrient limitation on patterns of displacement
and spatial rearrangement of cells leading to emergent local and global morphological properties of
growing yeast colonies.

In Section 2.1, our findings reveal that budding division does not impact global, large-scale
structures of growing yeast colonies (Figure 3B,C), or the birth location of cells within the colony
(Figure 4C,D). However, we find that budding division substantially impacts local organization of
cells including enforcing a smaller physical distance between mother and daughter cells even after
separation. We believe this physical closeness is the consequence of two forces. First, the budding
division process means mother and daughter cells are forced to be connected for a longer period of
time than in non-budding colonies. Second, this prolonged connection means that when the mother
and daughter cells do separate, the local environment is more likely to be “crowded” and thus
mother-daughter cell pairs are more likely to remain close. This overall closeness between mother
and daughter cells results in greater connectivity in the colony in terms of a larger proportion of
mother-daughter edges in GS (i.e., the colony connectivity metric, Figure 5) as well as subcolonies that
consist of smaller numbers of connected components.

In Section 2.2, our findings reveal that nutrient limitation plays a significant role in directing
global, large-scale colony organization. Our simple model of nutrient limitation produced colonies
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that grew more slowly (average doubling time of ∼123 min compared to ∼105 min for nutrient-rich
colonies) (Figure 11A–D). In addition, cells in nutrient-limited colonies were much more likely to be
born near the edge of the colony, where nutrients are more readily available, than near the middle,
where nutrients are highly depleted (Figure 11F). Moreover, since lack of nutrients slows down cell
cycle progression, most actively dividing cells are near the boundary of the colony. As such, our model
captures emergent patterns of colony organization due to changes in local cell-cell interaction dynamics
caused by rapid expansion and spatial rearrangement of newly born cells at the colony boundary.
An interesting extension of our model would be to compare simulation results with our simple model
of nutrient limitation to simulation results representing a nutrient field that changes in time due to
diffusion and consumption by live cells.

Our results also reveal that together, budding and nutrient-limited growth facilitate subcolony
connectivity. We observe that nutrient-limited growth in our simulations results in better defined
and more contiguous subcolonies than in the nutrient-rich case (Figure 11A–D). This is likely due to
the effects of nutrient limitation on the cell cycle for densely packed regions of the colony. Furthermore,
the nutrient limitation condition creates high variance in the final number of cells that will be in each
subcolony at a particular time (Figure 11E). We believe this variation is caused by different patterns
of movement of the founder cell. Namely, if the founder cell is moved to areas of high nutrient
availability due to interactions with neighboring cells, it can produce more offspring. Otherwise,
if cell-cell interactions cause it to remain stationary in low-nutrient regions, its cell cycle progression
will be slowed resulting in fewer total offspring. These observations further support the idea that
nutrient-limited growth together with budding division result in colonies with the most well-defined
subcolony shapes. We hypothesize that these contiguous subcolonies are precisely the discernible
sectors observed in experimental yeast colonies. As such, our mathematical framework will provide
valuable insight for generating hypotheses on sectoring behavior that can be compared to experimental
studies. This variation in subcolony size from nutrient limitation will have a different impact
for cells grown on a plate (i.e., physical media) compared to those in liquid culture (where cells
are in a well-mixed liquid environment) and our work identifies population structure as a novel
and unappreciated difference in these two common experimental conditions. As such, changes
in population structure are a new lens through which experiments in these conditions can be compared.
In addition to its impact on local spatial organization and subcolony structure, resource-driven
structuring in microbial groups has been linked to colony fitness and survival [8,29]. Our results
suggest that nutrient-rich colonies have less structure and therefore allow a greater number of lineages
to be maintained as the colony expands. This is in contrast to our simulations of nutrient-limited
colonies where the number and sizes of subcolonies undergoes a lot more variation. An interesting
avenue of further study would be to run simulations for a longer amount of time and assess how
nutrient limitation impacts overall colony fitness and survival other than the overall slower growth
we describe in our results.

We note that there are many cellular processes that our model did not explicitly consider. First,
we did not include cell rotational forces in our model. Based on results in this paper, biophysical
properties of attached mother-daughter cell pairs play a role in local organizational properties of
colonies. Thus, we believe extending our model to include rotational forces and capture more detailed
geometry of attached mother-daughter cell pairs may further impact local organization dynamics.
In addition, in nutrient-limited conditions, cells may enter a state of quiescence where they choose not
to enter the G1 phase of the cell cycle [54]. Although we did not directly include quiescence as a state
in our model, cells in our simulations do attain an effective “quiescence” state as they stop growing
and creating new buds due to limits on their cell cycle progression. Third, our model does not include
cell death. Although cell death is definitely a contributor to colony structure, specifically the 3D
structure of colonies where the middle section is nutrient-starved, because the average lifetime of yeast
cells exceeds the time-scale of our simulations [55,56], the impact of cell death on the organization
phenomena we observe is negligible.
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Finally, we have included only one type of budding behavior. Yeast are capable of multiple
budding strategies. For example, we do not consider multiple cell mating types and only consider
diploid cells. While diploid yeast cells primarily divide in a bipolar budding pattern [57], haploid cells
can bud in an axial pattern [27] and have been shown to divide faster than diploid cells [58].
If we only considered diploid cells with no variance in the location of the new birth scar, all cells
would appear co-linear to each other. However this extreme case is unlikely to occur within large
diploid colonies [27]. We model new budding sites in a manner similar to the implementation by
Wang et al. [42], but we consider only daughter cells to be limited to bipolar cell division. In addition,
we assume that a mother cell has at most one daughter cell attached, but this is not guaranteed for
all strains [59]. Furthermore, we also neglect environmental factors in influencing budding strategies.
While cells in larger yeast colonies have been shown to exhibit pseudohyphal growth through switches
in budding strategies under nutrient-limited conditions [32,60,61], it was reported by Binder et al. [60]
that colony expansion appears to evolve non-uniformly after approximately 100 h. Because this far
exceeds the time scales of the colonies we produced, we believe this effect to be negligible. However,
we conjecture that for large colonies, pseudohyphal growth under nutrient-limited conditions will
induce rapid changes in colony organization near the colony periphery.

Indeed several agent-based modeling frameworks have been developed to study the factors
impacting yeast colony growth. Jönsson et al. developed a similar center-based model to study
the impact of biophysical factors and growth inhibition by neighboring cells on colony expanse
and sparsity [41]. Their results show that cell-growth inhibition by neighboring cells and bipolar
division patterns are the most significant factors impacting colony sparsity where they used colony
sparsity as a measure of exploratory behavior of the colony. However, their results focused on
global shape and size of colonies instead of spatial organization of cells, and they did not consider
colonies larger than several hundred cells. Wang et al. developed a center-based model to study
the impact of budding patterns, mating type switches, cell death and nutrient limitation on yeast
colony growth [42]. Consistent with Jönsson et al., they found that bipolar budding patterns improve
colony development under nutrient limitation. In addition, they found that axial budding patterns
enhance mating probability during early stages of colony growth and suggest that the frequency of
mating type switch might control the trade-off between diploidization and inbreeding. Interestingly,
they showed that colony expansion does not depend on the overall age of the colony. They hypothesize
this is due to the fact that young cells contribute most to colony expansion which is consistent with our
results. One important difference between our model and the model presented by Wang et al., is that
our model explicitly includes the process of a bud growing on the mother cell. The model by Wang et al.
skips the growing process and introduces new daughter cells after they have detached from the mother
cell and are a more substantial size. In addition, their study focused on characterizing heterogeneity of
cell types in the colony and overall shape and size of the colony and they did not analyze the impact
of spatial organization of cells. Since their model does incorporate many of the important factors
we discussed above as possibly having an impact on spatial organization and structure of the colony,
we believe an interesting avenue for future work would be to extend our model to include the same
factors they considered and investigate how the addition of the budding process changes the resulting
outcomes discussed in their paper.

Many questions remain in investigating the structure of growing yeast colonies, and our
model may be easily generalized to include them. In particular, we plan to extend our model
by including intracellular protein dynamics to more directly study prion sectors in yeast. Despite
many years of biomedical research and our detailed understanding of protein aggregation dynamics
on the molecular scale, our ability to mechanistically link protein aggregation processes to their
disease phenotypes at the colony level is severely lacking, especially during transitions between
prion states [62–65]. For example, recent studies have demonstrated that a single colony can exhibit
multiple phenotypes resulting from a change in aggregation dynamics between neighboring cells [3].
Our results in Section 2.2.4 demonstrate that nutrient limitation and budding together have a large
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impact on emergent patterns of sector-like regions in growing yeast colonies. Moreover, an important
insight of our work is the large variation in subcolony sizes that arises due to nutrient-limited growth.
As a consequence of this result, we can better understand that the size of a subcolony sector is not
directly correlated to its birth order. Thus, quantitative information connecting spatial information
of sectoring patterns with molecular level dynamics is required. What is missing is a detailed
and mechanistic computational model of sectoring phenomena which can then be coupled with
an informatics look at the sectors in experiments. Methods and tools for counting different colonies
have been developed which may aid in detecting phenotype sectors through finding connected groups
of cells [66–68]. While there are resources that quantify sectoring in microbial colonies [5,8], to our
knowledge no other studies specifically quantify the causes of phenotype sectoring in yeast colonies.
Our modeling framework can be readily extended to a multi-scale system to address phenotype
sectoring in yeast through the incorporation of prion dynamics as a subcellular process (Figure 1).
This offers the opportunity to make more meaningful comparisons between data and models and to
infer, predict, and eliminate hypotheses on the characteristics of the sectoring patterns.

In this study we proposed a 2D model of yeast colony growth, where directional forces along
the Z-axis are neglected. In reality, yeast colonies are three-dimensional (3D). Thus, there may be some
important factors our model does not consider. For example, in 3D, high agar concentrations have
been shown to influence formation of complex structures such as the vertical growth of stalk-like
structures in yeast colonies [69]. In this scenario, complete contact with the substrate is not possible
for all cells further impacting nutrient availability. Experimental evidence also shows that microbial
colonies do not grow outward in a strictly radial direction due to varying agar concentrations [70]
and de-activation of the FLO11 gene which reduces adhesion of the cells to the plate surface [71].
Thus, while cell dependency on nutrients is more complicated to model in 3D, these results suggest
it will remain an important factor driving variances in colony morphology. Moreover, we hypothesize
that 3D configuration may further promote local spatial organization, sectoring patterns and ordered
structure of the colony. In our model, we study the formation of sector-like regions in the context
of subcolonies. Under nutrient limitation, our model shows that subcolony sectors become more
well-defined and begin near the location of the founder cell. However in 3D, different technologies
used to capture and analyze sectoring phenomena may be limited to the colony surface. The capability
of in silico experiments creates the advantage of allowing for more detailed analyses of sectoring
phenomena where existing scientific tools and technologies may not provide sufficient information.

4. Materials And Methods

In this section, we develop the 2D, off-lattice, center-based model we use to simulate the growth
of S. cerevisiae colonies (Figure 12) as well as describe the metrics we use to analyze simulation
output. In the model, each cell is represented by an elastic sphere that moves, grows, buds and
divides according to biophysical and cell-kinetic model parameters estimated from experiments
(Table 1). We simulate artificial yeast colonies under two different division formulations (budding and
non-budding) and growth conditions (nutrient-rich and nutrient-limited).
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Figure 12. Biophysical Model of Cell-Cell Interactions. We simulate budding (A) and non-budding
(B) colonies using a 2D center-based modeling approach where cells interact through different
potentials. (A) For budding colonies, the mechanical interactions of all cell pairs (ECC) are governed
by a combination of repulsive and attractive interactions using a modified Hertz-model described
in Equation (1). We use a linear spring to model the additional adhesive force between mother cells and
new daughter cells during the budding phase (EMB) as in Equation (4); (B) For non-budding colonies,
the mechanical interactions are similar to that of cells in budding colonies except that the adhesive
force between mother cells and new daughter cells during the budding phase (EMB) is neglected
(see Section 4.1.1 for details).

4.1. Computational Model

Below we develop our computational ABM for studying yeast colony growth and structure.
In simulations of budding colonies we explicitly model the mechanical interactions during budding
cell division by modeling the daughter cell as a growing circle attached to the mother cell with a stiff
spring (Figure 12A and Figure 14). In contrast, in simulations of non-budding colonies we treat
mechanical interactions of mother-bud pairs as identical to other cell-cell pairings (Figure 12B).

4.1.1. Cell-Cell Interaction and Spatial Arrangement Of Cells

We assume the resting shape of individual yeast cells is circular, and track the size and location of
cell i at time t by its radius Ri(t) and center ~xi(t) = (xi(t), yi(t)) (Figure 12). We track the total number
of cells at time t, N(t), and index cells by their birth order i ∈ {1, 2, . . . , N(t)}. Since all cells are of
the same type, the mass of each cell, mi(t), is proportional to the area of each cell with the same constant.
Yeast cells interact through different potentials that we use to represent biologically-relevant processes
seen in experiments (Figure 12). For example, yeast cells in physical contact form adhesive bonds
that result in an attractive force [41,42,44,72,73]. However, due to the incompressibility of their cell
wall, yeast cells also resist compression from neighboring cells with a repulsive force [41,42,44,74,75].
We represent the combination of repulsive and attractive interactions between cells using a modified
Hertz-model, as has been previously done [48,51,76,77], where the potential ECC

ij (t) between two cells
i and j is given by:

ECC
ij (t) =

(Ri(t) + Rj(t)− dij(t))5/2

5Ẽij

√
Ri(t)Rj(t)

Ri(t) + Rj(t)
+ Eadh

ij (t). (1)

The first term of Equation (1) depicts the repulsive interaction and dij(t) = ‖~xi(t)− ~xj(t)‖. In this
equation Ẽij(t) is defined by:

Ẽij =
3
2

(
1− σ2

E

)
(2)
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where E and σ are the Young’s moduli and Poisson ratios of cells, respectively. The second term of
Equation (1) models the adhesive interaction between cells and is given by:

Eadh
ij (t) = φWs Aij(t) (3)

where φ is the density of surface adhesion molecules in the contact area, Ws is the single bond bind
energy and and Aij(t) = (Ri(t) + Rj(t))× 0.5 is the contact area between cells i and j.

In simulations of non-budding colonies, the mechanical interactions of all cell pairs are given by
Equation (1). However, in simulations of budding colonies, we explicitly model an additional force
between mother cells and new daughter cells during the budding phase (Section 4.1.2, Figure 12A and
Figure 14). To do this, we represent the adhesive interaction caused by attachment of the new daughter
cell to its mother using a linear spring potential given by:

EMB
mb (t) = Kbud (dmb(t)− (Rm(t) + Rb(t)))

2 (4)

where dmb(t) = ‖ ~xm(t)− ~xb(t)‖, Rm(t) is the radius of the mother cell at time t, Rb(t) is the radius
of daughter cell at time t and Kbud is a spring constant chosen large enough to ensure that the new
daughter cell b remains attached to its mother for the duration of the budding phase and is not pushed
away due to forces from other neighboring cells.

In addition, we assume that cells are in an overdamped regime so that inertial forces acting
on the cells are neglected [78–80]. This leads to the following equation of motion describing
the movement of an individual yeast cell i in a budding colony:

(η(1 + Ri(t)/2)) ẋi(t) =


−
(

∑i 6=j∇ECC
ij (t) +∇EMB

ij (t)
)

i is a bud

−
(

∑i 6=j∇ECC
ij (t) +∇EMB

ij (t)
)

i is a mother with an attached bud

−
(

∑i 6=j∇ECC
ij (t)

)
else

(5)

where j indexes the other cells in the colony at time t and η is the damping coefficient that represents
viscosity of the growth media and is scaled by (1 + Ri(t)/2). The equation of motion describing
the movement of all cells in a non-budding colony simplifies to only the third case in Equation (5).

The equation of motion of a cell is discretized in time using the forward Euler method, and the
position ~xi(t) of cell i at time t is given by:

~xi(t + ∆t) = ~xi(t)−
(

∑
i 6=j
∇ECC

ij (t) +∇EMB
ij (t)

)
∆t

η(1 + Ri(t)/2)
(6)

where ∆t is the time step size. The same discretization technique is used for all cells in each simulation.

4.1.2. Budding Cell Division

S. cerevisiae cells undergo budding cell division [26,28]. During this process, one large
mother-daughter cell pair is formed by the appearance of a bud on the mother. The bud (or new
daughter) remains attached while it gradually grows into a larger cell (Figure 14). At the time of
division, the mother cell and new daughter become physically separated resulting in two unevenly
sized cells. After division, a bud scar is left on the surface of mother cell at the location where the new
daughter was formed, and no subsequent buds can be formed at that site (Figure 13). Similarly, a birth
scar is left on the surface of the new daughter cell.

The location of the bud on the surface of the mother cell can be chosen according to two distinct
patterns, axial or bipolar [24–26,41,42]. In our model we follow Reference [42] and model budding
cell division with the the following pattern: mother cells are equally likely to choose a new bud
location adjacent to or opposite from the previous bud location, and daughter cells always bud
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opposite to their birth scar (Figure 13). To ensure no bud/birth scars are used twice, we keep track
of all previous bud/birth sites for every cell. If the next choice for a bud site falls on a previously
used location we adjust the location of the new bud site by increments of 10◦ in either the clockwise
(probability = 0.5) or counterclockwise (probability = 0.5) direction until we arrive at a location with no
previous bud/birth scar (Figure 13 (Left)). The budding location of the founder cell’s first daughter is
chosen randomly and uniformly along its boundary.

Figure 13. Selecting a Bud Site. The choice of the next bud location for a cell depends on whether it is
a mother cell (left) or a new daughter cell (right). (Left) For mother cells, the next bud location will be
chosen either adjacent to the previous bud scar with probability 0.5 (A) or opposite to the previous
bud scar with probability 0.5 (B). In the case when the location of the new bud site overlaps with
a previous bud site (A), we adjust the location of the new bud site by increments of 10◦ in either
the clockwise (probability 0.5) or counterclockwise (probability 0.5) direction until we arrive at a location
with no previous bud scar. (Right) For new daughter cells the next bud location (red) is chosen
opposite to the previous birth scar (black) with probability 1 (C). New daughter cells that have
successfully completed a full cell cycle are considered mother cells for the remainder of the simulation.
(See Section 4.1.3.)

4.1.3. Cell Growth and Cell Cycle Length

We follow the standard model of eukaryotic cell division and consider the cell cycle to have two
distinct growth phases: G1 and G2. At the time of separation, mother and new daughter cells are
unequal in size. Thus, new daughter cells undergo an extended G1 phase in order to grow to a mature
adult size before producing their own bud [81]. (Figure 14.) In our model, the average cell cycle length
for mother cells is ≈ 90 min (∼15 min in G1 and ∼75 min in G2) and the average cell cycle length for
new daughters cells is≈ 120 min (∼75 min for the “Budding" phase while attached to their mother and
∼45 min growing on their own). To depict more realistic cell cycle dynamics, we introduce an element
of stochasticity to the cell division times.

The variable Cell Progress (CP ∈ [0, 1]) is used to track the progress of individual cells through
the G1 and G2 phases. In our model, the progress of cell i at time t is given by:

CPi(t) = CPi(t− ∆t) + CIi × ∆t (7)

where CIi = (G1i + G2i)
−1. The length of G2i is computed once for all cells:

G2i = (1 + U[−0.1, 0.1]) G2avg.

(In the previous expression U[−0.1, 0.1] is a uniformly distributed random variable on the interval
[−0.1, 0.1].) To represent the longer G1 phase of daughter cells, the length of G1i is assigned once upon
creation of a new bud

G1inew daughter
= (1 + U[−0.1, 0.1]) G1avgdaughter
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and then updated once the new daughter cell completes its first G1 phase and forms a bud of its own

G1imother
= (1 + U[−0.1, 0.1]) G1avgmother

.

In the G1 phase, mother cells have already reached their adult size, so the G1 phase is simply
a waiting time until entering the G2 phase where they form a bud (or new daughter). Every new
bud is initiated with a radius of size 0µm and grows for ≈ 75 minutes while attached to its mother.
(This 75 minutes of attachment accounts for the entire G2 phase of the mother and make up the first
part of the G1 phase for the daughter.) After this phase, the mother and bud are physically separated
resulting in a new daughter cell. At separation, the mother cell enters the G1 phase, and the new
daughter cell stays in its G1 phase and continues to grow for ≈ 45 minutes until it reaches its adult
radius size (Figure 14). At this time, the daughter cell transitions into a mother cell and begins to
produce its first bud.

The adult size, corresponding to a maximum radius Rmax, is assigned to each cell upon creation
and set to

Ri,max = (1 + U[−0.1, 0.1]) Ravg.

The radius of cell i at time t is given by:

Ri(t) =

{
Ri(t− ∆t) + Ri,max

G1i
× ∆t Ri(t) ≤ Ri,max

Ri,max else.
(8)

Figure 14. Cell Cycle Length. (Left): The G1 phase for mother cells is approximately 15 min.
Since mother cells have already reached their adult size, the G1 phase serves as a waiting period
before the mother cell enters G2 and forms a bud. When the mother cell enters G2, the new daughter
cell forms as a bud and stays attached for ∼75 min as it grows. After ∼75 min, the mother and new
daughter physically separate resulting in two unevenly sized cells. At this time, the mother cell enters
G1 and begins a new cell cycle. (Right:) The new daughter cell continues to grow until it reaches its
adult size (∼45 min) and forms its own bud. Under nutrient-limited conditions, the length of the G1
and G2 phases are increased for both mother and daughter cells (see Section 4.1.4 for details).

4.1.4. Nutrient-Limited Growth

Until now, we assumed that the environment cells were in contained an inexhaustible nutrient
supply and cell maturation and division occurs at the same rate rate no matter how many cells were
present. We now revisit this assumption by modeling the growth of individual yeast cells as dependent
on a local nutrient supply. That is, a depletion in nutrient concentration slows down individual
cell growth by prolonging the cell cycle length. Previous studies have incorporated the effect of
enzyme and/or nutrient concentration on individual cell behaviors in ABM models of microbial
colony growth [8,29,42,48–53]. The majority of these studies use reaction-diffusion equations that
include the uptake of growth substrate by each cell to compute spatial gradients of enzyme or nutrient
concentration. For simplicity, we consider each region of our simulation domain to have a maximal
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possible biomass (i.e. carrying capacity). We divide the simulation domain into smaller subdomains
and adjust the cell cycle progression CP(t) for cells in each subdomain j at time t as follows.

First, for each cell i we track the subdomain the cell is in denoted Di(t) and compute the total
mass of cells in each subdomain j where mi(t) = πRi(t)2:

Mj(t) =


∑

N(t)
i=1 mi(t)Ij(Di(t))

Mj,max
, if ∑

N(t)
i=1 mi(t)Ij (Di(t)) ≤ Mj,max

1 else
(9)

where Ij is an indicator variable that equals 1 if Di(t) = j and 0 otherwise. Note that in practice Mj,max

is chosen large enough that
Mj(t)
Mj,max

is always less than 1.
Next, we define a growth-rate adjustment factor for each subdomain that is initialized to 1 at

the beginning of simulations and decreases in time according to the following equation:

GRadjust(t) =

GRadjust(t− ∆t, j)− rMj(t)∆t, if
GRadjust(t−∆t,j)

∆t ≥ −rMj(t)

0 else
(10)

where Mj,max is the carrying capacity for the j-th subdomain and r is the per capita rate of decrease of
GRadjust. We then re-scale the cell cycle increment:

C̃Ii(t) = CIi(t)× GRadjust(t, Di(t)) (11)

and thus the cell progression in nutrient-limited growth becomes

CPi(t) = CPi(t− ∆t) + C̃Ii(t)× ∆t. (12)

As the colony grows, cells move, new cells are born and cells are displaced into new subdomains.
To account for this we calculate the growth rate adjustment factor for each subdomain at each timestep,
and use it to update C̃Ii(t) for each cell according to the unique subdomain it occupies at time t.

4.1.5. Simulation Run Time

In our simulations, the number of cells in synthetic yeast colonies reaches ≈15,000. Since our
model requires computing the force between all cell pairs, the number of computational operations
is proportional to the square of the number of cells. In order to decrease the computational cost
of our simulations, we use a search algorithm that makes the number of computational operations
asymptotically linear to the number of simulated cells. To do this, the total area occupied by cells is
divided into S square subdomains. (Note these are the subdomains used for the nutrient model
as described in Section 4.1.4). The size of the subdomains in simulations is determined based
on the longest distance at which two cells can interact with each other. Since cell-cell adhesion
and repulsion interactions are short range, the search algorithm for computing cell-cell interaction
forces is limited to only neighboring subdomains. Since there are eight neighboring subdomains
for each unique subdomain Si, this algorithm reduces the total number of operations. In addition,
the code for this work was implemented in C++ using OpenMP for parallelization. As a result, the total
run-time of one simulation is ≈ 4 h on a 20-core node.



Appl. Sci. 2020, 10, 5780 26 of 34

Table 1. Parameter Values Used in ABM. Descriptions of the biophysical and biological processes
corresponding to these variables are detailed in Section 4.

Parameter Symbol Value Units Meaning Reference

Poisson ratio σ 0.3 Incompressibility of yeast cells [38,50,74]

Young’s Modulus E 1000 kPa Mechanical property of yeast cell walls [38,50,74]

Receptor Surface Density φ 10E15 m−2 Density of surface adhesion molecules in the contact area [38,50]

Single Bond Binding Energy Ws 25 kBT [38,50]

EMB Linear Spring Constant Kbud 25 nN/µm Attachment of bud on mother cell calibrated

Damping Coefficient η 2.5 Ns/µm2 Viscosity of the growth media [38,50]

Average Length of G2 phase G2avg 75 min [82,83]

Average Length of G1 phase (new daughters) G1avgdaughter
120 min [82,83]

Average Length of G1 phase (mothers) G1avgmother
15 min [82,83]

Average Mature Radius Size Ravg 2.58 µm [84]

Carrying Capacity Mj,max 18πR2
avg µm2 Maximal possible biomass for each subdomain calibrated

Subdomain Size Di(t) 25 µm2 Area of each subdomain calibrated
Rate of Maximum Cell Cycle Adjustment r 0.003 Controls the amount cell cycle is adjusted at each timestep calibrated

Timestep ∆t 0.00144 min calibrated

4.2. Colony Metrics

In this Section, we define the metrics used in Section 2 to analyze yeast colony morphology
and organization. We first use two previously defined metrics to describe overall colony size and
shape [41,42,44] and later introduce new metrics to characterize spatial organization of cells within
the colony.

4.2.1. Colony Shape Metrics

The first two metrics are used to quantify the shape of the colony as it grows in time. The colony
expanse quantifies how large the colony is, while the colony sparsity quantifies how circular the colony
is. Both depend on the center of mass of the colony (Figure 15). Let N(t) be the number of cells
in the colony at time t, each of which has position ~xi(t) = (xi(t), yi(t)) and radius Ri(t). Since
we assume all cells are of the same type, the mass of each cell, mi(t), is proportional to the area of each
cell with the same constant. As such, the center of mass of the colony at time t is given by the 2D point,
~C(t), defined by:

Center of Mass: ~C(t) =
∑

N(t)
i=1 mi(t)~xi(t)

∑
N(t)
i=1 mi(t)

=
∑

N(t)
i=1 πR2

i (t)~xi(t)

∑
N(t)
i=1 πR2

i (t)
. (13)

The colony expanse is defined as the largest distance between any cell boundary and the center of
mass of the colony. That is:

Colony Expanse: E(t) = max
1≤i≤N(t)

{
‖~xi(t)− ~C(t)‖+ Ri(t)

}
. (14)

The colony sparsity compares the area of the colony to the area of the circle with radius equal to
the colony expanse. Notice that this circle need not be the smallest enclosing circle, as the smallest
enclosing circle need not have its center at the colony center of mass, which is a modification of
the colony sparsity used by Jönsson [41] and colony radius used by Aji [45]. In our simulations, cells
do not overlap, so we define the area of the colony as follows:

Area of Colony: Acolony(t) =
N(t)

∑
i=1

πR2
i (t). (15)
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Thus, the colony sparsity is defined as:

Colony Sparsity: S(t) =
πE(t)2

Acolony(t)
. (16)

Figure 15. Colony Sparsity and Expanse. We first compute the colony center of mass (represented
as a green square) using Equation (13). Then we determine the radius (length of the blue line) of
the smallest circle which surrounds the entire colony centered at the center of mass (shown in red)
using Equation (14). The colony sparsity is then computed using Equation (16) with the result of
Equation (14), the area of the circle, and the total area of the cells using Equation (15). (Left): The space
within the circle is more dense, thus covering more area within the circle with radius equal to the colony
expanse, resulting in a small colony sparsity. (Right): The space that cells occupy within the circle is
less dense, resulting in a higher colony sparsity.

4.2.2. Colony Organization Metrics

Next we introduce new metrics related to the organization of cells within the colony. We define
a graph G(V, E) as a set of nodes V and edges E. In each graph, all cells are represented as nodes.
To analyze the colony organization, we consider two undirected graphs which evolve dynamically
along with the colony (Figure 16). The first graph, GS, is based on the Delaunay triangulation [85,86]
and encodes spatial relationships between cells (Figure 16A). The second graph, the lineage graph
which we denote as GL, encodes mother-daughter relationships between cells (Figure 16B) Both graphs
are constructed from the same vertex set, namely, all cells in the colony at time t:

V = {c1, c2, . . . cN(t)}.

The edge set ES is constructed based on the Delaunay triangulation. The Delaunay triangulation
is the dual graph of the Voronoi diagram for cell centers which consists of all points in the plane that
are equidistant to their two nearest sites [87]. In our case, the edge set ES is defined as:

ES = {(ci, cj) | cell i and j share an edge in the Delaunay triangulation.}. (17)

The edge set EL consists of only edges between immediate mother-daughter cell pairs. Each cell,
ci, has a unique mother, m(ci). Thus, the edge set EL consists of the following edges:

EL = {(ci, m(ci))} for i ∈ {2, . . . , N(t)}. (18)



Appl. Sci. 2020, 10, 5780 28 of 34

(Note that m(c1) is not defined because c1 is the founder cell.)
Together GS = {V, ES} and GL = {V, EL} can be used to quantify how closely the spatial

organization of the colony relates to mother-daughter cell pair interactions within the colony. To do
this, we first define the intersection graph, GI (Figure 16 C). GI is constructed from the same vertex set
containing all cells in the colony, but the edge set, EI , only includes edges belonging to both ES and EL,
namely:

EI = ES ∩ EL. (19)

Our first colony organization metric, colony connectivity, is the fraction of mother-daughter
edges that are also in the intersection graph:

Colony Connectivity :=
|EI |
|EL|

. (20)

Figure 16. Colony Spatial Graphs. The vertex set for all three colony graphs is the same (all cell centers).
The founder cell is designated in black. The edge set differs depending on the relationships between
cells; (A): The edge set for the spatial graph GS (blue edges) are those induced by the the Delaunay
triangulation applied to the cell centers (Equation (17)); (B): The edges for the lineage graph GL

(red edges) correspond to mother-daughter pairs (Equation (18)); (C): The edge set for the intersection
graph GI (purple edges) include those edges that belong to the two previous edge sets (Equation (19)).

Our second organization requires us to establish a few concepts related to colony structure. First,
we define a subcolony to be the subset of all cells whose common ancestor is an immediate daughter
of the founder (Figure 17). We index the daughters of the founder cell by d1, d2, . . . dF where dk denotes
the k-th daughter of the founder cell. Note, every cell in the colony belongs to one of the subcolonies
founded by an immediate daughter of the founder cell. Thus, for each ci ∈ V \ {c1}, we define Sub(ci)

to be the subcolony that cell i belongs to. Moreover, each daughter of the founder is considered to be
the founder of its own colony (i.e. a subcolony of the original colony) denoted Sub(dk) and the total
number of subcolonies is equal to F, the total number of immediate daughters of the founder cell.

We next define a graph associated with each subcolony. Let Vsub,dk
be the set of all cells that are

in Sub(dk). That is,

Vsub,dk
= {ci ∈ V \ {c1} | Sub(ci) = Sub(dk)} for i ∈ {2, 3, . . . , N(t)} and k ∈ {1, 2, . . . , F}. (21)

Let Esub,dk
be the the set of all edges in ES that join two cells in Sub(dk). Namely,

Esub,dk
= {(ci, cj) ∈ ES | Sub(ci) = Sub(cj) = Sub(dk)} for i, j ∈ {2, 3, . . . , N(t)} and i 6= j. (22)
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We define Gsub,dk
to be the subgraph of GS whose vertex set is Vsub,dk

and whose edge set is Esub,dk

(see Figure 17B,C). Note that Esub,dk
for each k partitions the larger edge Esub defined as:

Esub =
F⋃

k=1

Esub,dk
. (23)

Similarly, Vsub,dk
for each k partitions the larger vertex set Vsub defined to be:

Vsub =
F⋃

k=1

Vsub,dk
. (24)

We then define the subcolony graph Gsub(Vsub, Esub), where

Gsub =
F⋃

k=1

Gsub,dk
. (25)

We define our second colony organization metric to be the number of connected components of
Gsub,dk

for each subcolony. A connected component is defined to be any maximal subgraph Gconnect ⊆
Gsub,dk

such that any two vertices in Gconnect are connected by a path and not connected to any other
vertices in Gsub. The total number of connected components for the kth subcolony is the total number
of maximal subgraphs that partition the kth subcolony graph Gsub,dk

.

Figure 17. Constructing Subcolony Graphs. Subcolony graphs are constructed from partitions of
the spatial graph GS according to the following procedure. (A): We generate the the same spatial
graph (GS) using the Delaunay triangulation (Equation (17)). (The founder cell is indicated in black.)
(B): We define a subcolony as a subset of cells in the lineage graph consisting of a daughter of the founder
cell along with all of its descendants (Equation (21)). Edges are colored based one which subcolony each
cell belongs to (Equation (22)). We then remove edges from the spatial connecting cells from different
subcolonies (dotted black edges). (C): Removing these edges results in the subcolony graph Gsub,
a set of subgraphs of GS that we index by daughter cells: Gsub,dk

. These graphs preserve the spatial
relationship between cells within the same subcolony (Equation (25)).

4.3. Statistical Analysis

To analyze the impact of budding and nutrient-limited growth on size, shape, and emergent
patterns of spatial organization of cells, we generated 50 simulations of each colony
type (budding/non-budding, nutrient-rich/nutrient-limited). To compare expanse, sparsity,
connectivity and the number of connected components for each of the first five subcolonies between
budding and non-budding colonies we used independent t-tests implemented using the statannot
package in python [88]. In addition, we performed Kaplan-Meier survival analysis and generated
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Kaplan-Meier survival curves using the lifelines library in python [89]. The survival function defines
the probability that a death event (i.e. loss of a mother-daughter edge in GS or a given subcolony
splitting into more than 15 connected components) has not occurred yet at time t, or equivalently,
the probability of surviving past time t [90]. We then used the log-rank test available in the lifelines
library to compare the survival curves between budding and non-budding colonies in all cases
(Figure 5D, Figure 6D, Figure 9D and Figure 10D). Finally, we computed the Kolmogorov-Smirnov
statistic using the SciPy library in python [91] to compare the probability distributions of birth location
between nutrient-rich and nutrient-limited colonies.

5. Conclusions

In this study, we introduced a novel two-dimensional, cell-based model describing the growth and
movement, structure, and spatial organization of a colony of yeast cells to emphasize the importance
of capturing budding behavior in these models. Our findings show that budding greatly impacts
the local connectivity of a cell and that, together with nutrient limitation, acts to promote connected
sectors with respect to the subcolony structure and produce highly variable subcolony sizes. Together,
these findings offer novel interpretations and insights to observed sectoring phenotypes in yeast.
We aim to investigate the multi-scale nature of these phenomena in future studies by extending our
approach to include intracellular dynamics.
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