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Abstract

:

The bacterial foraging optimization (BFO) algorithm successfully searches for an optimal path from start to finish in the presence of obstacles over a flat surface map. However, the algorithm suffers from getting stuck in the local minima whenever non-circular obstacles are encountered. The retrieval from the local minima is crucial, as otherwise, it can cause the failure of the whole task. This research proposes an improved version of BFO called robust bacterial foraging (RBF), which can effectively avoid obstacles, both of circular and non-circular shape, without falling into the local minima. The virtual obstacles are generated in the local minima, causing the robot to retract and regenerate a safe path. The proposed method is easily extendable to multiple robots that can coordinate with each other. The information related to the virtual obstacles is shared with the whole swarm, so that they can escape the same local minima to save time and energy. To test the effectiveness of the proposed algorithm, a comparison is made against the existing BFO algorithm. Through the results, it was witnessed that the proposed approach successfully recovered from the local minima, whereas the BFO got stuck.
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1. Introduction


The advancements in the field of robotics have a long history that dates back to the 1960s, when the first industrial robot was developed. Since then, many types of robots, such as humanoid robots, unmanned aerial vehicles (UAVs), unmanned water vehicles (UWVs), bio-inspired robots, sci-fi robots, and unmanned ground vehicles (UGVs) more commonly known as mobile robots, found their applications in various fields [1,2,3,4]. One of the key areas where robots are extensively used is exploration and monitoring. For the purpose, mobile robots are mainly utilized due to their affordability and maneuverability. Realistically, all mobile robots are supposed to maneuver in their surroundings in the presence of obstacles. Therefore, path planning (PP) is considered the most critical task that defines the success or failure of the whole process.



Robots are usually equipped with multiple input sensors and decision-making control systems in order to traverse through a trajectory, which can be foreknown or determined online. It is desired that robots be capable enough to avoid complex obstacles while online or offline. The degree of severity is multiplied many times for unknown cluttered environments [5,6]. The environment is perceived through different sensors, such as ultrasonic sensors, laser range finders, and cameras. To avoid the obstacles, the most common approach is to control the heading angle of the mobile robot in order to steer away. There are many algorithms that help robots to perform such actions; some are preferred over others based upon their performances. In the field of PP, some researchers have focused on the development of intelligent mobility strategies that enable mobile robots to explore both static and dynamic environments independently [7]. There can exist multiple paths that lead to the target. The selection of an optimal path is usually dependent upon the satisfaction of some constraints or rules, such as shortest distance, least energy consumption, and minimum time. Among these, the cost function based upon displacement is considered the most important due to its effectiveness in almost all situations [8]. Therefore, the overall optimization problem can be posed as the determination of the path that ensures the shortest distance from the start to the end point.



Rapidly-exploring random trees, probabilistic roadmaps [9], genetic algorithms [10,11,12], neural networks, simulated annealing [13], particle swarm optimization [14,15], ant colony optimization [16], and bacterial foraging optimization [17,18] to name a few, belong to the wide class of heuristic and meta-heuristic algorithms [19]. These methods have their own advantages and disadvantages. For over a decade, mathematical programming, cell decomposition, roadmap, and the artificial potential field (APF) have been considered as handy tools to perform motion planning. APF is still considered as one of the most common and reliable planning techniques [20]; however, it provides only one trajectory that may not be optimal necessarily. APF received much attention after the work of Khatib et al., who worked upon obstacle avoidance in an effective manner [21]. It has also been shown in [22] that potential fields can be utilized for controlling robot swarm formation, collision prevention, and swarm motion. The artificial field generated around the mobile robot comprises two main forces: the attractive potential field force that attracts the robot to the goal point, and the repulsive potential field force that repels the robot away from any obstacle’s field. The total potential field of APF is generated when both forces are combined (attractive + repulsive) [23]. APF is considered an effective navigation approach, but it suffers from a local minima problem. When the amounts of attractive and repulsive forces acting on robot become equal, its movement is ceased unless some external effect is applied. Recently, [24] proposed an improved version of APF, where they employed the concept of reward and penalty as in reinforcement learning (RL). More precisely, an additional force is introduced that helps the robot to avoid the local minimum.



From a wide class of PP algorithms, BFO, proposed by [25], is relatively new and has a lot of potential as it can find an optimal path quite effectively. Using this path, a robot can prevent obstacles in the workspace, hence ensuring maximum safety. BFO is a simple and effective bio-inspired method of optimization that has solved many issues of engineering and mobile robotics, including problems related to PP [26]; however, the solution is not always guaranteed. Ideally, BFO can encounter only single local minima, located at the desired configuration. In practice though, it can run into situations where the attractive and repulsive forces can produce local minima at unknown locations. The robot cannot estimate local minima in an unobserved environment. In other words, the simple control strategy based upon gradient may or may not converge to the goal. The local minima correspond to the local valleys, where the robot can get stuck. Avoidance of a local minimum in BFO has also been explored by some researchers; e.g., the authors in [27] claimed that the considered potential functions do not require gradient computation, and thereby do not suffer from local minima. An enhanced BFO proposed by [28] demonstrated that the mobile robot successfully avoids both static and dynamic obstacles. In a similar work [17], some authors explored the inherent characteristics of BFO in order to suggest an improved version of the basic BFO. However, most of these solutions only considered circular obstacles in order to support their claim. There is a strong chance that these approaches may not be able to avoid the local minima whenever non-circular obstacles are encountered.



The main impetus of this work was to devise a PP strategy that has the ability to avoid being trapped in local minima whenever non-circular shaped obstacles are encountered in an unknown environment. For that purpose, a virtual obstacle is introduced to assist the robot in escaping a local minimum. The number of virtual obstacles is dependent upon the size of the obstacle. The proposed robust bacterial foraging (RBF) algorithm, can be thought of as an extension to the work of [17,18]. Most existing works consider only the circular obstacles; therefore, the escape from local minima is not guaranteed against non-circular shaped obstacles. The proposed approach is quite reliable and is less complex; hence, it can be used for real-time PP. Additionally, the given approach can be extended to a swarm of robots, where the virtual obstacles’ information is exchanged among them in order to reduce time and error. The major contributions of this paper are three-fold:




	
A unique idea of virtual obstacles is introduced that effectively helps the robots to recover from the local minima;



	
The information about the virtual obstacles is shared among the whole swarm and can be utilized to pre-plan the route without conflicting with the same local minima;



	
The proposed strategy is not computationally intensive; therefore, it can be easily utilized in real-time applications.








The remainder of the paper is organized as follows. Section 2 covers the basic knowledge about APF and BFO in order to better understand the proposed approach. The generation of an optimal path using the proposed algorithm is discussed in Section 3. Simulation results are displayed in Section 4 to validate the proposed approach, and brief concluding remarks and potential future topics are given in the last section.




2. Preliminaries


This section is devoted to a brief review about the artificial potential field and bacterial foraging optimization that form the basis for the proposed work.



2.1. Artificial Potential Field (APF)


The artificial potential field has established itself as one of the most desirable approaches due to its being easy to understanding [29]. The robot is identified as an object that is driven by the field of forces. An attractive force generated by the target attracts the robot and it is repelled by the repulsive force generated by the obstacles. This two-force combination is devoted to the control of robot’s movement in a safer environment while avoiding obstacles.



2.1.1. Attractive Potential


The attractive potential field is generated for driving the robot to the target location. The general idea is to increase the attractive    U  a t t    ( q )    field as the robot moves away from the goal. Among many mathematical functions, the quadratic potential, Equation (1), is used for this study:


   U  a t t    ( q )  =  1 2   K  a t t      q g  − q  2   



(1)




where    K  a t t   > 0   is used to control the scaling;    q g  =    x g  ,  y g   T    is the location of the goal;   q =   x , y  T    is the location of the robot; and    q g  − q   is the Euclidean distance between the robot and the goal. The force exerted by the goal is defined as the negative gradient of the attractive potential function [21].


   F  a t t    ( q )  = − ∇  U  a t t    ( q )  = −   ∂  U  a t t    ( q )    ∂ q   = −  K  a t t    ( q −  q g  )   



(2)




   F  a t t    ( q )    has two components: along the x-axis and the y-axis.




2.1.2. Repulsive Potential


The repelling force generated by the obstacles is used to maintain a safe distance between the robot and the obstacles; however, if the robot stays outside the safe region defined around the obstacles, its motion remains unaffected. The repulsive potential field for each   i t h   obstacle has the following relation:


   U  r e  p i     ( q )  = {      1 2   K  r e p      1   d i   ( q )    −  1  d o    2  ,  if   d i   ( q )  ≤  d o        0 ,  otherwise      



(3)




where    K  r e p   > 0   is used for scaling,   d o   is the range to define the obstacle’s influence, and    d i   ( q )    is the distance from the robot to the closest point in each individual obstacle. The repulsive force is the negative gradient of the repulsive potential function [21]:


   F  r e  p i     ( q )  = − ∇  U  r e  p i     ( q )   



(4)






   F  r e  p i     ( q )  = {      K  r e p     1   d i   ( q )    −  1  d o      1   d i 2   ( q )     ∇  d i   ( q )  ,  if   d i   ( q )  ≤  d o        0 ,  otherwise      



(5)




where


  ∇  d i   ( q )  =   q −  q c    q −  q c     








   q c  =    x c  ,  y c   T    is the position of the closest point in the   i t h   obstacle. Similarly to    F  a t t    ( q )   ,    F  r e p    ( q )    also has two components: along the x-axis and the y-axis. If the environment contains n obstacles, then the total repulsive potential field is:


   U  r e p    ( q )  =  ∑  i = 1  n   U  r e  p i     ( q )   



(6)








2.1.3. Total Potential


Once the attractive and the repulsive potential functions are obtained, the total potential function can be determined by summing both forces:


  U  ( q )  =  U  a t t    ( q )  +  ∑  i = 1  n   U  r e  p i     ( q )   



(7)







Thus, the resultant potential force is:


  F  ( q )  = − ∇ U  ( q )  =  F  a t t    ( q )  +  ∑  i = 1  n   F  r e  p i     ( q )   



(8)









2.2. Bacteria and Bacterial Foraging Optimization


The human brain is difficult to understand and it is very hard to build a machine of this complexity. For this reason, researchers have turned their efforts towards easy organisms and micro-organisms, such as bacteria, which are very delicate organisms each consisting of only one cell, usually several micrometers in length. For handling, locating, and ingesting food, a bacterium’s foraging strategies are quite simple, yet effective. The basic foraging mechanism of Escherichia coli provides the basis for the whole process. Some bacteria have high chances of reproducing due to their strong foraging strategy, whereas those with weaker strategies may end up eliminated. Those that survive must struggle for the maximization of the energy obtained per unit time. This whole problem is formulated as an optimization problem that determines the optimal foraging decisions. Sometimes these decisions are associated with the maximization of long-term energy subject to some constraints, such as absence of complete information (e.g., limited sensing capability) and the risks involved. Such optimization approaches strive for the construction of an optimal controller (policy) for making foraging decisions. The same knowledge of optimal foraging formulation is then extended to the field of robotics.



Assumption 1.

The differential drive robot considered is from the broad class of wheeled mobile robots (WMRs). It is assumed that the moving frame is associated with the robot to update its position and heading angle in a 2-D plane, whose information is available throughout.





Assumption 2.

In this study, it is considered that the sensing capability of the robot is limited; therefore, it can only sense the obstacles or other robots when it reaches their vicinity.







3. Implementation Details


In this research, BFO is exploited to seek an efficient solution for mobile robots. The rationale behind the selection of bacterial foraging is its robustness against the area of the workspace and nonlinearity, and it can handle more objective functions when compared to other evolutionary algorithms.



3.1. The Robot’s Trajectory Process


With the bacterial foraging algorithm, the process is initialized by generating   N s   random particles (bacterium) around the robot within a circle of radius R. This defines the step size of the movement in the trajectory as:


   θ i   ( t + d t )  =  θ i   ( t )  + R    Δ ( t )   Δ ( t )     



(9)




where   Δ ( t )   is a random vector of a unit length to determine the direction of each particle, and   Δ ( t )   defines the magnitude of the vector. Each bacterial group that is around the robot keeps searching for the optimal way to the target, and it can change direction at any time. The robot updates its position to that of one of these bacteria based on the selection of the best. This process continues until every obstacle is avoided and the goal is reached. The determination of the strongest bacterium is based upon two considerations. At every step, the distance between each bacterium, and the distance between the current position of the robot and the nearest obstacle, are calculated. The application of these two variables results in an attractive-repellent pattern, which guides the robot to the target point (global minimum).



During the movement of the robot, the cost function   J o   is zero when no obstacle is encountered. Otherwise, it will assume the repulsive Gaussian cost function for an obstacle:


   J o  = {      H o  e x  p  −  W o     θ i   ( t )  −  q o   ( t )   2    ,  if    q o   ( t )  − q  ≤ β       0 ,  otherwise      



(10)




  H o   and   W o   are constants that refer to the repellent’s height and width, respectively. With sensors placed at the front of the robot, it can detect any obstacle’s location,    q o   ( t )   . The value of the   J o   always remains zero until the robot senses the obstacle in its range, whereas the range of the sensor can be adjusted by  β . The Gaussian cost function of the goal point can be represented as:


   J g  = −  H g  e x  p  −  W g     θ i   ( t )  −  q g   ( t )   2     



(11)




  H g   and   W g   refer to the goal’s height and width. The direct distance between the goal and the   i t h   bacterium can be calculated by the Euclidean distance,    θ i   ( t )  −  q g   ( t )   . Obstacle avoidance and goal search are the two most important concerns during mobile robots’ PP. For the purpose, a combined cost function is defined as:


  J =  J o  +  J g   



(12)







The above equation is used to find the total cost of each bacterium. Based upon their cost values, all particles are sorted from highly desirable to undesirable. Then, the robot’s current location,   q ( t )  , is updated according to the highly desirable   i t h   bacterium that ensures the minimum possible cost. These steps will guide the robot to the target while avoiding the obstacles. The strategy is based on the distance error, which can be written as follows:


   e  d  i  =  d i   ( t + d t )  −  d i   ( t )   



(13)




where    d i   ( t )    and    d i   ( t + d t )    are the Euclidean distances from the   i t h   bacterium’s position   θ i   to the goal   q g   at times t and   t + d t  , respectively. Equation (14) is the cost function error used for sorting all bacteria in an ascending order. The particle with the lowest distance error will be at the top of the priority list.


   e  J  i   ( t )  = J  (  θ i   ( t + d t )  )  − J  (  θ i   ( t )  )   



(14)







The robot keeps on saving the trajectory in its memory; this information is later used for avoiding the local minima and rerouting.




3.2. Different Shapes of Obstacles


The bacterial foraging optimization algorithm does not always guarantee success when different types of obstacles are encountered. Unfortunately, with some types of obstacles, the robot can get stuck in the local minima which can cause failure of this algorithm. There are many types of obstacles a robot can face on its path which need to be avoided. Practically, it is difficult to know beforehand whether the robot will be stuck in a local minimum or not. The main focus of this study is to develop an improved version of the bacterial foraging algorithm to bypass multiple types of obstacles without falling into a local minimum.




3.3. Robust Bacterial Foraging (RBF) Algorithm


With RBF, the robot takes one step at a time and records these steps in a temporary memory. The target location always attempts to attract the robot, whereas the obstacle always tries to push the robot away. If a robot is stuck in a local minimum, it will stop for a while and save its current position   p  v o    and the number of iterations j in the memory. At this position, a virtual obstacle is generated whose information is conveyed to the swarm. Using this information, other robots can continue smooth travel without falling into local minima. The distance between the robot’s current location—the same as the position of the virtual obstacle—and each point in its trajectory is then calculated. Thereafter, the robot chooses a point from an available set that has a specific distance (constant distance) and moves back to it with the help of an additional repulsive function. Once the robot returns to a certain point from its path, it again starts traveling towards the target, along which it might encounter another obstacle in the surroundings.



The start and the target locations for the mobile robot are assumed as   (  q s  ,  q g  )  , where   d  m i n    is defined as the radius of the field used to determine the location of the goal. The population of bacteria around the robot in each step is represented by   N s  , where   l p   represents the iteration that helps the mobile robot to save its trajectory. When the robot falls in a local minimum, it chooses one of the points in its trajectory that has a specific distance,   d i s  , and moves back to it. The location of the robot is represented by q. The number of virtual obstacles that the robot creates when it falls into a local minimum is denoted by   l o   (Algorithm 1).





	Algorithm 1 Pseudocode of the robust bacterial foraging (RBF) algorithm.



	Input:    q s  ,  q g  ,  d  m i n   ,  N s  , d i s  

Procedure:

Initialize robot position,   q ←   q s  ;  

   l o  ← 1 ;   l p  ← 0 ;  i ← 0 ;  j ← 0 ;  

  d ←  q −  q g   ;  

while   d ≥  d  m i n    

       l p  ←  l p  + 1 ;  

    while  i ≤  N s   

       generate random bacterium   N s   around q in radius   R ;  

       use Equation (9) to calculate the next point;

       use Equations (10)–(12) to calculate   J o  ,   J g  , and   J ;  

       compute error using Equations (13) and (14);

         i ← i + 1 ;  

    endwhile

      i ← 0 ;  

    sort cost function error in Equation (14);

    select best bacterium;

      q ← b e s t p o i n t ;  

    save the trajectory,   T (  l p  ) ← q ;  

    if robot falls in local minima then

          p  v o   ← q ;  

         j ←  l p  ;  

       while    q − T ( j )  ≤  d i s   

             j ← j − 1 ;  

       endwhile

         v i r o b s t a l e  (  l o  )  ←  p  v o   ;  

          l o  ←  l o  + 1 ;  

       use additional cost function in Equation (15) to reach a specific trajectory

       point,   q ← T ( j ) ;  

    endif

    update   d ;  

endwhile

Output: Location of the virtual obstacles and trajectory of the robot.







3.4. Local Minima Criterion


The actual trajectory of the robot is stored in T and it keeps on updating itself according to the robot’s current location   q  t   . It is assumed that the robot is being trapped in the local minimum if no movement is sensed for a defined time, i.e.,    ∑ k   q ( t ) − q ( t + k d t )  < S  .   d t   is the time step, k is used to define the number of observations, and S is chosen as a minimum distance that the robot covers in one time step. Once it is confirmed that a local minimum has been encountered, then a virtual obstacle is generated at the same location. From the stored trajectory, a point is chosen based upon   d i s  . An additional repulsive Gaussian cost function is created for the virtual obstacle:


   J  a d d   =  H  a d d   e x  p  −  W  a d d     q ( t ) − T ( j )  2     



(15)




where   H  a d d    and   W  a d d    are used to define the height and width of the virtual obstacle. This cost function is only effective when the robot falls into a local minimum; moreover, its effect keeps on decreasing as it approaches the desired point on the trajectory. In order to generate a cumulative effect,   J  a d d    is added to the cost functions in Equation (12). The flow chart of the entire process is depicted in Figure 1.





4. Results and Discussion


In order to validate the proposed approach, two different scenarios with different environments were simulated using MATLAB 2020a. A differential drive robot was used for the simulation, whose kinematic parameters were adapted from [30]. Three ultrasonic sensors, used for determining the obstacles, were affixed to the front of the mobile robot. In this study, based on assumption 2, the range of the sensor was limited and defined as 13 cm. The results were obtained for a mobile robot performing navigation in a cluttered environment with different types of obstacles in a 2-D workspace.



4.1. Scenario 1: Cases without Local Minima Problem


In this scenario, the robot faces circular obstacles in three different configurations. The purpose is to approach the target without hitting the obstacles.



4.1.1. Case 1: Static and Moving Obstacle


The target is defined at (−20, 90) and the robot starts to travel from (50, −90), as shown in Figure 2. The robot continues its travel on a pre-determined path till it senses the presence of an obstacle on its path. The task is to approach the target location without any collisions. In Figure 2, the robot successfully reaches the target by rerouting in order to avoid a circular static obstacle. It is worth mentioning that the location of the obstacle was not known. The repulsive Gaussian cost function forces the robot to pick the farthest bacterium from the obstacle that lies at the boundary of the sensing range. Due to this constraint, the robot keeps on moving alongside the boundary till it re-approaches the defined path.



A dynamic obstacle is also considered, which moves on a horizontal plane at a constant speed of 5.217 cm/s. The situation is depicted in Figure 3, where the robot’s movement is registered at four different time instances. It can be observed easily that until the robot reaches the vicinity of the obstacle and senses its presence, its motion remains unaffected. The robot resumes its travel on the same course when the obstacle passes away and cannot be sensed any further. During this process, the RBF keeps on generating new particles around the robot to search for a better solution. The robot’s movement is confined due to the obstacle; therefore, generation of the new particles is limited to a very small region. The elapsed time required to reach the target is about 11.86 s. The total cost function in each step of the robot is the sum of   J o  ,   J g  , and   J  a d d    of all the particles around the robot. The next candidate particle is the one having the lowest cost function error. The repellent Gaussian cost function is maximal only if the robot is near the obstacle, and zero if it cannot sense the influence of the obstacle.




4.1.2. Case 2: Three Obstacles Intercepting the Path


In this case, three obstacles are placed close to each other in such a way that the robot cannot pass through. As shown in Figure 4, the robot successfully escaped all the obstacles and reached the goal. It was observed that the robot sensed the repellent zone around the obstacles and rerouted itself. This zone helps the robot to maintain its safe distance from the physical obstacles. If due to high speed the robot accidentally enters the safe zone, retraction is made until the safe distance is attained. The required convergence time for this case is 8.98 s. The repellent Gaussian cost function is highest near the obstacles. There is absolutely no repulsive effect on the robot if the distance between the robot and the obstacles is more than the defined threshold.




4.1.3. Case 3: An Obstacle on a Direct Path


In this case, the obstacle is intentionally placed in the robot’s trajectory toward the target. The robot is able to reroute itself as soon as it senses the presence of the obstacle. For a short while, it continues its journey on the boundary of the safe zone defined by the obstacle. As soon as it gets away from the repellent force of the obstacle, it redefines its course towards the goal point, as shown in Figure 5. Due to the generation of the random particles around the robot, its behavior is not fixed, and can change from trial to trial. We noticed that on some occasions, the robot bypassed the obstacle from the left side.



In other methods, such as potential field, the robot gets trapped in a local minimum because the existence of the attractive and the repulsive forces on the same line nullify each other’s effect. Consequently, the robot gets stuck and stays at one place indefinitely, yet the proposed algorithm effectively solves the problem by avoiding the local minima and causing the robot to reach the target.





4.2. Scenario 2: Cases with Local Minima Problem


The local minima problem usually emerges when the robot encounters multiple circular obstacles or non-circular obstacles. Four such cases are defined where robot(s) face circular and non-circular shaped obstacles.



4.2.1. Case 1: Two Circular-Shaped Obstacles Lying Close to Each Other


In this case, shown in Figure 6, the target is defined at (−20, 90), the obstacles are located at (10, 50) and (−10, 50), and the robot is initialized from (50, −90). The obstacles are positioned intentionally so that they can obstruct the robot’s trajectory. The robot cannot pass through the obstacles due to its physical limitation and the safe zone defined around the obstacles. The resultant field generated by the two obstacles prevents the robot from moving towards the target. The robot’s movement was observed for   k d t   time instances. If the distance traveled was shorter than the defined threshold, then the robot was regarded as trapped in a local minimum. A virtual obstacle was generated at this trap point, and with the help of the virtual obstacle’s cost function, the robot was repelled. The robot chose one of the points from the stored trajectory that had a specific distance from its current position and moved back to that point. Later, it resumed its journey towards the goal where the virtual obstacle was detected before the actual obstacle and it caused the robot to correct its heading in order to avoid obstacles and approach the target.




4.2.2. Case 2: L-Shaped Obstacle


A trickier type of obstacle is the L-shaped obstacle, which is usually used as a test case for PP algorithms. For this scenario (Figure 7), the target was defined at (−20, 90) and the robot was initialized at (50, −90). As expected, the robot fell into a local minimum; then it created a virtual obstacle, as shown in Figure 7. This obstacle is responsible for providing the robot with a certain push, so that it can reach a certain point on the stored trajectory. The robot fell into a local minimum three times; hence, the same number of virtual obstacles were generated. After recovering from a local minimum, it resumed its travel towards the target. It is noticed that the robot kept changing its direction every time it faced a virtual obstacle. The distance norm (Euclidean distance) between the target and the current position of the robot is plotted against time and shown in Figure 8. Upon the creation of each virtual obstacle, the robot retracts and readjusts itself; it causes the spikes in the distance norm plot. It is noticeable that there is no bound on the number of virtual obstacles; therefore, RBF can keep on generating the virtual obstacles every time the robot is trapped. However, if the robot is surrounded by virtual obstacles, then it is regarded as an irrecoverable state.




4.2.3. Case 3: U-Shaped Obstacle


The proposed algorithm was evaluated for the U-shaped obstacles—probably the trickiest regular-shaped obstacles. On the course to the target, the robot fell into a local minimum nine times, as shown in Figure 9. It is noticed that the virtual obstacles created by the robot were arranged in a regular shape, and the distances among virtual obstacles were uniformly divided. The robot overcame the non-circular obstacles by creating virtual obstacles, so that it could move sufficiently enough from the original obstacle. Once an open path was available, the robot corrected its heading in order to approach the target. After minor adjustments in its heading, the robot was able to reach the target in a successful manner.




4.2.4. Case 4: Virtual Obstacles’ Information Exchange among the Robots


The methodology of the proposed algorithm can be easily extended to a swarm of robots. In this case, four robots are initialized from different locations facing differently shaped obstacles, shown in Figure 10. When one of the robots falls in a local minimum, it creates a virtual obstacle and shares this information with other robots to prevent them from falling into the same local minimum. For instance, the information about the virtual obstacles defined by robot   R 4   is conveyed to the whole swarm.   R 3   uses this information to avoid being trapped in the same local minimum and reroutes itself in a timely manner. Hence, it is unnecessary to scan one obstacle more than once.



The performance of the proposed algorithm is compared against the work of [17]. It is illustrated in Figure 11 that three robots failed to reach the target and fell into local minima, from where they could not recover. The robots   R 2  ,   R 3  , and   R 4   got trapped in the local minima of the wall-shaped obstacles, while   R 1   successfully overcame the circular obstacle; that is a relatively easier type of obstacle. This proved that the proposed algorithm, based upon its robust performance, has been able to outperform its predecessor algorithm.






5. Conclusions and Future Work


The prime objective of this work was to approach the target in an effective manner while avoiding differently shaped obstacles. The proposed algorithm, robust bacterial foraging (RBF), was developed to be more effective and reliable as compared to the existing work. The BFO algorithm is considered effective only against circular obstacles. Therefore, this work can be considered as an extension to the existing BFO, as it enhances the range to differently shaped obstacles in order to extend the capability. The algorithm uses the input data from multiple ultrasonic sensors installed on the front of the robot to identify the environment, the locations of the obstacles, and the bearing of the target position. The decision scheme permits the robot to choose its next position from a number of bacteria around it. The information about the explored obstacles is distributed to the whole swarm, which in turn uses this information to pre-plan its trajectory to reduce time and error. Through the results, it can be claimed that the proposed algorithm proved its efficiency and high performance in many scenarios with unknown environments.



Though the proposed approach has been able to perform well in most cases, there are still two scenarios considered topics of future interest, wherein the algorithm requires additional testing:




	
When the starting point is near a local minimum or over a local minimum, the robot becomes unable to return to a specific distance placed in its memory; hence, it stops moving;



	
When the robot encounters a closed-form obstacle, it keeps on generating virtual obstacles in order to avoid the actual obstacle. Doing so fills the space with virtual obstacles, disrupting the forward motion.
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Figure 1. Flowchart of the proposed RBF algorithm. 
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Figure 2. Trajectory of the robot when a static obstacle is encountered. 
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Figure 3. Trajectory of the robot when a moving obstacle is encountered. 
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Figure 4. Trajectory of the robot when three obstacles are encountered. 
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Figure 5. Trajectory of the robot when the obstacle lies straight ahead. 
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Figure 6. Behavior of the robot when local minima is encountered due to the close obstacles. 
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Figure 7. Behavior of the robot when L-shaped obstacle is encountered. 
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Figure 8. Distance norm calculated between the robot’s position and target. 
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Figure 9. Behavior of the robot when U-shaped obstacle is encountered. 
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Figure 10. A swarm of robots facing individual obstacles of different shapes. 
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Figure 11. A swarm of robots facing individual obstacles [17]. 
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