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Abstract: Air conditioners enable a comfortable environment for people in a variety of scenarios.
However, in the case of a room with multiple people, the specific comfort for a particular person
is highly dependent on their clothes, metabolism, preference, and so on, and the ideal conditions
for each person in a room can conflict with each other. An ideal way to resolve these kinds of
conflicts is an intelligent air conditioning system that can independently control air temperature
and flow at different areas in a room and then produce thermal comfort for multiple users,
which we define as the personal preference of air flow and temperature. In this paper, we propose
Personal Atmosphere, a machine learning based method to obtain parameters of air conditioners
which generate non-uniform distributions of air temperature and flow in a room. In this method,
two dimensional air-temperature and -flow distributions in a room are used as input to a machine
learning model. These inputs can be considered a summary of each user’s preference. Then the
model outputs a parameter set for air conditioners in a given room. We utilized ResNet-50 as the
model and generated a data set of air temperature and flow distributions using computational fluid
dynamics (CFD) software. We then conducted evaluations with two rooms that have two and four
air conditioners under the ceiling. We then confirmed that the estimated parameters of the air
conditioners can generate air temperature and flow distributions close to those required in simulation.
We also evaluated the performance of a ResNet-50 with fine tuning. This result shows that its learning
time is significantly decreased, but performance is also decreased.

Keywords: thermal comfort for multiple users; inverse estimation; machine learning

1. Introduction

Air conditioner is an important piece of equipment that makes a comfortable indoor environment
and it controls output including air-temperature, -flow, -direction, and so on. In the case of a room
with a person, the air conditioner’s control parameters are decided by the person’s comfort. However,
in a case of multiple people, comfortable air condition may differ between people. This is because the
most of the air conditioners try to make a uniform air condition in the entire room.

According to Mora and Bean [1], “Thermal comfort is defined as “that condition of mind that
expresses satisfaction with the thermal environment and is assessed by subjective evaluation” [2].
The assessment of thermal comfort involves three dimensions: physical, physiological and
psychological”. Thus, there can be multiple thermal comfort assessments in a room with different
people. Many studies in the field that look at thermal comfort [3,4] show the variety of individual
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thermal comforts. For example, both of people waiting warmer and waiting cooler are observed in
a condition [3]. To provide thermal comfort to multiple people in a room, ideally an air conditioner
should make non-uniform air-temperature and -flow distributions the room that satisfy thermal
comfort for multiple users. However, to set the best control parameters that provide the best
air-temperature and -flow distributions is an unrealistic task for manual operation because these
distributions are invisible, and the relationships between control parameters of air the conditioners
and these distributions are hard for a person to estimate. We therefore propose a method to estimate a
set of air conditioner parameters for generating non-uniform air-temperature and -flow distributions,
which should satisfy a summary of thermal comfort for multiple users.

A typical way to obtain air-temperature and -flow for a whole room is a simulation by
computational fluid dynamics (CFD). To obtain a target air-temperature and -flow distribution by
CFD, it is necessary to prepare a room shape model, air conditioner model, and other information
that affects airflow and temperature. Then we need to iterate through a simulation by CFD and
update control parameters until the simulation result is adequately close to the target condition.
This approach is unsuitable for controlling air conditioners due to computationally expensive
CFD iteration. We therefore propose a machine learning based approach that estimates control
parameters directly.

2. Related Work

In parametric CFD analysis, generally various CFD parameters including shape, condition, flow,
and so on are varied to understand the behaviour of a target. For example, Misra et al. conducted 3-D
transient CFD analysis of an Earth Air Tunnel Heat Exchanger [5]. Morover, Hill et al. summarized a
number of CFD studies focused on the aerodynamics of gear windage losses [6]. This kind of approach
will be able to estimate air conditioner parameters, which can provide better air-temperature and -flow
distributions in a room. However, iterative CFD simulation needs a long time for calculation time and
is unsuitable for conditioning air because producing a comfortable room as soon as possible generally
requires quick parameter estimation.

Whereas a parametric CFD analysis is basically an approach of forward analysis which estimate a
air state from lots of parameters, an inverse analysis approach estimates parameters from an objective
including an optimization of air condition. Inverse analysis based on adjoint sensitivity analysis
is a typical approach to optimize an objective under the effect of airflow. A typical application of
that is aerodynamic shape optimization [7]. This kind of approach is applicable to optimizing the
parameters of air conditioners. Moreover, Liu and Zhai [8,9] utilized inverse CFD and some sensors
placed in a room to detect contaminant source. Although inverse analysis approach can obtain a
local optimum parameters, it is basically faster than an approach with iteration of forward analysis.
However, computational speed of inverse analysis is not enough for air conditioning in actual use.

There are some methods to reduce computational costs in inverse fluid dynamics, including a
method utilizing Fast Fluid Dynamics [10], Genetic Algorithm [11] and so on. A machine learning based
approach is effective for accelerating non-linear numerical calculation. Regarding forward simulation
of CFD, there are some methods for accelerating simulation using machine learning [12-15]. Regarding
inverse analysis of CFD, an approach based on machine learning is applicable. Singh et al. [16]
demonstrated machine learning approaches to inverse modeling. One of the advantages of machine
learning approaches is fast calculation in the inference phase, and machine learning is also suitable for
air conditioning during actual use. We therefore apply machine learning approach to an inverse
estimation of air conditioner parameters that generate non-uniform air-temperature and -flow
distribution for satisfying thermal comfort for multiple users.

3. Methodology

The overall flow of our method is a typical supervised learning flow. Namely, we generate
a training data set using CFD simulation with various parameters and then train a model as a
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mapping function from the condition of the air in a room to the parameters that generate the
corresponding condition.

The key issue in this approach is input data. The target environment in the simulation is 3D,
which is generally quantized by elements such as voxels or meshes, and each element has some
parameters including temperature, airflow volume, airflow direction and so on. Thus, the entire
parameterized 3D space that is a result of CFD simulation has extremely high dimensional information.
We therefore introduce a compression of the 3D parameterized air condition in a room into a 2D
multi-channel image.

The input data format we designed is a two channel image that shows a 2D room map, and each
channel contains the distribution of temperature and airflow volume. We assume the distributions
are at a 1 m height from the floor as a representative distribution in the room because the aim of our
method is users’ thermal comfort and we considered the temperature at the height of user’s head as the
most effective for thermal comfort. For the purposes of this paper, we defined 1 m as the representative
height by considering the head height of a seated user. Moreover we ignore the direction of airflow
because the definitions of thermal comfort according to ANSI/ASHRAE Standard 55 [2] considers
Operative temperature, Air speed, Relative humidity, Metabolic rate, and Clothing level but it does
not consider the direction of airflow. For example, the comfort zone is defined by following equations

tmin,lcl = [(Icl - 0'5Clo)tmin,1.0clo + (1~OCZO - Icl)tmin,0.5clo] /O.SCZO, (1)

tmax,lcl = [(Icl - O-SCZO)tmax,l.Oclo + (LOCZO - Icl>tmax,0.5clo] /O'SCZO/ (2)

where t,,;,, 1. is lower operative temperature t, limit for closing insulation 1, t,,; 1.1 is upper operative
temperature t, limit for closing insulation I ;, I; is termal insulation of the clothing i question, and “clo
is a unit used to express the thermal insulation provided by garments and clothing ensembles. Average
air speed V, greater than 0.2 m/s increase the lower and upper operative temperature ¢, limit for the

”

comfort zone.
To apply the air temperature T and flow volume F to an image, we normalize them by
following equations,

T —T,;
Th — min , 3
N Tmux - Tmin ( )
F
Fy = . 4
N=F— 4

Figure 1 shows the examples of input image which represents airflow and temperature distributions.
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Figure 1. Examples of input images.
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We employed ResNet-50 [17] as a model for inferring air conditioners’ control parameters.
We then add full connection layer for the regression and classification of air conditioners’ parameters.
Figure 2 shows the overall pipeline of our method.

|| Input | CNN*J 1 Output
Air-flow and -temperature
distributions in a room. ResNet-50

Air conditioners’
control parameters
(Flow volume,
temperature, direction)

* Convolutional Neural Network

Figure 2. Overall pipeline of our method.
4. Experiments by Simulations

4.1. Data Set Generation

We utilized FlowDesigner (Advanced Knowledge Laboratory, Inc.), which consists of Finite
Volume Method and Semi-Implicit Method for Pressure Linked Equations-Consistent algorithm,
for generating data set. We evaluated our method with two room models shown in Figures 3 and 4,
where green square is air conditioner under the ceiling, blue surface is the sampling plane for input
image, and gray cuboids are wall and table. Figure 5 shows an example of the air conditioner we
assumed, which has four air supplies on the rim with a wing for controlling air direction and an
air-intake at the center. Table 1 shows the parameters of an air conditioner in this simulation.

Figure 3. Small room with two air conditioners under the ceiling.
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Table 1. Control parameters for the air conditioner in simulation.

Parameter Name Range
Temperature °C 13-40
Airflow volume m3/min 0-10

Azimuth direction deg (—45, —90, —135), (45, 0, —45),
(—135, 180, —135), (45, 90, 135)
Elevation direction deg —30, —60, —90

Figure 4. Large room with four air conditioners under the ceiling.

N -

Figure 5. Example of the air conditioner under the ceiling.

4.2. Evaluation with a Small Room

We conducted the evaluation with the small room shown in Figure 3 which has two air
conditioners under the ceiling. We used a ResNet-50 model pretrained with the ImageNet and
ResNet-50 models without pretraining. Both models are trained with 300 epochs with an Adam
optimizer and mean squared error (MSE) Loss. We employed the ResNet in Keras with the default
setting and do not conducted parameter tuning for the training. We generate 10,000 images for
the training

As validation, we inferred the air conditioners’ control parameters using 100 sets of temperature
and flow volume distribution images which were not used in the training. We then regenerated the
images of temperature and airflow volume distributions from the inferred parameters. Figure 6 shows
two examples of input images, regenerated images, and difference images from a corresponding input
image. The mean absolute error (MAE) of the regenerated image are shown in Table 2.
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As shown in Table 2, the MAEs of temperature from the model with and without pretraining
were 1.5 and 1.0, respectively. the MAEs of airflow volume are 0.09 and 0.1 m3/min, respectively.
The processing time for 100 sets of images was 36.54 s, where the specifications of the computer for
this processing are Ubuntu 16.04, Intel(R) Xeon(R) E5-2640 v4 2.40 GHz, 256GB DDR4, and NVIDIA
GeForce GTX 1080 Ti. We believe the processing speed is enough to manage actual air conditioning in
real time.

We conducted Welch T-test to confirm significant differences between the model with pretraining
and without pretraining. The result of the Weltch T-test with a significance level 0.05 is shown in
Table 3. Along with these results, there was no significant difference in the airflow volume but there is
significant difference in the temperature. Figure 7 shows the variations of the loss with pretraining
and without pretraining. The pretrained model decreases the loss earlier than the model without
pretraining. Thus, the pratraining has an advantage to reduce training time but its performance is
lower than the model without pretraining. From these results, we can conclude that the Non-pretrained
model can produce better thermal environment if the computational resources for training model and
data generation are available.

Input image Output by pretrained model Output by non-pretrained model
Regenerated image Difference image Regenerated image Difference image
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Figure 6. Examples of input, regenerated air-conditions and the difference in a small room.

Table 2. MAE of regenerated temperature and airflow volume in a small room.

Model MAE Std. dew.
Temperature Pretrained ResNet-50 1.606 1.085
°C Non-pretrained ResNet-50  1.078 0.627
Flow Vol. Pretrained ResNet-50 0.0956 0.0287
m3/min Non-pretrained ResNet-50  0.0992 0.0328

Table 3. Test between pretraind model and non-pretrained model.

t-val p-val
Temperature 4.18933 0.00004
Airflow volume —0.81265 0.41740
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Figure 7. Variation of the loss with pretraining and without pretraining.
4.3. Evaluation with a Large Room

We conducted an evaluation with a large room shown in Figure 4 which has four air conditioners
under the ceiling. In the same way as the evaluation with small room, we used ResNet-50 with
pretraining with ImageNet. We trained the model for 600 epoch, and the other training parameters
were the same as the evaluation with the small room. We conducted 5100 simulations for generating
the training dataset.

We validated the performance of the trained models with 90 sets of images of temperature and
airflow distributions in the room. The examples of input images, regenerated images, and difference
images are shown in Figure 8. We also conducted a comparison between two room sizes as shown
in Table 4. Moreover, the result of a Welch T-test between the two sizes of the room are shown in
Table 5. Along with this test, there was no significant difference in the temperature but there was a
significant difference in the airflow. As shown in the Table 4, the MAEs of temperature and airflow are
1.5 °C and 0.1 m®/min, respectively. The results indicate that there is less of an effect of room size on
the performance of air distribution control by our method. Although, the number of training epochs
should be increased along with the room size.

Table 4. Comparison between small and large rooms.

Room Size MAE Std. Dev.

Temperature Large 1.45 0.820
°C Small 1.56 0.987
Flow Vol. Large 0.104 0.0218
m3/min Small 0.0962 0.0284

Table 5. Test between small and large room.

t-val p-val

Temperature —0.86910  0.38600
Airflow volume  2.01258 0.04481
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Figure 8. Examples of input, regenerated air-condition and difference in a large room.
5. Conclusions

In this study, we proposed a machine learning based method for controlling multiple
air-conditioners in a room to generate the non-uniform air-temperature and -flow distributions that
can satisfy the thermal comfort of multiple users. We utilized CFD simulation for generating a training
data set, which includes the air condition in the room and the corresponding control parameters of air
conditioners in the room. The generated air condition in a room that has air temperature and airflow at
each element is compressed to 2D image of air temperature and airflow volume as an input for training.
As an implementation, we utilized ResNet-50 as a machine learning model and the performance of
our method are 1.5 °C and 0.1 m®/min MAE in a room. We also compared pretrained ResNet-50 and
ResNet-50 without pretraining. The future works for this method includes refinement of the model by
employing some advanced machine learning techniques.
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The following abbreviations are used in this manuscript:

CFD  Computational Fluid Dynamics
MAE Mean Absolute Error
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