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Abstract: In order to perform the standard Intravenous (IV) catheterization, subcutaneous veins
must be localized. It is a difficult task, especially in the cases when veins are hard to localize.
The factors which affect the veins localization process are the physiological characteristics of patients,
mainly darker skin tone, scars, hair, dehydration and low blood pressure. With the help of Near
Infrared imaging, subcutaneous veins can be envisioned. This is due to the higher absorption of NIR
light energy by Hemoglobin (Hb) found in the veins. Besides a superficial view, the veins depth
information is also important in order to avoid their rupture by piercing through the walls during
IV catheterization process. Diffused reflectance, measured with a camera sensor, can be used for
the depth estimation of blood vessels. In this paper, a method to measure the depth of veins using
diffused reflectance parameter, is presented. The well-known Monte Carlo model of light propagation
in human tissues is used for the mathematical representation. A four-layered skin model is presented
with varying vessel depths to describe the diffused reflectance of light while propagating inside skin
tissues. The results are validated with Monte Carlo simulations for light propagation in layered
medium. A sensitivity analysis of proposed method is also performed with a 5% alteration in the
optical parameters of skin due to the change in operating conditions. The results showed a marginal
error of maximum value 6.23% in vessel depth estimation using the standard optical parameters, 1.6%
for =5% and 10.74% for +5% change in optical parameters.

Keywords: intravenous catheterization; hemoglobin; subcutaneous veins; diffused reflectance; monte
carlo; near infrared

1. Introduction

The process of Intravenous (IV) catheterization is the first and most important step in any
medication to hospitalized patients. In this process, catheters are passed into the patient’s subcutaneous
veins for medication or nutrition delivery. In general, before the catheter insertion veins are localized,
to select the appropriate vein for medication or blood sampling. This task is conducted by trained
health professionals, who finds the veins either by sight or by simply feeling with hand. Each year in
USA only, around 25 million catheters are placed into the patients [1]. Around 80% of all indoor and
numerous outdoor patients require catheters for the injection of medication and blood sampling [2,3].
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There are a lot of complications in veins’ localization that a staff may face. These are caused by many
physical differences which includes skin color, vessels depth, burn marks, hair, tattoos etc. Since vein
localization process becomes challenging, sometimes it may increase the risk of multiple attempts,
incorrect catheterization, vein rupture, bruising of skin and nerve injury. According to studies [4],
more than 2 attempts on average, per patient, are required for successful placement of an IV catheter.
More than one attempt may lead to severe pain and trauma like condition for the patients (especially
infants). Another consequence may lead to veins rupture. This may cause the transfer of medication to
the tissues adjacent to the place of catheter. Furthermore, in some cases extravasation may happen that
could lead to a surgical intervention [5]. The subcutaneous veins existing in the hypodermis layer of
skin, are used for the usual catheterization and blood testing process. The NIR imaging technique is
found to be the best technique for vein visualization among other imaging techniques. The absorption
coefficient of Hemoglobin (Hb) in NIR spectrum is high as compared to the skin tissues. Therefore,
veins appear darker in NIR images contributing to the better skin/vein distinction [6,7]. Furthermore,
the nature of NIR light is non ionizing. This make it suitable for application to the skin of patients,
multiple times with no damaging effects on the patient [8]. There are few NIR imaging methods and
devices proposed for veins localization to date. None of them, to the best of our knowledge, offer the
measurement of vessel’s depth [9]. In order to avoid incorrect IV placements, veins depth information
is vital. The amount of subcutaneous fat varies from patient to patient, making the subcutaneous veins
depth variable. The medical staff faces difficulty in veins depth estimation, especially in the cases of
obese patients. This paper is an extension of the work presented in [10], in which a novel technique for
veins depth estimation using measured reflectance parameter was introduced. A four-layered skin
model is presented, which incorporates the veins with varying depth (1.6 to 4.5 mm) in the fourth layer.
State of the art Monte Carlo simulations are used to simulate light propagation within skin. Since the
subcutaneous veins lie in hypodermis layer of skin, the width of this layer is increased steadily with
increment 0.1 mm in each iteration. As output, diffused reflectance parameter ‘Rd’ for each iteration is
recorded. In order to calculate the blood vessels depth, the recorded diffused reflectance is used in
the anticipated mathematical model. The comparative plots are presented between the vein’s depth,
calculated analytically using the proposed model and the actual depth readings used in Monte Carlo
simulations. Furthermore, for the sensitivity analysis of the model, the veins depth is calculated with
the £5% change in the sum of absorption and scattering coefficients of all layers. Results are plotted
along with the analytical calculated veins depth.

2. State of the Art Algorithms

Jacques et al. in [11] presented a method to estimate the average depth of blood vessels using
optical densities (ODs). An OD is the logarithm of diffused reflectance at certain wavelength and is
defined as:

OD(A) = —=log Rd (7), 1)

The value of OD depends on the depth and width of absorbing area in turbid medium. The ODs
on two different isosbestic wavelengths (420 nm and 585 nm) are calculated and the average depth
of blood vessels beneath the skin is calculated using their ratio (OD 420 nm/OD 585 nm). The major
problem in this technique is the usage of wavelengths from visible light spectrum. The light in visible
spectrum have limitation in deeper penetration to the skin. Therefore, the proposed technique fails in
cases of deep blood vessels. Furthermore, the disparity in the melanin content in different subjects can
also affect the results of this method. T. Iwai and G. Kimura have proposed a method for the imaging of
an absorbing object embedded in a highly scattering medium [12]. This method is based on the image
reconstruction with the probability distribution function of path-length and the diffused reflected light
due to backscattering from the medium. Light is focused on the scattering medium and the intensity of
the back-scattered light is measured in two different cases; medium with absorbing object and medium
without absorbing object. In this analogy, the skin is a highly scattering medium which contains blood
vessels as absorbing objects embedded within its third layer (hypodermis). The maximum path length
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‘L is proportional to the spatial integration probability distribution function of backscattered light from
the scattering medium. The principle is given in Equation (2):

B j(;Lp(s)ds N fZIads
fooo p(s)ds fz Tods’

where, p(s) is the probability density function of the path-length for turbid medium. The parameters I,
and Iy are the intensity distributions of backscattered diffused light from the medium with and without
an absorbing object embedded in it, s is the path length for the semi-infinite medium. The maximum
path length L is defined to be proportional to the depth ‘d” of the absorbing object, i.e.,, L = a X d.
The proportionality constant was optimized through Monte Carlo simulations and « is found to be
3 thus L = 3 x d. The estimation of depth of absorbing material in turbid medium depends on the
maximum path-length and the absorption of diffused light in the medium. This can be varied in case
of veins depth estimation since the oxygenation state of hemoglobin affects the absorption of light.
Therefore, this method is likely to produce large error in veins depth estimation from the skin surface.

Izumi et al. presented a technique for the estimation of depth and thickness of blood region in
scattering medium in [13]. This method is based on the ratios of ODs using three isosbestic wavelengths
420, 585 and 800 nm. The reflectance from the skin tissues adjacent to blood region are used to estimate
the concentration of melanin, that is later used to compensate the ODs variation in different subjects.
Monte Carlo simulations of light propagation in turbid medium for the experiments performed on
tissue like phantom. The reported results in this method showed that the depth estimation can be
performed maximum up to 2 mm. However, the subcutaneous veins in normal human beings can be 2
to 4 mm deep from the surface of skin. Furthermore, due to the high error of around 30% the use of the
said technique can be questioned for the cases where depth of the vessels should be known precisely.
Hence this method seems impractical for the depth estimation of subcutaneous veins in majority of
the cases.

Veins position estimation method from three-dimensional space using stereo vision is presented
in [14]. Using tissue imitating phantoms and derived allowable limits for error, the method has shown
acceptable results to be used in daily IV catheterization process. However, the assumption of veins
cross-section as a perfect circle, along with the other assumptions on the catheter insertion angle can lead
to higher number of errors. In [15] a method to calculate diffused reflectance against the geometrical
properties of vessels (depth and diameter) and physiological properties of skin (oxygen saturation) is

P(L)

@

presented. In this method appearance of blood vessels were investigated against their geometrical
properties. In [16] another method based on optical density measurement using three isosbestic
wavelengths is presented. This paper presents an improved method for the depth of veins estimation
using measured diffused reflectance from the surface of the skin. Four layered skin model is considered
for the proposed mathematical model. This model is derived from the available scientific knowledge
regarding light propagation in turbid medium. The results of the vessel depth calculation through
the proposed model are validated using Monte Carlo simulations for light transport. The sensitivity
analysis is performed in order to validate model in extreme conditions where optical parameters can
vary from the original known values.

3. Proposed Method

With conventional imaging techniques, the depth of blood vessels cannot be estimated accurately.
In this paper a technique for the estimation of veins depth by means of diffused reflectance parameter
is presented. When the light beam strikes on a scattering medium (e.g., skin), a subsequent part
of the beam energy (i.e., photons) is either reflected, absorbed or transmitted through the medium.
The reflected part contains the components of specular reflection and diffused reflection. Specular
reflection is the reflection from the surface of medium while diffused reflection occurs due to the
subsurface scattering of the layered medium [17].
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In the proposed method, the diffused reflected light from the skin is used to approximate the
depth of veins. When light propagates in the biological scattering structures, the photons scatter
by striking against the cellular structure. This striking mechanism force them to deviate from their
path and follow a new one. This scattered light ultimately leaves the medium. The physical location
of absorbing elements like veins defines the intensity of backscattered beam. In the four-layered
skin model, veins are supposed to be present in the hypodermis (4th) layer. The light distribution is
considered uniform on the whole surface in order to have known intensity of incident light (I,) per unit
area. The mathematical model is used to calculate the estimated depth of veins in the 4th layer of skin
model based on the diffused reflected intensity measured by the camera sensor. The four-layered skin
model is depicted in Figure 1 with the illumination and reflectance image acquisition setup. The NIR
light is focused on the surface of model through a diffuser in order to make the illumination uniform.
The reflectance image is captured with the camera sensor.

To processing unit

Illumination
Camera
Incident Iight\‘_\
Skin | d
Diffused reflected —— \ AN In layere
Stratum Corneum —— structure
Epidermis
Dermis
Hypodermis Vessel depth

(15-45 mm)

Figure 1. Setup to measure diffused reflectance in four-layers skin model with varying vessel’s depth.

In the layered anatomy of skin, the primary, thin and callous layer is called stratum corneum.
This layer is part of epidermis layer but here it is modeled separately due to its highly scattering
behavior. Stratum corneum reflects about 5 to 7% of the incident light [18,19] depending upon the
incident angles. The millions of dead cells in this layer are being substituted by the living cells in a
continuous course. The second major skin layer is called epidermis. This layer contains the melanin
pigmentations which are in charge of skin color and have high absorption coefficient. In order to
protect the inner body, these melanin pigmentations absorb harmful radiation incident on the skin from
the external sources (e.g., Sun). The third layer is called dermis which comprises of sweat glands, hair
follicles, collagen and fibrous tissues. The fourth layer represents the hypodermis layer of skin which
contains subcutaneous tissues. This layer encompasses the blood vessels along with the connective
tissues and fat. These blood vessels are used for blood extraction and IV procedures. The block
diagram of the proposed method is given in Figure 2.
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Figure 2. Block diagram of proposed method for blood vessel’s depth estimation.
4. Mathematical Model Derivation

A mathematical model to calculate the blood vessel’s depth with the measured diffused reflectance
from the surface of skin has been derived. When light is made incident on the medium, a part of it gets
reflected, absorbed and transmitted through the medium. The total thickness of medium is infinite in
accordance to the light intensity and wavelength. With the considered wavelength and intensity, the
light rays cannot get transmitted through the four-layered skin model, hence ignoring the transmission
part. The following equation (Equation (3)) expresses the relationship of incident light to absorbed and
diffused (scattered) light ([19], pg 62, eq 2.52).

Ip=Ic+1d, 3)

where Ij is the incident light launched in the direction normal to the surface. I3 and I. represent the
diffused and absorbed component of light, respectively.

Intensity of light absorbed while propagating through the Scattering-Dominant medium ([17], pg
70, eq. 2.572) ([19], pg 62, eq. 2.57) can be expressed as:

I =TIp (1 — Rd?) exp [(ua + 1s) 2], )

where z is total depth, u, is absorption coefficient, s is the scattering coefficient and Rd is diffused
reflectance parameter. Substitution of Ic from Equation (4) into Equation (3) results in the following
equation:

Ip=1o (1 - Rd?) exp [~(na + us)z + 1], ()

Finally, with a little math’s we get the relationship between vessels depth and diffused reflectance
parameter Rd.

ln(#)
N ‘wjrlziy ©

The summation of the absorption coefficient 1, and scattering coefficient u; in Equation (6)
represents the attenuation of light intensity while propagating through the medium. The parameter ‘z’
in Equation (6) is the total thickness of layered medium. In this model, veins are supposed to be at the
bottom of fourth layer, hence ‘z’ can be referred as the depth of veins from the top surface of the layered
medium. In the proposed four-layered model of skin, the absorption and scattering properties of each
layer is different, depending upon the constituents of each layer. Therefore, the total attenuation is the
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sum of 1, and ps parameters of all layers of the skin model. For the vessel depth estimation in layered
medium like skin, the Equation (6) is modified as follows:

ln(—1 )

(1+Rd)

z = —=xC )
(o + s)

where C = %

The parameter ‘C’ is the ratio between the reference depth Z,y to the initial depth Z;,;;. It is
empirically derived to compensate the initial reflectance of light from the very top layer with high
scattering coefficient. In this work, Z, is the total thickness of layered medium in each iteration
of simulation. Zj,; is the thickness value of the first layer with high scattering coefficient. In the
four-layered model, the first layer is the stratum corneum with scattering coefficient ‘s = 1050” with
a thickness ‘t = 0.002 cm’. Therefore, the value of Z;,;; for this work is set to 0.002 as reference to
the thickness of first layer. The reference depth Z,,s value can be estimated from experimentation
on phantoms, where depth of vessel will be known against the similar value of measured diffused
reflectance. These experiments will be performed in future work in order to validate the proposed model.

5. Simulations

The Monte Carlo model for light propagation in multi-layered tissues (MCML) is used to simulate
light propagation in the skin layers. This is a stochastic process which can be used to simulate physical
phenomena of particle behavior in highly scattering mediums. MCML model was proposed by
L. Wang et al. in [20]. This model simulates the photons transportation in the layered turbid medium
and records multiple parameters like diffused reflectance ‘Rd’, absorption ‘A’ and transmission “T” for
the analysis. Photons are considered as particles in this method while ignoring their wave-like nature.
The limitations of this method include the simulation time and noise included during simulation.
The program called MCML (Monte Carlo Multi-layer) has gained much attention within the biomedical
optics community and today it is considered as the de facto gold standard for light propagation in
layered biological tissues. These simulations are fed with the optical parameters for each of the layers
depending on their optical properties against the applied illumination wavelength. Table 1 tabulates
these optical parameters which are obtained from literature [19,21] for the illumination wavelength
A =800 nm. Here, the absorption coefficient is denoted by 1, scattering coefficient by s and anisotropy
factor is denoted by g. The refractive index of each layer is denoted by n and the thickness of layer by t
in millimeters. The number of photons simulated in each of the iterations was 25 million. The width of
the hypodermis is increased in every iteration which can be considered as the varying depth of veins.
The thickness of first layer is 0.02 mm, second layer 0.18 mm, third layer 1.3 mm and the fourth layer is
from 0.1 mm to 3.0 mm. Total of 30 iterations are performed which make the total thickness of layered
medium as 1.6 mm at first iteration and 4.5 mm at the last iteration. For each of the iterations, the
diffused reflectance parameter ‘Rd’ was recorded against the total thickness of layered medium, i.e.,
veins depth. This value of ‘Rd’ is then used for the calculation of veins depth analytically with the
proposed mathematical model given in Equation (7). The total elapsed time for each simulation was
9 h 55 m on the Intel® Core™ i7-260 CPU with 3.40 GHz processor speed with 16 gigabytes random
access memory (RAM).

Table 1. Optical parameters of skin layers at A = 800 nm

Layers n Ua Us g t (mm)
Stratum Corneum 1.55 3.3 1050 0.85 0.02
Epidermis 1.34 4.0 90 0.80 0.18
Dermis 14 0.8 90 0.85 1.3

Hypodermis 144 136 12 0.75 0.1-3.0
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6. Results and Discussion

The diffused reflectance parameter Rd obtained from the simulations is plotted alongside the total
thickness of skin (inferred as depth of veins) in Figure 3. Furthermore, the value of Rd computed
from MCML is used to calculate the vein depth using the mathematical model given in Equation
(7). The analytically calculated value of ‘z’ is also plotted against Rd in the same figures. It can be
noted that an increase in the thickness of layered medium gradually decreases the diffused reflectance.
This is apparent from the fact that as the thickness of the turbid medium increases, the absorption
of photons energy increases with the longer path travelled inside the medium. The results obtained
from MCML and analytical calculation exhibit a marginal error in the corresponding vessels depth
values. In order to perform sensitivity analysis of the proposed model, the veins depth is calculated
with a change of 5% in the optical parameters. The optical parameters like 1, s and g tabulated in
Table 1 can vary due to the physiological characteristics and temperature. In [15], it is stated that, the
value of total attenuation coefficient which depends upon these optical parameters, can vary £5% to
+10% of its original value. With this fact, the veins’ depth values are calculated, and the results are
plotted along with the previously calculated values of veins depth with original attenuation factor.
The results given in Figure 3 as E.D +5% and E.D —5% show the drift from the actual value of veins
depth against the corresponding value of Rd. The percentage error increased but the overall trends of
the plots remain similar.

0.276

0.274

-+-Estimated Depth (E.D) -W-MCML E.D+5% —E.D-5%

0.272

0.27

0.268

0.266

0.264

0.262

0.26

0.258
15 2 25 3 3.5 4 4.5

Figure 3. Vein’s depth calculated (E.D) from the mathematical model against the diffused reflectance
computed MCML simulations with vessels depth varied from 1.6 to 4.5 mm. Horizontal axes shows
vessels depth in mm and vertical axes shows the measured diffused reflectance Rd through simulation.

In Figure 3 E.D +5% shows the calculated depth with +5% change in attenuation coefficients.
MCML plot depicts the vessel depth used in simulations against the diffused reflectance calculated.
Table 2 presents the comparison of proposed method to the state-of-the-art methods. The optical
density-based method detailed in [13] show the maximum error rate of 30% in calculation of vessel
depth. The proposed method shows less percentage error as compared to [13]. In [16], authors have
used optical density-based approach to estimate blood 1 vessels depth. The mean error reported for 11
subjects is 4.5%, with the maximum error of 15.2% for the darker skin subjects. However, in [16] the
experiments were performed for the vessel depth of 2 mm maximum while in the proposed method,
the vessels depth is assumed to be 4.5 mm maximum.
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Table 2. Comparison table.

Reference Method % Error in Depth Estimation
[13] Izumi e.t al. OD measurement 30
[16] CM. Goh e.t al OD measurement 4.5
Proposed Rd measurement 6.23

Sensitivity Analysis

Table 3 tabulates the mean percentage error (MPE) in simulations. The MPE for estimated depth
with standard optical parameters (u,, Hs) and with —=5% and +5% change is given in three columns.
The value of MPE for the standard parameters is 6.23% and for —5% and +5% is 1.65 and 10.74
respectively. These error values are comparatively less than the ones (30%) reported in [13] for the
vein’s depth estimation. Through this analysis, we infer that the selection of accurate optical parameters
is important for the better results for veins depth estimation.

Table 3. Depiction of percentage error.

MPE for Standard Optical Parameters MPE with —5% Change MPE with +5% Change
6.23 1.65 10.749

7. Conclusions

NIR imaging is considered the most suitable technique to visualize the location of subcutaneous
veins during the IV catheterization process. Calculation of vascular depth is equally important in
order to deduce their exact position in skin. With the diffused reflectance parameter, the estimation on
depth of veins can be made in order to reduce catheterization errors. The paper presented the method
to estimate the veins depth using diffused reflectance from the surface of skin. A four-layered skin
model is presented with the varying depth of blood vessels. This model serves as reference for the
experiment on veins depth estimation. A mathematical model has been proposed for the analytical
calculation of veins depth using the Rd parameter measured from the surface of top layer. This model
has been derived from the state-of-the-art literature on the light propagation in tissues. In this work,
Rd parameter is obtained from the MCML simulations. The results from the simulations are plotted
with depth of vessels against the measured Rd parameter. The results showed a marginal error of
maximum value 6.23% in vessel depth estimation using the standard optical parameters, 1.6% for —5%
and 10.74% for +5%change in optical parameters. The mathematical model is found sensitive to the
optical parameters which leads to the conclusion that efforts should be made in carefully choosing
optical parameters during experimentation. The results revealed that this model is applicable in vein
depth estimation process due to having relatively less percentage error and its ease of implementation.
The future work will focus on the experimentation with customized layered tissue phantom to validate
and fine tune the mathematical model.
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