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Abstract: Atmospheric pressure dielectric barrier discharges (DBDs) have been applied in a very
broad range of industries due to their outstanding advantages. However, different discharge modes
can influence the stability of atmospheric DBDs, such as the density and composition of active species
in discharge plasmas, thereby impacting the effect of related applications. It is necessary and valuable
to investigate the control of nonlinear modes both in theoretical and practical aspects. In this paper,
we propose a practical, state-controlling method to switch the discharge mode from asymmetry to
symmetry through changing frequencies of the applied voltage. The simulation results show that
changing frequencies can effectively alter the seed electron level at the beginning of the breakdown
and then influence the subsequent discharge mode. The higher controlling frequency is recommended
since it can limit the dissipative process of residual electrons and is in favor of the formation of
symmetric discharge in the after-controlling section. Under our simulation conditions, the discharges
with an initial driving frequency of 14 kHz can always be converted to the symmetric period-one
mode when the controlling frequency is beyond 30 kHz.
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1. Introduction

Atmospheric dielectric barrier discharges (DBDs), due to their advantages in producing
low-temperature plasmas without a precise vacuum chamber, have been widely used in a lot of
industrial applications such as surface modification, energy transformation, biomedical sterilization,
and pollution abatement [1–5]. Such pervasive applications have already made DBDs a prospective
and an active research topic for many years.

Being a nonequilibrium dissipative system, DBDs can exhibit an abundance of nonlinear
characteristics or phenomena which are extremely sensitive to the operational environment and
controlled parameters [6]. Typically, it is well known that in most cases atmospheric DBDs appear as a
symmetric period-one discharge (henceforth called SP1), that is, the shape and amplitude of positive
and negative current pulses are basically identical and repeat every one applied voltage cycle [7].
However, under certain conditions, a lot of simulation and experimental research has reported that
DBDs can also work in various nonlinear modes such as asymmetric period-one (henceforth called
AP1), multi-period, quasi-period and chaos through different evolution routes [8–11]. Since different
discharge modes can influence the stability of DBDs in terms of the density and composition of
active species in discharge plasmas and then impact their efficacy in related applications [12,13], the
investigation on the control of nonlinear modes is valuable and imperative both in theoretical and
practical aspects. It is worth noting that before bifurcating into other nonlinear modes from SP1, the
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discharge always first transforms into the asymmetric mode as a transition phase [14]. Therefore,
investigating the mechanisms related to the asymmetric discharge mode could serve as a stepping-stone
for the interpretation of other, more complex nonlinear behaviors in DBDs and deserve more attention.

The initiation mechanism regarding the SP1-AP1 transition was first reported by Golubovskii
et al. in 2003 [15]. Through the numerical simulation of a homogeneous DBD, they observed the
SP1-AP1 transition at both lower and higher concentrations of nitrogen impurities, and they concluded
that such a mode transition is contributed by the residual quasi-neutral (plasma) region. Our group
has also made some effort on this aspect. According to our previous works, the SP1-AP1 transition
in shorter gaps might be attributed to the discordance of the evolutionary paces between electrons
and ions [16], while, in longer gaps, the rise in seed electron level induced by the electron backflow
is the main reason for the generation of AP1 discharge [17], and the traditional explanations such
as “residual positive column” [7] or “instantaneous anode” [18] in essence are special forms of the
“electron backflow region”. Furthermore, we also proposed a preliminary state-controlling method
which can adjust the discharge mode from AP1 to SP1 by applying a first-peak-leveled driving voltage
from the beginning of the discharge [19].

Despite all those discoveries, there are still many obstacles that hinder the application of mode
controlling in practical industrial applications. For example, the most favored condition in practical
applications is that the discharge mode needs to switch to SP1 mode right after asymmetric discharges
occur, which was not achieved in previous studies. In addition, the existing method needs to compute
the initial moment of the flat-top stage, which is inconvenient for practical devices. Note that the
frequency of the applied voltage can also influence the distribution of seed electrons as the amplitude
of the voltage does, and changing the frequency of the power supply is much easier to implement
for practical power supply devices. Therefore, in this paper, we try to use a more practical method to
switch AP1 discharge into SP1 discharge by changing the driving frequency. More specifically, we
first adjust the original driving frequency f d to a different controlling frequency f c for a certain period
of time, right after the establishment of AP1 discharge. Once the discharge stabilizes under f c, the
driving frequency will be changed back to the initial value (i.e., f d). The rest of this paper is organized
as follows: Section 2 briefly introduces the one-dimensional fluid model and its qualitative validation;
the numerical regulating example and its underneath mechanism are shown in Section 3; the key
conclusions are drawn in Section 4; Appendix A presents the chemical scheme used in our simulation.

2. Model Description

As shown in Figure 1, the atmospheric DBD considered in the simulation is generated in a gap
filled with pure helium between two parallel-plate electrodes, both covered by a thin dielectric layer
with a relative permittivity of 7.5, corresponding to the value of mica glass. The upper electrode is
connected to a sinusoidal voltage with an amplitude Vam of 2 kV, whereas the lower one is grounded.
The width of the gas gap dg is fixed to 4.4 mm and the dielectric layer thickness db is 1 mm. Note that
the gap width is not very large (<5 mm) and much shorter compared with the radius of electrodes
(≈56.4 mm) [20]; in this case, the radially homogeneous assumption should be reasonable and accepted.
On this basis, a one-dimensional fluid model is appropriate to simulate the discharge process, which
has also been successfully applied to investigate the nonlinear phenomena in [6,21,22].

In the 1-D fluid model, electron properties, including the electron density and energy density,
are governed by the Boltzmann equation under drift-diffusion approximation [23–25], as given by
Equations (1)–(4); Equations (5) and (6) are multi-component transport equations [26,27] determining
the flux of heavy species. Besides, in order to determine the electric field distribution, Poisson’s
equation is firmly coupled.

∂ne

∂t
+∇ · Γe = Se (1)

∂nε

∂t
+∇ · Γε + EΓe = Sen (2)
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Γe = −µeneE−De∇ · ne (3)

Γε = −
5
3
µenεE−

5
3

De∇ · nε (4)

ρ
∂ωk
∂t

= ∇ · Jk + Sk (5)

Jk = ρωk(Dk
∇ωk
ωk

+ Dk
∇Mn

Mn
− zkµkE) (6)

Here, ne, nε, Γe, and Γε respectively denote the electron number density, electron energy, total
electron flux, and electron energy flux; Jk is the flux vector for heavy species k, and its mass fraction
and charge number are ωk and zk, respectively; Se, Sen, and Sk respectively represent the source
terms describing the net changing rate of electron density, electron energy loss/gain, and the source
term for heavy species k; the electron mobility µe is solved by Bolsig+ with the cross-section data
from IST-Lisbon Database [28–30], then the electron diffusion coefficient De can be obtained through
Einstein’s relation [29]; the mobility and diffusion coefficient for heavy species k, i.e., µk and Dk, are
referenced from [25]; E is the electric field intensity; the mixture properties ρ and Mn stand for the
density of mixture and its mean molar mass.Appl. Sci. 2020, 10, x 3 of 12 
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Figure 1. Schematic of the model geometry. ε denotes the relative permittivity of the dielectric layer; db

and dg represent the widths of the dielectric layer and gas gap, respectively.

The “wall” boundary applied at the surfaces sandwiched between plasma and dielectrics provides
two sets of equations, describing the particle flux (Equations (7)–(9)) and the charge accumulation
(Equations (10) and (11)), respectively.

n · Γe =
1
2

ve,thne − αsneµeE · n−
∑

i

γi(Γi · n) (7)

n · Γε =
5
6

ve,thnε − αsnεµεE · n−
∑

i

γiεi(Γi · n) (8)

n · Γk = MkRsurf,k + αsMkckµk,mzkE · n (9)

dσs

dt
= Je · n + Ji · n (10)

σs = (D2 −D1) · n (11)

Here, n is the unit normal vector towards the surface; both Γk and Γi stand for the boundary flux
of heavy species but the latter only denotes the term for ions; ve,th is the thermal velocity; Mk represents
the molar weight; Rsurf,k is the surface reaction rate; γi is the emission coefficient of the secondary
electron cited from [25] and εi is its mean energy; σs represents the surface charge density on the wall,
and Je and Ji respectively denote the electron density and the ion density there; D1 and D2 are the
electric displacement vectors on both sides of the interface; αs is a switching function as given below.

αs =

{
1, sgn(q)E · n > 0
0, sgn(q)E · n ≤ 0

(12)
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Here, q represents the signed charge.
For chemical kinetics, we reused ones from our previous work [19]. To be specific, the model

sustains itself under the pressure of 760 Torr and temperature of 300 K, and it considers six particles
(i.e., e (electron), He, He*, He2*, He+ and He2

+) and 27 reactions which are listed in Table A1 in the
Appendix A. The initial densities of e, He+, and He2

+ were set to 1 × 1013 m−3, 5 × 1012 m−3, and
5 × 1012 m−3, respectively, to ensure the initial neutral condition. The whole calculating domains
were discretized through finite element method (log formulation, linear shape function), and a direct
solver PARDISO of COMSOL software was employed to solve the above equations. Besides, we
have taken a numerical test in terms of the initial densities and concluded that such values did not
significantly influence the results in the steady state but affected the calculation time. Based on
the above, a qualitative validation compared with the experimental results presented by Mangolini
et al. [28] is further given, as shown in Figure 2.
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Figure 2. Comparison between (a) and (c) previous experimental waveforms and (b) and (d) their
corresponding simulation results obtained from our model under mostly the same conditions. J, Va,
and Vg respectively denote the total discharge current density, applied voltage, and gap voltage. The
experiment was assumed to have 100 ppm nitrogen impurities, whereas our simulation considers the
pure helium. The main external parameters in (a) and (b) are: Vam = 1776 V, f = 10 kHz, dg = 5 mm,
db = 1 mm; in (c) and (d) are: Vam = 1813 V, f = 10 kHz, dg = 5 mm, db = 1.5 mm.

Obviously, although the discharge current phase in the experiment was slightly ahead of that in
our model, and the current pulse magnitude shows a difference between the experiment and simulation,
the sketches of the total discharge current density (J) and gap voltage (Vg) waveforms predicted by our
model principally match well with those observed in the experiment. Note that such a discrepancy
in the current waveform might be contributed to the Penning ionization induced by the nitrogen
impurities; that is, the extra Penning ionization causes a higher seed electron level which boosts the
breakdown though this causes extinguishment more quickly. Therefore, our model is qualified to
study the discharge characteristics in the homogeneous He DBD under atmospheric pressure.
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3. Examples and Mechanisms of the Discharge Mode Control

3.1. SP1, AP1P, and AP1N

Before discussing the specific examples of manipulating the discharge symmetry, it is necessary to
first clarify the three period-one discharge modes, i.e., SP1 discharge, asymmetric period-one discharge
with a higher positive current pulse (denoted as AP1P hereinafter), and asymmetric period-one
discharge with a higher negative current pulse (denoted as AP1N hereinafter), as shown in Figure 3,
where the waveforms of total discharge current density under different driving frequencies are given,
as well as the corresponding spatiotemporal distributions of electron density.
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Figure 3. Waveforms of the total discharge current density (a–c) and the corresponding spatiotemporal
distributions of electron density (d–f) under different driving frequencies. The voltage amplitude Vam,
gap width dg, and dielectric thickness db are fixed at 2 kV, 4.4 mm, and 1 mm, respectively.

Figure 3a shows a typical SP1 discharge where the cycles of the discharge current and the applied
voltage are equal, and the shape of the discharge current in positive and negative half-cycles are also
identical. Figure 3b presents an AP1P discharge whose current cycle is the same as that of the applied
voltage, but the peak value of the positive current pulse is 15 times as large as that of the negative
one. Contrary to AP1P, the peak value of the negative current pulse exceeds the positive current
amplitude in AP1N mode, as shown in Figure 3c. Moreover, Figure 3d–f illustrate the corresponding
spatiotemporal distributions of electron density in SP1, AP1P, and AP1N mode, respectively, in order to
explain the reasons for the formation of three discharge modes. From Figure 3d, one can see that, before
the initiation of each discharge, the residual electrons generated by the last discharge have decayed
to a relatively low level. Therefore, the subsequent discharge can develop to a strong one, whose
intensity is the same as that of the last discharge. Under this circumstance, the SP1 discharge mode
is maintained. Figure 3e illustrates the influence of the massive residual electrons on the discharge
performance in AP1P mode. With a strong positive current pulse, a large number of electrons are
generated within the discharge phase. Thus, there are still a lot of electrons left in the gas gap prior
to the negative discharge, which serves as the seed electrons of the subsequent negative discharge.
Since a high seed electron density leads to a relatively low breakdown voltage [29], the subsequent
negative discharge will start earlier, and a weak multi-pulse feature will be observed. As a result,
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AP1P discharge ensues. The generation process of AP1N discharge is similar to AP1P, and the only
difference lies in the polarity of the strong current pulse, as shown in Figure 3f.

3.2. Numerical Regulating Example and the Underlying Mechanism

Under the source parameters and initial values described in Section 2, the discharge under f d

of 14 kHz will finally stabilize in the AP1P mode after about 10 applied voltage cycles, as shown in
Figure 4a. Starting from the 15th cycle, we change f d to a different frequency for 20 cycles, and then
adjust the frequency back to 14 kHz at the 35th cycle. The results indicate that the final stabilized
discharge mode depends on f c to some extent. Figure 4b shows that when f c is set to 8 kHz, the
discharge mode at the frequency-altered stage is SP1. However, after this stage, the discharge mode
evolves back to AP1P; when f c is set to 20 kHz, the discharge mode of the control section and the section
after the 35th cycles are both AP1N, as shown in Figure 4c; when f c increases to 30 kHz, an AP1P
discharge is observed at the frequency-altered stage, but the discharge mode after the 35th cycle evolves
into SP1, as shown in Figure 4d. Note that, when f c rises beyond 30 kHz (the largest f c considered in
our simulation is 100 kHz), the initial AP1P discharge under 14 kHz can always be adjusted to SP1.
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(b) 8 kHz, (c) 20 kHz and (d) 30 kHz respectively.

At first sight, the discharge mode of the controlling section, as illustrated in Figure 4, is not directly
relevant to that of the after-controlling section. To gain a deeper insight into how the frequency impacts
the discharge mode, the evolution of the seed electron level has been extracted as a function of the
breakdown number, as further given in Figure 5. Combined with two such figures, one can observe
that, before the first breakdown of the controlling section, although the seed electron maintains at the
same level (the first red circle in Figure 5), the discharge intensity and residual electron density of the
subsequent breakdown show an obvious difference. This phenomenon may be qualitatively related
to the equivalent gap resistance. Since the lower driving frequency causes lower angular frequency
but higher equivalent gap resistance, the discharge intensity of the first breakdown in the controlling
section is relatively weak when f c is lower than f d (14 kHz). On this basis, when f c is set to a lower
value like 8 kHz, the discharge in the controlling section develops from a relatively lower seed electron
density and provides sufficient dissipative time for the residual electrons before the next breakdown,
leading to an SP1 mode. The opposite leading to AP1 mode can be inferred by analogy.
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Figure 5. Evolution of the seed electron level as a function of the breakdown number, i.e., the average
electron density right at the beginning moment of each breakdown. The f c in (a–c) are 8 kHz, 20 kHz,
30 kHz, respectively. The red circles indicate the transition points of the driving frequency.

Through 20 controlling cycles, the driving frequency is adjusted back to 14 kHz. Theoretically
speaking, the period of controlling section is not fixed, and the criteria considered here is to choose
one relatively long period of time that ensures the discharge in the controlling section to achieve the
steady state. As can be observed in Figure 5a,b, both low and high seed electron levels (the second
red circle) will trigger the AP1 mode in the after-controlling section. In this case, one can understand
that, in order to generate an SP1 discharge, the seed electron must retain a moderate level. Figure 6
presents the space–average seed electron relationship and the peak current density under the driving
frequency of 14 kHz. In particular, the seed electron density in Figure 6a indicates the value before
the breakdown, whereas the one in Figure 6b represents the residual value after the breakdown and
dissipative stage. Obviously, if the seed electron density maintains at a low level at the beginning of
a discharge (<2 × 1013 m−3), then the discharge intensity of the subsequent discharge will be strong
(>1.23 mA/cm2). Correspondingly, the residual electron density after the breakdown, as further depicted
in Figure 7a, can not be dissipated completely and exceeds 1 × 1017 m−3 (Figure 6b). Such a high initial
value of electron density can only ignite an unmatured discharge, forming an AP1 mode. Analogously,
if the seed electron density reaches a high level at the beginning of discharge (>8 × 1015 m−3), then the
subsequent discharge cannot develop to a mature one and will form several weak current pulses with
the maximum density being less than 0.2 mA/cm2, as shown in Figures 6a and 7b.
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Based on the above analyses, the seed electron density for pursuing SP1 mode should be
approximately limited in the range from 2 × 1013 to 8 × 1015 m−3 under our simulation conditions.
Ignited by an appropriate seed electron level, the intensity of the subsequent discharge should be
moderate so that the residual electrons can be dissipated completely, as shown in Figure 7c, leading to
the SP1 mode. It should be pointed out that, being a control method of seed electron density, the higher
driving frequency is able to limit the dissipative process of discharge. Therefore, the cooperation
between seed electron level and dissipative time will lead to a less intense AP1 mode when f c is beyond
30 kHz, as can be seen from the current waveform and seed electron evolution illustrated by Figures 4
and 5. We have carried out a parameterized sweep in terms of f c from 30 to 100 kHz, and the results
show that, within this range of frequency, such a less intense AP1 discharge can impose a restriction on
the drastic variation of the seed electron density and finally, the initial density of electrons before the
breakdown varies within the abovementioned range (from 2 × 1013 to 8 × 1015 m−3). That is to say,
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increasing the driving frequency would be a practical strategy to manipulate the discharge symmetry
and some more in-depth investigations would be carried out in our future study.

4. Conclusions

In this paper, we put forward a practical method for controlling the discharge symmetry of
atmospheric homogeneous dielectric barrier discharges by adjusting the driving frequency. Through a
qualitatively validated 1D fluid model, the discharge evolution, manipulating process, and underlying
mechanism are presented. Some important conclusions are drawn as follows:

(1) The practical control strategy proposed here first changes the original driving frequency to a
relatively larger one until the discharge stabilizes again, and then turns the driving frequency
back to the original one;

(2) Three period-one discharge modes can be converted to each other by applying different
control frequencies;

(3) The effectiveness of the control strategy is determined by the seed electron level at the frequency-
altered phase, and there is a critical range of the seed electron density. Under the original
driving frequency of 14 kHz, the seed electron level approximately ranges from 2 × 1013 m−3 to
8 × 1015 m−3;

(4) The higher driving frequency in the controlling section can limit the dissipative process of
discharge, and further induce a less intense AP1 mode through the cooperation between seed
electron level and dissipative time. In our simulations, the discharges with an initial driving
frequency of 14 kHz can always be converted to SP1 mode when the control frequency is beyond
30 kHz.
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Appendix A

Table A1. Chemical reactions considered in the model.

Index Reaction Rate Coefficient Reference

R1 e + He => e + He f (Te) [30]
R2 e + He => e + He∗ f (Te) [30]
R3 e + He => 2e + He+ f (Te) [30]
R4 e + He∗ => 2e + He+ 1.28× 10−7

× T0.6
e × exp(−4.78/Te) [31]

R5 e + He∗ => e + He 2.9× 10−9 [31]
R6 e + He∗2 => e + 2He 3.8× 10−9 [31]
R7 2e + He+ => e + He∗ 5.82× 10−20

× (Te/0.026)−4.4 [31]
R8 2e + He+2 => He∗ + He + e 2.8× 10−20 [31]
R9 e + He + He+2 => He∗ + 2He 3.5× 10−27 [31]

R10 2e + He+2 => He∗2 + e 1.2× 10−21 [31]
R11 e + He + He+2 => He∗2 + He 1.5× 10−27 [31]
R12 e + He+ => He∗ 6.76× 10−13

× T−0.5
e [32]

R13 e + He + He+ => He + He∗ 1× 10−26
× (Te/0.026)−2 [33]

R14 e + He+2 => He∗ + He 8.82× 10−9
× (Te/0.026)−1.5 [33]

R15 e + He+2 => 2He 1.0× 10−8 [33]
R16 e + He + He+2 => 3He 2.0× 10−27 [31]
R17 e + He∗2 => 2e + He+2 9.75× 10−16

× T0.71
e × exp(−3.4/Te) [32]

R18 He∗ + 2He => 3He 2.0× 10−34 [31]
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Table A1. Cont.

Index Reaction Rate Coefficient Reference

R19 He∗ + He∗ => e + He+2 2.03× 10−9 [31]
R20 He∗ + He∗ => e + He + He+ 8.7× 10−10 [15]
R21 He+ + 2He => He+2 + He 1.4× 10−31 [31]
R22 He∗ + 2He => He∗2 + He 2.0× 10−34 [34]
R23 He∗ + He∗2 => He+ + 2He + e 5.0× 10−10 [15]
R24 He∗ + He∗2 => He+2 + He + e 2.0× 10−9 [35]
R25 He∗2 + He∗2 => He+ + 3He + e 3.0× 10−10 [35]

R26
He∗2 + He∗2 =>

He+2 + 2He + e
1.2× 10−9 [15]

R27 He∗2 + He => 3He 1.5× 10−15 [33]

Note: Te denotes the electron temperature in eV. He∗ represents He(23 S) and He(21 S). He∗2 represents He2(a3Σ+
u ).

ne is the electron density in m-3. The unit of reaction rate coefficient for two body reactions and three body reactions
are m3/s and m6/s, respectively. f (Te) indicates the rate coefficient as function of the electron mean temperature
calculated by Bolsig+ [30], and the cross-section data from IST-Lisbon database [36] was used as the input parameter
of the calculation.
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