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Abstract

:

The convolutional neural network (CNN) has been widely used in image recognition field due to its good performance. This paper proposes a facial expression recognition method based on the CNN model. Regarding the complexity of the hierarchic structure of the CNN model, the activation function is its core, because the nonlinear ability of the activation function really makes the deep neural network have authentic artificial intelligence. Among common activation functions, the ReLu function is one of the best of them, but it also has some shortcomings. Since the derivative of the ReLu function is always zero when the input value is negative, it is likely to appear as the phenomenon of neuronal necrosis. In order to solve the above problem, the influence of the activation function in the CNN model is studied in this paper. According to the design principle of the activation function in CNN model, a new piecewise activation function is proposed. Five common activation functions (i.e., sigmoid, tanh, ReLu, leaky ReLus and softplus–ReLu, plus the new activation function) have been analysed and compared in facial expression recognition tasks based on the Keras framework. The Experimental results on two public facial expression databases (i.e., JAFFE and FER2013) show that the convolutional neural network based on the improved activation function has a better performance than most-of-the-art activation functions.
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1. Introduction


As is known to all, the development of computer technology has promoted the considerable progress of many different fields, such as artificial intelligence, pattern classification, machine learning and other research fields. A harmonious human–computer relationship is a necessary condition for achieving natural interaction. Mehrabiadu [1] pointed out that facial expressions convey 55 percent of the useful information in communication, while sound and language only convey 38 percent and seven percent, respectively. Therefore, a wealth of emotional information is passed by facial expressions. In order to realise a more intelligent and natural human-machine interaction, facial expression recognition has been widely studied in the past few decades [2,3,4,5], and it has attracted more and more researchers’ attention. S Poria et al. [6] proposed a novel methodology for multimodal sentiment analysis, and this method consisted of harvesting sentiments from Web videos. Chaturvedi et al. [7] used deep learning to extract features from each modality and then projected them to a common AffectiveSpace that was clustered into different emotions.



In the era of big data, traditional machine learning methods cannot meet the needs of timeliness, performance and intelligence. Deep learning [8] has shown excellent information processing capabilities, especially in classification, identification and target detection. More abstract high-level features or attribute features can be formed based on deep learning, which will improve the final accuracy of classification or prediction. The convolutional neural network [9], as a special deep learning architecture, can extract image features accurately. It has been widely used in academic circles and practical industrial applications, especially in different areas of the computer vision filed. Hayit Greenspan et al. [10] proposed an overview and the future promise of medical image analysis based on CNNs and other deep learning methodologies. Masoud Mahdianpari et al. [11] proposed a detailed investigation of state-of-the-art deep learning tools for classification of complex wetland classes using multispectral RapidEye optical imagery, and examined the capacities of seven well-known deep ConvNets, namely, DenseNet121, InceptionV3, VGG16, VGG19, Xception, ResNet50, and InceptionResNetV2, for wetland mapping in Canada. M Baccouche et al. [12] proposed a fully automated deep model, which learns to classify human actions without using any prior knowledge. In view of the advantages and applications of CNN in image recognition, this paper proposes a facial expression recognition method based on the CNN model.



The convolutional neural network is a non-fully connected multilayer neural network, which is generally composed of a convolution layer (Conv), down-sampling layer (or pooling layer) and full-connection layer (FC). Firstly, the raw image is convoluted by several filters on the convolution layer, which can get several feature maps. Then the feature is blurred by the down-sampling layer. Finally, a set of eigenvectors is acquired through a full connection layer. The architecture of convolutional neural network is represented in Figure 1.



In the practical application of the CNN model, there is a lot of room for improvement due to its complex structure. Many researchers have made a lot of effective ways to improve the recognition results of the CNN model. Some studies have been done on image classification methods [13,14]. Some studies have been done on the design of adaptive learning rate [15,16,17]. There are other studies which have been done on the design in the dropout layer [18,19,20]. All these above methods have improved the expression ability of the convolutional neural network to some extent. For the CNN model, the activation function is its core, which can activate the feature of neurons to solve nonlinear problems. A proper activation function has a better ability to map data in dimensions [21,22]. When the network has linear properties, the linear equation of the function and its combination only have the ability of linear expression, which will make the multilayer of the network have no meaning. An activation function is used to increase the expression ability of a neural network model, which can make the deep neural network truly have the significance of artificial intelligence. Considering the importance that the activation function plays in convolutional neural networks, the influence of the activation function on the recognition accuracy rate of facial expressions is studied in this paper.



The sigmoid function [23] and the tanh function [24] have been widely used in the convolution classification model during the beginning of deep learning research, but all of them are easy to make the convolution model appear the phenomenon of gradient diffusion. The coming of ReLu function [25] has effectively solved the above problem, and it has good sparsity. Krizhevsky et al. [26] firstly used ReLu as the activation funcation in the competition of ImageNet ILSVRC in 2012. Among common activation funcations, ReLu is best of them, but this function also has some shortcomings. Because the gradient of this function in the negative value is zero, and neurons in CNN model may undergo the phenomenon of "necrosis" during the training process.



Between 2013 and 2015, some researchers have proposed improved activation functions based on the phenomenon of "necrosis" that brought by ReLu function, such as: leaky ReLus [27], ELU [28], PReLu [29], tanh-ReLu [30], and so on.



Although great success have been made by the above improved functions in some special fields, the recognition result is unsatisfactory in facial expression recognition in this paper. In order to improve the accuracy rate of recognizing facial expressions, the influence and design principle of activation function in CNN model is studied, and a new activation function activation function is proposed in this paper. Experimental results on multiple facial expression data sets show that the accuracy rate by using the new activation function is much higher than that using common activation functions. With the same learning rate, the new function makes the model converge faster than other activation functions.



The paper is arranged as follows: After this introduction, related Work (Section 2) presents the importance of the activation function in the CNN model and some common activation functions, meanwhile, the design principle of the activation function and an improved activation function is proposed in this section. Section 3 focuses on the structure of the CNN model that used in this paper. Section 4 shows multiple experimental results. Finally, Section 5 summarizes and concludes this paper.




2. Activation Functions


The activation function refers to the feature of activated neurons can be retained and mapped out by a non-linear function, which can be used to solve nonlinear problems. The activation function is used to increase the expression ability of the neural network model, which can make the neural network has the meaning of artificial intelligence.



2.1. The Significance of the Activation Function


Since deep learning was put forward by Hinton in 2006, many researchers have made innovations from different directions for convolutional neural network. This paper mainly studies the effect of the optimization of activation function on improving the accuracy rate in facial expression classification. For a single layer perceptron [31], the binary classification operation can be easily performed, which can be seen in Figure 2.



In Figure 2,   y 1   can be defined as:


   y 1  =  w 1   x 1  +  w 2   x 2  + b  



(1)







When    y 1  = 0  , the line for classification can be obtained. Since the problem of linear indivisibility cannot be handled by the single layer perceptron, the multiclass problem can be solved by the multilayer perceptron [32] based on Equation (2).


   y 1  =  ∑  i = 1  n    w i   x i   + b  



(2)







But because the essence of the classifier is a linear equation, no matter the combination, it cannot deal with the classification problem of a non-linear system. Therefore, the activation function is introduced in the perceptron, which can be seen in Figure 3.



In Figure 3, the output of the model can be defined as:


   y 2  =  w 1   x 1  +  w 2   x 2  + b  



(3)






  y = σ (  y 2  )  



(4)







The perceptron with an activation function can deal with the classification problem of the non-linear system by Equations (3) and (4).




2.2. The Comparison and Study of Traditional Activation Functions


The activation function is the core of a deep neural network’s structure, and common activation functions include: sigmoid, tanh, ReLu and softplus, which can be seen in Figure 4.



2.2.1. Common Activation Functions


The curve of sigmoid function is shown in Figure 4a, which is a common non-linear activation function. The output of this function is bounded, and it was widely used as the activation function in deep neural networks during the early age of deep learning. Although the characteristic of the sigmoid function is consistent with the synapses of neurons in neurology, and the derivative of this function is convenient to get, the function is rarely used nowadays due to its shortcomings. From the curve of sigmoid function, this function has the characteristic of soft saturability. That is, the slope of the graph tends to be zero when the input is very large or very small. When the slope of the function is close to zero, the gradient that passed to the underlying network becomes very small, which will make network parameters difficult to be trained effectively. Meanwhile, the direction of weight update only to one direction due to the output of this function is always positive, which will affect the convergence rate. The formula of sigmoid function is defined as:


  f  ( x )  =  1  1 +  e  − x      



(5)







The tanh function is the updated version of the sigmoid function on the range, which is a symmetric function centred on zero. Its output is bounded, and it brings nonlinearity to the neural network. The curve of this function can be seen in Figure 4b. The convergence rate is higher than the sigmoid function, but the problem of gradient diffusion also exists. The formula of tanh function is defined as:


  f  ( x )  =   1 −  e  − 2 x     1 +  e  − 2 x      



(6)







The trendy activation function in neural network is the ReLu function, which is a piecewise function. The curve of this function is shown in Figure 4c. From the curve of this function, this function will force the output to be zero if the input value is less than or equal to zero. Otherwise, it will make the output value equal to the input value. The method of directly forcing some data to be zero can create a moderate sparse characteristic to some extent. Compared with the previous two functions, the ReLu function provides a much faster computing rate. Since ReLu is unsaturated, there is no gradient diffusion problem, unlike sigmoid and tanh functions. Although the ReLu function has great advantages, it also has some shortcomings. Since the derivative of the ReLu function is always zero when the input value is negative, it is likely to present neuronal necrosis when a neuron with a large gradient passes through the ReLu function, which will affect the final recognition result. The equation of this function is defined as:


  f ( x ) = max ( 0 , x )  



(7)







The softplus function, as shown in Figure 4d, is similar to ReLu function. From the curve of this function, the difference between the softplus function and the ReLu function can be seen clearly. This function has small reservations about values less than 0, which will decrease the possibility of neuronal death. But this function has much more computation than ReLu function. The formula of this function is defined as:


  f  ( x )  = ln  ( 1 +  e x  )   



(8)







In summary, the ReLu function is the best of the many extant activation functions. Although this function has many advantages in signal response, it only works in terms of forward propagation. It is easy to make the model output zero, and it cannot be trained again, because all the negative values are omitted. For example, if one value in the randomly initialised value (W) is negative, the characteristics of the corresponding positive input are all shielded. In a similar way, the corresponding negative input values are activated instead. This is obviously not the desired outcome. Therefore, some variant functions have evolved on the basis of the original ReLu function.




2.2.2. Common Variations of ReLu Function


Many researchers have proposed some improved activation functions based on the phenomenon of "necrosis" that appeared with the ReLu function between 2013 and 2015, such as leaky ReLus, ELU, tanh-ReLu and softplus–ReLu. The curves of these variations can be seen in Figure 5.



The equations of these above activation functions are respectively defined as:


  f  ( x )  =      x      ( x > 0 )       a · x  ( o t h e r w i s e )       



(9)






  f  ( x )  =      x         ( x ⩾ 0 )       a ·  (  e x  − 1 )    ( o t h e r w i s e )        



(10)






  f  ( x )  =        1 −  e  − 2 x     1 +  e  − 2 x       ( x < 0 )        max ( 0 , x ) ( o t h e r w i s e )       



(11)






  f  ( x )  =      ln  ( 1 +  e x  )  − ln 2   ( x < 0 )        max ( 0 , x )    ( o t h e r w i s e )       



(12)







Although the above variation functions have achieved good recognition results on some data sets, the experimental results of facial expression recognition in this paper are not satisfactory. Therefore, this paper analyses the activation function in the CNN model and designs a new activation function. Through the comparison of several experimental results, it is found that the performance of the new function is stable, and the accuracy of the test set is also improved to a certain extent on the basis of improving convergence.




2.2.3. Analysis and Research on the Design Method of Activation Function in the Convolution Neural Network Model


There are two parts in the training process of a convolutional neural network: forward propagation and back propagation. The forward propagation refers to a process in which the input signal passes through one or more network layers, and gets the actual output in the output layer. The back propagation is the process of making the actual output closer to the expected value by calculating the error between the actual output and desired output. By analysing the processes of forward propagation and back propagation, the role the activation function played in the training process of the convolutional neural network can be easily understood by us.



Since the activation function plays a similar role in each layer of the neural network model, this paper takes the convolutional layer as an example to analyse the role of the activation function in forward propagation and back propagation.



In the process of forward propagation, the output of the previous layer convolves by the convolution kernel, and the output of this layer can be gotten by the following equations:


   u j l  =  ∑  i ∈  M j      x j  l − 1    k  i j  l   +  b j l   



(13)






   x j i  = f  (  u j l  )   



(14)




where   x j  l − 1    is the output feature map of the i channel in the previous layer;   k  i j  l   refers to the convolution kernel matrix; the net output   u j l   of the l layer can be calculated by the output feature map of the previous layer; the output   x j l   of the l layer and the j channel can be gotten through the activation function f .



According to Equations (13) and (14), the function of the activation function in the convolution layer is to reprocess the result of the convolution operation and sum up the convolution values during the forward propagation, which can make a nonlinearity relation between the input and the output of the convolution layer, and enhance the expression ability of features. The analysis of the forward propagation Illustrates that the activation function cannot be a constant function or other linear functions. Since each layer has an activation function, the output calculation of activation function should be as simple as possible to ensure the training speed of the model.



In the process of back propagation, the parameters for the convolution layer need to be tuned are convolution kernel parameters k and bias b. By calculating the loss between the actual output and the expected output and acquiring the partial derivatives of the loss,   Δ k   and   Δ b   can be gotten. The detailed process is listed as follows:




	(a)

	
Calculate the loss function E; the squared error loss function is selected in this paper.




	(b)

	
Calculate the sensitivity of the l layer. The sensitivity of the convolution layer l can be gotten by the sensitivity of the next sample layer   l + 1  :


   δ j l  =   ∂ E   ∂  u j l    =  β j  l + 1    (  f ′   (  u j l  )  o u p  (  δ j  l + 1   )  )   



(15)




where   δ j l   is the sensitivity of the j channel in l layer,   β j  l + 1    is the weight of the sample layer,   f ′   is the derivative of the activation function, o refers to make multiply operation for each function and   u p   stands for the up-sampling operation.




	(c)

	
The partial derivative of the parameter can be obtained by the sensitivity:


    ∂ E   ∂  b j l    =  ∑  u , v     (  δ j l  )   u , v    



(16)






    ∂ E   ∂  k  i j  l    =  ∑  u , v     (  δ j l  )   u , v     (  x i  l − 1   )   u , v    



(17)








	(d)

	
Update the parameters in the convolution layer


  Δ  k  i j  l  = − η   ∂ E   ∂  k  i j  l     



(18)






  Δ  b l  = − η   ∂ E   ∂  b l     



(19)




where  η  is the learning rate.









In the process of back propagation, there is a linear relationship between the final parameter update step size and the derivative of the activation function; therefore, the derivative of the activation function will directly affect the convergence speed of the convolutional neural network model. In the early training stage, parameters need to be updated quickly to the optimal values, which requires the derivative of the first half of the activation function to be big enough to accelerate the convergence speed of the model. Then the parameter update speed slows down and gradually approaches the optimal value, which requires the derivative of the second half of the activation function to be smaller and smaller, and the derivative approaches a value close to zero to ensure the convergence of the model.



From the above analysis, it can be seen that:



	(1)

	
The derivative of the first half of the activation function should be large enough to enable the parameters to be rapidly updated to the vicinity of the optimal value.




	(2)

	
The derivative of the second half gradually reduces to a value close to zero, so as to realise fine-tuning of parameters.







Based on the theory analysis above-mentioned, the derivative of the first half of the activation function should be large enough to enable the parameters to be rapidly updated to the vicinity of the optimal values. The derivative of the second half gradually reduces to a value close to zero, so as to realise fine-tuning of parameters. A single activation function cannot satisfy these two points at the same time; hence, the activation function needs to be pieced together to realise this request. A new piecewise activation function is proposed in this paper based on the above analysis. The first half curve is controlled by softsign function, and the curve of this function can be seen in Figure 6a. The equations of softsign function is defined as:


  f  ( x )  =  x  1 +  x     



(20)







Compared with common activation functions sigmoid, tanh and softplus, the slope of the curve near 0 in the left half axis is larger, and it will approach the optimal value faster. The curve of the derivative of softsign function can be seen in Figure 6b, and its biggest advantage is that it can keep changing and maintain a value greater than zero, which makes the model continue to converge. The second half curve is controlled by ReLu function, which can reserve some good characteristics of ReLu function. But the combination function that is only composed of the softsign function and ReLu function cannot satisfy the design principle being analysed in Section 2.2.3, and the experimental results in this paper (using this combination function) are unsatisfactory. In order to slow the upward trend of the curve for preventing the gradient explosion problem, an adjustable log function is added in the region of   x > k ( k > 0 )  .



The new activation function can be seen in Figure 7, and the equation of the new variation of the activation function can be defined as:


  f  ( x )  =       x  1 +  x                  x ⩽ 0       max ( 0 , x )           k ⩾ x > 0       log  ( a * x + 1 )  +   log ( a * k + 1 ) − k    x > k       



(21)







Advantages of the the new activation function(SL-ReLu):




	(1)

	
With the gradual deepening of training, it is possible to bring about the problem of neuron death, which will make the weight fail to be updated normally. In order to solve the problem, the softsign function has been used in the region of   x < 0  . The addition of the new function can avoid the problem of mass neuronal death, because the new function is designed to selectively activate many negative values, not mask a large number of signals in the negative half of the shaft. From the trend of the derivative curve in Figure 6b, the derivative of the softsign function changes faster in the region near zero. This characteristic indicates that this function is more sensitive to data, and it is more beneficial to solve the gradient disappearance problem that is caused by the derivative at both ends being zero. In addition, in the negative axis, the derivative of softsign function keeps changing, and decreases slowly, which can effectively reduce the occurrence of the phenomenon of non-convergence of the training model.




	(2)

	
ReLu function is used in the region of   0 < x < k  . Combined with the curve in the positive half axis of ReLu function, the combined activation function can have some characteristics of ReLu function. The new combined function accelerates the convergence speed of the model, and greatly reduces the possibility of gradient disappearance.




	(3)

	
Meanwhile, in order to reduce the problem of gradient explosion produced by a large amount of data in deep network, an adjustable log function is applied in the region of   x > k  . The aim of the log function is to slow the upward trend to prevent the gradient explosion problem that is brought about by the large amount of data in a deep network.












3. The Design of the CNN Model Based on the Transfer Learning Method


3.1. The Introduction of the Transfer Learning Method


Although the CNN model has a good performance in image classification tasks, a large number of training samples are needed in training process. In reality, the access to a large number of labelled training samples requires a large amount of manpower and material resources, which is difficult for this task. The use of the transfer learning method [33] solves the above problem, which allows the existing knowledge to be transferred to another similar task with a small number of labelled samples. The detailed description of transfer learning can be seen in Figure 8.



Transfer learning can be defined as: A source domain   D s  , learning task   T s  , a target domain   D T   and learning task   T T  . A deep CNN model is pretrained on the database in the source domain   D s   based on the learning task   T s  , and the pretrained deep CNN model will be retrained on the data set of the target domain   D T   based on its learning task   T T  . The final purpose of the transfer learning method is to use the existing knowledge in   D s   and   T s   to improve the learning ability of prediction function    f T   ( · )    in the target domain   D T  .




3.2. The CNN Model Based on the Transfer Learning Method


Inception-v3 has been trained by Google on the large image database (i.e., ImageNet), and can be used directly for image classification tasks. There are approximately 25 million parameters in this model, and 5 billion multiply and add instructions will be taken to classify one image. For a modern personal computer without a GPU, the Inception-v3 model can quickly classify an image. There are 15 million images that belong to 22,000 categories in the ImageNet dataset. Its subset contains 1 million images and 1000 categories, which corresponds to the current most authoritative image classification competition, LSVRC. Several weeks may be spent on training this model with a normal personal computer (PC); therefore, it is not possible to train the deep model on a normal PC. The pretrained Inception-v3 model is used in this paper for facial expression classification. This pretrained model can be downloaded online and it can be used to classify facial expression images. The flowchart of the CNN model can be seen in Figure 9.





4. Experiments and Results


4.1. Databases


(1) JAFFE database [34]: The database was published in 1998, and it is a relatively small database. This database includes 213 images that were produced by 10 Japanese women, and each person has seven emotional images: disgust, anger, fear, happiness, sadness, surprise and neutrality. Since the size of this data set is too small to train a better convolutional neural network model, a reliable data augmentation method needs to be used for the database. Table 1 shows the number of new samples produced by some traditional data augmentation methods, such as the geometric transformation method and colour space method. Figure 10 shows some images regarding the database.



(2) The Facial Expression Recognition 2013 (FER-2013) database [35]: The database includes 35,887 different images. The training set consists of 28,709 examples. The public test set used for the leaderboard consists of 3589 examples. The final test set consists of another 3589 examples. The data consists of 48 × 48 pixel grayscale images of faces. There are seven expressions labelled in this database: neutral, happy, sad, surprised, angry, disgusted and fearful. Table 2 shows the number of training samples in this database. Figure 11 shows some images about the database.




4.2. Results


Figure 12 shows the corresponding confusion matrixes with the learning rate 0.001. This paper adopts the method of cross validation to improve the reliability of the identification results. All facial expression samples were divided into two subsets: one is the sample set and the other is the test set. All face image samples were divided into five parts by using the method of k-fold cross validation (k = 5), among which four parts were used as training samples and one part was used as test samples. The experiment was repeated for five times, and the mean value was taken as the final experimental result. Table 3 shows the detailed average accuracy rates based on cross validation method. Table 4 shows the comparison between the average accuracy rate produced by the new function and most state-of-the art-methods.



From the confusion matrixes in Figure 12 and Table 3, the new activation function can ensure the training model a higher recognition rate than that of other common activation functions. From Table 3, the accuracy rate that produced by the new activation function is 3.66%, 5.16%, 4.53%, 4.96% and 42.48% higher than those of the sigmoid function, tanh function, ReLu function, leaky ReLus function and softplus–ReLu function. Table 4 indicates that the new method has a better performance than that of most state-of-the art-methods.



For FER2013 database, Figure 13 shows the corresponding confusion matrixes with the learning rate 0.001. Table 5 shows the detailed average accuracy rates based on Figure 13. Table 6 shows the comparison between the average accuracy rate produced by the new function and those of most state-of-the art-methods.



From the confusion matrixes in Figure 13 and Table 5, the new activation function can ensure the training model a higher recognition rate than those of other common activation functions. From Table 5, the accuracy rate produced by the new activation function is 2.21%, 45.60%, 9.79%, 3.38% and 54.9% higher than those of sigmoid function, tanh function, ReLu function, leaky ReLu function and softplus–ReLu function. Table 6 indicates that the new method has a better performance than those of most state-of-the art-methods.




4.3. Extensibility


In order to verify the extensibility of the new activation function, a convolutional neural network model is constructed according to the structure design of convolutional neural network, which is used to verify the recognition effect of different activation functions in data sets. The The schematic diagram of the seven-layer convolutional neural network model is shown in the Table 7. Figure 14 shows the different recognition rates of the CNN model with different activation functions. From Figure 14, the new activation function still performs well.



At the same time, a face attitude dataset (CMU-PIE) [48] is used to further verify the influence of the new activation function on the convolutional neural network model, which can be seen in Figure 15. CMU-PIE face dataset includes 40,000 photos from 68 people, in five poses. Figure 16 shows the experimental results. From Figure 16, the the new activation function can make the CNN model have a good performance.





5. Conclusions


CNN model is widely used in image classification tasks. Due to the complexity of this model, there is a lot of room for improvement, and many researchers have proposed a number of methods to improve the accuracies of different CNN models. The activation function is an important part of convolutional neural network, which can map out the non-linear characteristic. From the perspective of the activation function, this paper studies the influence of the activation function in the CNN model on facial expression recognition, and proposes a new variant function based on the ReLu function. This new activation function not only preserves some of the features of ReLu function, but also makes full use of the advantages of an adjustable log function and the softsign function according to the design principle of the activation function. The neutral network based on LS–ReLu function can avoid the over-fitting problem of the model in the training process and reduce the oscillations problem. Figure 12 and Figure 13 can demonstrate the advantages of the new function in detail. Table 4 and Table 6 show that the facial expression recognition system proposed in this paper has a better performance than most state-of-the-art methods.
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Figure 1. The general structure of a convolutional neural network. 
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Figure 2. A single layer perceptron without activation function 
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Figure 3. A single layer perceptron with an activation function. 
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Figure 4. The graphs of four common different activation functions. The names of the above curve functions are: the sigmoid function, the tanh function, the ReLu function and the softplus function. 
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Figure 5. The curves of variant functions based on the ReLu function. 
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Figure 6. The curve of the softsign function. (a) The curve of the original function. (b) The derivative curve of softsign function in the negative-half axis. 
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Figure 7. The new activation function. 
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Figure 8. The comparison of two different learning methods. The learning method on the left is that every new leaning should start from zero. The learning method on the right is that each new learning is based on the previous experience, and it does not require a large training sample. 
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Figure 9. The flowchart of transfer learning method. The parameters in the red dotted line were trained in the large sample, and these parameters can be directly transferred to the new small training samples for fine-tuning, and the new fully connect layer and the new softmax layer are retrained by the new target training samples. 
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Figure 10. Some images of JAFFE database. From left to right: anger, disgust, fear, happiness, neutrality, sadness and surprise. 
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Figure 11. Some images of FER2013 database. From left to right: anger, disgusted, fearful, happy, normal, sad and surprised. 






Figure 11. Some images of FER2013 database. From left to right: anger, disgusted, fearful, happy, normal, sad and surprised.



[image: Applsci 10 01897 g011]







[image: Applsci 10 01897 g012 550] 





Figure 12. The confusion matrixes based on six different variant activation functions for JAFFE database. From left to right, the corresponding activation functions are: sigmoid, tanh, ReLu, leaky ReLus, softplus–ReLu and the new activation function (LS–ReLu). 
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Figure 13. The confusion matrixes of the same CNN structure with six different variant activation functions for FER2013 database. From left to right, the corresponding activation functions are: sigmoid, tanh, ReLu, leaky ReLus, softplus–ReLu, and the new activation function (LS–ReLu). 
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Figure 14. Experimental results based on the new created CNN model with six different activation functions. 
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Figure 15. Some images of CMU-PIE database. 






Figure 15. Some images of CMU-PIE database.



[image: Applsci 10 01897 g015]







[image: Applsci 10 01897 g016 550] 





Figure 16. The recognition results of CMU-PIE database based on two different CNN models. 
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Table 1. This table describes the sample number of JAFFE database.
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JAFFE Dataset






	
Expression Labels

	
Samples




	
angry

	
6031




	
disgust

	
5264




	
fear

	
5911




	
happy

	
4640




	
neutral

	
5391




	
sad

	
5873




	
surprise

	
5907
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Table 2. This table describes the sample number of FER2013 database.
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FER2013 Dataset






	
Expression Labels

	
Training Samples

	
Testing Samples




	
angry

	
3995

	
491




	
disgust

	
436

	
55




	
fear

	
4097

	
528




	
happy

	
7215

	
879




	
normal

	
4965

	
626




	
sad

	
4830

	
594




	
surprise

	
3171

	
416
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Table 3. This table summarises the average accuracy rates produced by different common activation functions and the new activation function in facial expression recognition on JAFFE database.
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	JAFFE Dataset
	
	
	
	
	
	





	Learning Rate
	Sigmoid
	Tanh
	ReLu
	LeakyReLus
	Softplus-ReLu
	New (LS–ReLu)



	learning rate = 0.001
	96.25
	94.75
	95.38
	94.95
	57.43
	99.91
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Table 4. This table summarises the current state of the art in facial expression recognition on JAFFE database.
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	JAFFE Dataset
	
	





	Author
	Method
	Acuuuracy (%)



	AI Abdullah [36]
	FLDA+KNN
	95.09



	M.K.Mohd Fitri Alif [37]
	Fused CNN
	83.72



	André TeixeiraLopes [38]
	CNN+preprocessing
	82.10



	Ping Liu [39]
	BDBN
	68.00



	CaifengShan [40]
	LBP+SVM
	41.30



	Shan [41]
	deep learning
	99.3



	Yee [42]
	LapCLTP
	98.78



	Nandi [43]
	Circumcenter-Incenter-Centroid Trio Feature
	97.18



	This paper
	new method
	99.66
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Table 5. This table summarises the average accuracy rates produced by different common activation functions and the new activation function in facial expression recognition on FER2013 database.
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	FER2013 Dataset
	
	
	
	
	
	





	Learning Rate
	Sigmoid
	Tanh
	ReLu
	LeakyReLus
	Softplus-ReLu
	New (LS–ReLu)



	learning rate = 0.001
	87.91
	44.52
	80.33
	86.74
	35.22
	90.16
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Table 6. This table summarises the current state of the art in facial expression recognition on FER2013 database.
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	FER2013 Dataset
	
	





	Author
	Method
	Acuuuracy (%)



	Liu [39]
	ECNN
	69.96



	Minchul Shin [44]
	Raw+CNN
	62.2



	Minchul Shin [44]
	Hist+CNN
	66.67



	Minchul Shin [44]
	Is+CNN
	62.16



	Minchul Shin [44]
	DCT+CNN
	56.09



	Minchul Shin [44]
	DOG+CNN
	58.96



	Amani Alfakih [45]
	multi-view DCNN
	72.27



	YAR H [46]
	Gender+CNN
	94



	Agrawal [47]
	CNN+kernel size and number of filters
	65



	this paper
	new method
	90.16
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Table 7. The structure of convolutional neural network.






Table 7. The structure of convolutional neural network.











	Layer
	Input
	Kernel Size
	Output





	Conv
	96 × 96
	5 × 5
	92 × 92



	Conv
	92 × 92
	5 × 5
	88 × 88



	Pool
	88 × 88
	2 × 2
	44 × 44



	Conv
	44 × 44
	3 × 3
	42 × 42



	Pool
	42 × 42
	2 × 2
	21 × 21



	Conv
	21 × 21
	3 × 3
	19 × 19



	Conv
	19 × 19
	3 × 3
	17 × 17



	Conv
	17 × 17
	5 × 5
	13 × 13



	Conv
	13 × 13
	3 × 3
	11 × 11



	Conv
	11 × 11
	2 × 2
	5 × 5



	FC
	
	
	



	Softmax
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