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Abstract: Financial area analysis is not limited to enterprise performance analysis. It is worth
analyzing as wide an area as possible to obtain the full impression of a specific enterprise. News
website content is a datum source that expresses the public’s opinion on enterprise operations,
status, etc. Therefore, it is worth analyzing the news portal article text. Sentiment analysis in
English texts and financial area texts exist, and are accurate, the complexity of Lithuanian language
is mostly concentrated on sentiment analysis of comment texts, and does not provide high accuracy.
Therefore in this paper, the supervised machine learning model was implemented to assign sentiment
analysis on financial context news, gathered from Lithuanian language websites. The analysis was
made using three commonly used classification algorithms in the field of sentiment analysis. The
hyperparameters optimization using the grid search was performed to discover the best parameters
of each classifier. All experimental investigations were made using the newly collected datasets from
four Lithuanian news websites. The results of the applied machine learning algorithms show that
the highest accuracy is obtained using a non-balanced dataset, via the multinomial Naive Bayes
algorithm (71.1%). The other algorithm accuracies were slightly lower: a long short-term memory
(71%), and a support vector machine (70.4%).

Keywords: sentiment analysis; financial news analysis; supervised machine learning; Lithuanian language

1. Introduction

In the business field, companies are always attempting to discover the best solutions
on how to optimize the business process by implementing new technologies. There are
various reasons to do so, such as increasing company profits, discovering new reliable
partners for expansions, etc. As a rule, companies always have stored data about the
clients and partners, but this information is more official and provided by the users
themselves. Therefore, one solution is to find more unstructured information about clients
in social networks, blogs, news websites, or other public sources, and then perform the
sentiment analysis. Current research mostly focuses on user or client comments, but we
analyze news website texts, where the structures of the texts are different from comments.
Sentiment analysis is the field of data analysis, where the main aim is to assign the sentiment
to unknown texts, usually positive, negative, or neutral, or in other words, emotion
extraction [1]. It can help to identify the viewpoint about something solely from written
text; it is the first step of context analysis. Sentiment analysis can be used in various fields,
such as analysis of customer reviews [2], YouTube user comments [3], social networks [4],
websites news [5], etc., but the main concept of sentiment analysis is the same—to retrieve
the short texts and assign the sentiment.

The most commonly used ways to perform sentiment analyses are via lexicon-based
methods and classification algorithms. The goal of the lexicon-based method [6] is to
prepare the positive and negative list of words, and later, use tagging algorithms to assign
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the values (positive, negative) to the words in the texts. In such a way, according to the
tagged word frequency, the score is calculated and the sentiment is assigned. The main
problem of this method is to correctly prepare the lists and to find the best score, which
allows separating datasets into the sentiment groups, especially when the neutral sentiment
is used. To use the classification algorithms [7], the main aim is to correctly prepare and
preprocess the dataset, and preferably use a large number of dataset items to train a model.
The various classifiers and their parameters can be used to obtain the best results, so deep
analysis must be conducted.

The difficulty of sentiment analysis is that, even for a human, it is sometimes hard
to decide the difference among positive, negative, and neutral texts. Usually, in the same
text, there can be two sentiments, so sentiment analysis accuracy is often not so high. In
this paper, both methods were used to assign the sentiment analysis of financial context
Lithuanian news. The newly collected dataset from four main Lithuanian news websites
were collected and experimentally analyzed [8]. There is no database where this kind of
information would be freely accessed. Most sentiment datasets are oriented on comment
sentiment estimation; therefore, it is unknown how accurate sentiment can be estimated
on financial news topics published on websites. Therefore the paper’s main contribution
is datasets for sentiment analysis for financial news, as well as research on how effective
existing classification methods are for sentiment estimation with this dataset.

To perform the lexicon-based approach we used the positive and negative bigrams
prepared with financial company experts. The supervised machine learning model was
implemented to discover the best classifier for our collected dataset. The multinomial Naive
Bayes, support vector machine, and a long short-term memory algorithm were analyzed
and compared. To evaluate the results, the model accuracy was calculated. Moreover,
hyperparameters optimization was used to discover the best parameters for each classifier.
In Section 2, the related works are analyzed. The implemented supervised machine model
for sentiment analysis are described and presented in Section 3. Moreover, in this section,
the newly collected dataset is described. Finally, the experimental investigation and results
comparison are presented in Section 4.

2. Related Works

These days, the most common solution for a smart system is the application of arti-
ficial intelligence (AI) techniques. AI helps to solve various tasks, such as classification,
prediction, clustering, etc. One sub-area of artificial intelligence is machine learning (ML).
The main aim of ML in practice is to analyze data, learn from obtained results, and then
make a decision or prediction about something in the analyzed area. The more the ML
model learns by feeding it data, the better the results will be. Nowadays, machine learning
models are used in different areas [9–11], but in all of them, the main model concept is
generally the same. There are various research studies on using machine learning for
sentiment analysis. For example, the Twitter sentiment analysis was performed using
a sentiment analysis model based on Naive Bayes and Support Vector Machine [12]. In
other research, the experiments were made using five machine learning algorithms to run
sentiment analyses of movie reviews [13]. Sentiment analysis solutions are used to predict
the stock market price based on Twitter message sentiment as well [14]. They all had the
same task—to find the best model for a specific dataset, but results can be obtained in
various ways. Machine learning models, according to the learning style, can be grouped as
supervised, unsupervised, and hybrid learning, where the main factor of choosing one of
them is the analyzed dataset (classified data, unclassified data).

Sentiment analysis is a classification task that attempts to predict whether a positive
or negative emotion is expressed in a text. Generally, it is a binary classification task—
the text is assigned to one of two classes (positive or negative), but often, as in this
paper, the third class is also relevant—a neutral opinion. In that case, it is considered
the multiclass classification task. Sentiment analysis can be applied in different areas,
such as user opinions on received products or movies recommendations, according to the
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user comments, etc. However, financial or business area texts have their specifics, which
have to be taken into account. General-purpose models are not effective enough, as some
specialized term and event text style is used in a financial context. Therefore, close to
general-purpose models for language understanding [15], pre-trained language models for
the financial area arise [16].

In 2018, Sahar Sohangi published a paper [17] in which he tried to extract sentiment
from user messages on the financial social platform StockTwits. In other words, an attempt
was made to predict whether the stock price would increase or not (binary classification)
based on sentiments of user messages using traditional machine learning (doc2vec) and
deep learning (LSTM and CNN) methods. The results showed that doc2vec is not effective
in extracting sentiment from the large financial news dataset and an accuracy of 0.67623
was achieved. Long short-term memory (LSTM) was constructed using the average pooling
layer and logistic regression layer in the last step. This solution also managed to achieve an
accuracy of 0.6923. The best accuracy was achieved with a convolutional neural network
(CNN)—0.9093 in 10.000 steps. Filters with sizes of 3, 4, and 5, max-pooling layer, dropout
regularization, and softmax as the last layer were used to construct this model. The
result of CNN was quite high, but it should be noted that only two classes were used in
this classificatory.

Comparative analysis of machine learning methods to extract sentiments from user
messages on the StockTwits platform was performed by Thomas Renault [18]. The research
was conducted with different sizes of balanced and unbalanced data and the results showed
that the size of the dataset had a greater effect on accuracy than the choice of method. It was
also shown that accuracy does not improve significantly when text features are composed
of more than two words (bigrams). The highest accuracy was obtained with the maximum
entropy classifier—0.74451. More complex methods do not necessarily guarantee higher
accuracy, so research should not rule out simpler methods.

Several authors applied natural language processing (NLP) techniques to extract
sentiment from financial data. Anita Yadav published a paper [19] in which financial
sentences were tagged with different parts of speech, and it was examined which pairs (of
parts) of speech revealed sentiment the most. The best accuracy of 0.79 was obtained using
a combination of noun and verb pairs. Xingchen Wan, in his paper [20], extracted a value
of sentiment for each company mentioned in financial news articles on the Reuters website.
A state-of-the-art attentive neural network model was used to identify sentiments and they
were used to discover a correlation between sentiment and associated market movements.

While financial area texts are more specific than general texts, non-English language
analysis has its specifics as well. The spelling of the Lithuanian language is complicated,
because of word form variety as well as sentence structure. Therefore, Lithuanian language
text analysis is still evolving [21,22]. Models for sentiment analyses of financial context texts
do not exist at the moment; however, research on different text classifications for Lithuanian
language exists. Jurgita Kapočiūtė-Dzikienė, in her paper, attempted to classify the Lithua-
nian comments from the news portal as positive, negative, or neutral [23]. Traditional
machine learning methods—support vector machines (SVM) and Multinomial Naïve Bayes
(MNB)—and deep learning methods—LSTM and CNN—were used for sentiment analysis.
The best results were achieved with a full unbalanced dataset including emoticons: MNB
achieved an accuracy of 0.735 and SVM—0.723 (both with restored diacritics). CNN was
able to achieve an accuracy of 0.705 with an unbalanced full dataset including emoticons,
but eliminated/excluding diacritics. The worst results were achieved with LSTM, using a
balanced dataset without preprocessing—0.612. The results of the Lithuanian language
text sentiment analysis are promising; however, it is unclear how efficient these methods
would be for financial context texts.

3. Supervised Machine Learning Model

In this paper, the supervised machine learning model was used as a classification task
to assign the sentiments for the financial news dataset collected from Lithuanian news
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websites. The scheme that represents the concept of our suggested model is presented in
Figure 1.
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Figure 1. The suggested supervised machine learning model.

This model can be considered as a two parts model: lexicon-based sentiment and
machine learning sentiment assignment. First, WEB scraping was used to collect the
financial news from four main Lithuanian news websites and store it in a database as a text.
To avoid the problems of some retrieved news not being strongly related to the financial
area, the dataset was preprocessed by the suggested financial context filter. This filter can
also be used as a sentiment assigned model to assign the sentiment to each dataset item:
positive, negative, and neutral. In the last three steps, the data are preprocessed and trained
using three commonly used classifiers in the sentiment analysis field: Naive Bayes, support
vector machine, and long short-term memory algorithms.

To evaluate the model quality and to find the best classifier for our model, the accuracy
was measured and compared. Moreover, the hyperparameter optimization using grid
search was implemented to find the best parameters for each classifier with the highest
accuracy. After the specified period, the dataset was updated, so the classifier had to be
retrained. When we obtained the trained classifier, the new data could be given to the
model as new input, and sentiments were assigned by the classifier.

3.1. Dataset

In this paper, performing experimental research, we used data collected from the four
most popular Lithuanian language news websites. The data were collected from September
2020 to March 2021, using the “business news” category. The collected records were highly
related to the financial area, where the texts were about financial operations, business
projects, investments, political decisions that influenced companies, business expansion,
law enforcement, etc. The data in the dataset were labeled by a company; the main field was
accounting and business management software development with employees having more
than 30 years of experience. Five experts from the financial department assigned sentiment
(positive, negative, neutral) to the dataset manually. A discussion was executed between
these employees to drive clear opinions on labeling guidelines. Moreover, portions of
already labeled data were occasionally relabeled, to test labeling quality (different persons
labeled the same records; differences in the labeling results were analyzed). The developed
dataset was published and is available in Kaggle [8].

The analyzed dataset consisted of 10,375 texts, where 5780 texts were assigned to the
class positive (POS), neutral (NEU)—1997 texts, and 2598 texts were negative (NEG). The
total number of words and punctuation in the text, so-called tokens, were calculated. The
distribution of the non-preprocessed and preprocessed dataset tokens are presented as a
histogram in Figure 2.
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As we can see, the majority of dataset texts received less than 100 tokens and just
202 texts received more. To avoid problems of choosing too many preprocess filters (such
as a frequent number of tokens), some text would become empty, so the main filters were
selected: numbers were removed, all letters were changed to lowercase, punctuation erased,
lower than 3-letter tokens were removed, Lithuanian language snowball stemmer was
used [24], and Lithuanian language common words stop list (451 words) were included.
After the dataset was preprocessed, all dataset items mostly received less than 82 tokens
and the highest token numbers was equal to 130. The experimental investigation was
performed using both non-preprocessed and preprocessed datasets.

The collected dataset was not balanced; the dominant class was positive, so it could
be the reason why the classifier could learn improperly. For such a reason, we balanced
the dataset in three ways and used it in an experimental investigation (Table 1). There was
no other way to balance the dataset not using the artificial methods, so, in this paper, we
chose to balance it by removing some parts of the dataset. Artificial methods to balance
datasets were not suitable for such kind of research, because the text would have lost the
natural text structure. According to the number of each class text, the dataset was POS
balanced, NEU balanced, and NEG balanced. In the POS balanced way, the original dataset
was used, because the dataset items from other class numbers were lower than positive, so
all of them were included. In the case of NEU balance, the neutral class texts were taken,
but the number of positive and negative class texts were shuffled and reduced randomly to
have the same amount of text as the neutral class. In the NEG balanced way, all negative
and neutral class texts were included, the positive class texts were reduced to the same
number as the negative class.

Table 1. The dataset balancing ways.

Balancing Records of Positive Class Records of Neutral Class Records of Negative Class Total Number of Texts

POS balance 5780 1997 2598 10,375
NEU balance 1997 1997 1997 5991
NEG balance 2598 1997 2598 7193
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3.2. Financial Context Filter

One of our suggested supervised machine learning model steps is a financial con-
text filter based on a lexicon of positive (597) and negative (510) bigrams. The lists of
bigrams were generated by five experts individually and then compared to eliminate
conflicting bigrams.

As above-mentioned, this filter can also be used as a sentiment assignment model
of financial news data. The base of sentiment analysis is text data analysis, so various
techniques can be used to analyze such kinds of data [25]. The general suggested financial
context filter scheme is given in Figure 3. At the first step, the dataset was preprocessed
according to the selected filters: numbers were removed, all letters were changed to
lowercase, punctuation erased, lower than 3-letter words were removed, and the Lithuanian
language snowball stemmer was used. In this step, the common Lithuanian word stop list
was not included as a filter, to avoid the wrong interpretation of bigrams in the sentiment.
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After the dataset was preprocessed, the bag of bigrams was created. According to
the prepared positive and negative bigrams lists [8], the bag of bigrams was tagged with
two tags: positive or negative. Before tagging was made, the Lithuanian snowball stemmer
was used for the bigrams list, to make it a similar meaning to a bag of bigrams of the
original dataset. The tagging was made with reverse bigrams too, in case bigrams were
written in a different order. The bigrams list was prepared, cooperated with a financial
company, and correctness confirmed and evaluated by five experts.

After the tagging process, the filtered dataset was given as an output, the experts
could then assign the sentiment manually. At the aggregation step, the positive and
negative number of tagged bigrams was calculated, which was later used to make a
sentiment assignment. In the literature, we can find many different scores of sentiment
assignments [26], but mostly in all of them, the total number of words or bigrams of
analyzed data (O), the number of tagged positive (P) and negative (N) bigrams were used.
The most common sentiment scores are presented in Table 2.
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Table 2. Sentiment scores.

Description 1 Sentiment Score

Absolute proportional difference.
The score falls in the interval [0, 1].

P−N
P+N+O (1)

Relative proportional difference.
The score falls in the interval [−1, 1].

P−N
P+N (2)

Logit scales.
The score falls in the interval (−∞,+∞). log(P + 0.5)− log(N + 0.5) (3)

The primary research showed that there is no significant difference in regards to which
sentiment score would be used with our dataset, so we chose the relative proportional
difference score (2). In the last stage of this model, the sentiment was assigned according
to the obtained score in such a way: positive—if the score was from the interval (0, 1],
negative—if the measure was from the interval [−1, 0), neutral—if the measure was equal
to 0.

In Figure 4, the distribution of the dataset is presented, where the sentiment is assigned
by experts (manual) and using our suggested financial context filter (automatic).
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As we can see, the number of dataset items assigned as a negative sentiment is
similar in both ways; the difference is equal to the 291 dataset items. The bigger difference
appears when we look at the numbers of the positive and neutral sentiments. The experts
assigned positive sentiment more often than neutral compared to the automatic sentiment
assignment. Using the automatic sentiment assignment dataset is more balanced than the
manual way. To find the accuracy of the automatic sentiment assignment, the confusion
matrix was calculated. Such kind of sentiment assignment model needs to be improved
because, for now, the obtained accuracy is not high (just equal to 44%), so a better solution is
needed. The best sentiment assignment is for the negative class, the worst for positive and
neutral. However, it can be self-evident, because even for a human, sometimes it is hard to
find the boundary between neutral and positive texts, each person’s interpretation varies.

3.3. Classification Algorithms and Their Quality Estimation

As above-mentioned, in this paper we chose two of the most commonly used tra-
ditional machine learning algorithms—Naive Bayes, a support vector machine (SVM),
and one deep learning algorithm, a long short-term memory (LSTM). The related review
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showed that these algorithms are suitable for sentiment analysis. Naive Bayes is a classifi-
cation algorithm that applies density estimation to the data. The base of this algorithm is a
Bayes theorem, where it naively assumes that the predictors are conditionally independent
of the given class [27]. In our research, we used a multinomial Naive Bayes algorithm. The
multinomial distribution is appropriate for a predictor whose observations are categorical.
Naive Bayes classifiers assign dataset items to the most probable class using these steps:
(1) estimate the densities of the predictors in each class; (2) model finds probabilities ac-
cording to Bayes rule; (3) dataset item classification by estimating the probability for each
class, and after, it assigns the dataset item to the class where the obtained probability is
the highest.

A support vector machine is a supervised machine learning algorithm [28]. The main
aim of the algorithm is to find an optimal boundary (hyperplane) between the possible
outputs, it can help in the classification or regression tasks. Generally, the SVM does not
support multiclass classification and it can deal just with binary classification, to separate
dataset items into two classes. For multiclass tasks, the same principle is used, when
the multiclass classification problem is split into multiple binary classification problems,
the so-called “one-vs.-one” and “one-vs.-rest” methods can be used. Both methods are
heuristic. Using the one-vs.-rest method, a binary classifier is trained on each binary
classification problem and predictions are made using the model that is the most confident.
The main issue of this method that the model has to be created for each class separately,
so then the model can be slow and have problems when a dataset is large or have a very
big number of classes. Unlike one-vs.-rest, the one-vs.-one approach splits the dataset into
one dataset for each class versus every other class. Each binary classification model can
predict one class and the model with the most predictions is predicted by the one-vs.-one
method. The various parameters, such as kernel scale or function, can influence the SVM
classification results.

A recurrent neural network (RNN) [29] is one of the artificial neural network (ANN)
types that uses past information to improve the network performance of current and future
inputs. The difference between RNN and other types of ANN, where the network contains
a hidden state and loops, which allows the network to store past information in the hidden
state and operate on sequences, makes the RNN unique. Over time, many algorithms based
on RNN modifications showed up; one commonly used is long short-term memory [30].
The main problem of RNN, in practice, is with learning long-term dependencies, because
recurrent neural networks are usually trained through the backpropagation method, so
it can deal with vanishing or exploding gradient problems. In other words, the network
weights can become very small or very high, so it limits and distorts the effectiveness of the
learning process. The long short-term memory algorithm overcomes this issue by using
the additional gates to control what information in the hidden cell makes it to the output
and the next hidden state. The LSTM network consists of a cell, input gate, output gate,
and forget gate, where the cell remembers values over some time intervals and the other
gates regulate the flow of information into and out of the cell.

The long short-term memory network can be used in various fields and for different
purposes; for example, speech recognition, image analysis, robot control, video analysis,
sentiments analysis, etc. It can be used in classification, regression tasks, and in machine
learning models as well. The core components of an LSTM network are a sequence input
layer and an LSTM layer; each task requires a different LSTM architecture. In our paper,
we used the long short-term memory as a classifier to assign the sentiment to the new
input data. The network starts with a sequence input layer followed by an LSTM layer. To
predict class labels, the network ends with a fully connected layer, a softmax layer, and
a classification output layer. In the real world, the text data are naturally sequential, so
the sentence or words in the text can be considered as a sequence, which is why it can be
easily analyzed by LSTM. The all-training process can be done in four steps: (1) the text
needs to be preprocessed; (2) the words need to be convert in the text to numeric sequences
using a word encoding; (3) create and train the network with a word embedding layer;



Appl. Sci. 2021, 11, 4443 9 of 13

(4) use the trained LSTM network to classify the dataset. The quality of the trained LSTM
network depends on various parameters starting from the text preprocessing part to the
LSTM network parameters, so it is important to select the best parameters suitable for the
analyzed dataset.

In our research, accuracy was used to evaluate the quality of trained classifiers. The
classifier result could be compared to the actual result and summarized as follows: true
positives (TP)—predicted positive and it is true; true negatives (TN)—predicted negative
and it is true; false positives (FP)—predicted positive and it is false; false negatives (FN)—
predicted negative and it is false. All of these values can be obtained and easily calculated
from the confusion matrix. The formula of the accuracy measure is (TP + TN)/(TP + TN +
FP + FN).

4. Experimental Investigation

To perform the experimental investigation to find the best classifier for the analyzed
dataset, cross-validation and hyperparameters optimization with a grid search optimizer
was used. Each experiment was repeated five times and the average accuracy was evalu-
ated. For cross-validation, the commonly used 5-fold option was selected (80% training
dataset, 20% testing dataset); moreover, the so-called stratify distribution was used, which
helped to keep the same number of the class in each fold. Many parameters can influence
the LSTM classifier results, but the main are sequence length (tokens number in the text),
embedding dimension, hidden unit number, epoch, and of course, the LSTM architecture.
In our research, we used the simple LSTM architecture because the analyzed dataset was
quite small: sequence layer, word embedding layer, LSTM layer, dropout layer, fully con-
nected layer (three class), softmax layer, and classifier layer. As we can see, one of the most
complicated long short-term memory algorithms has many, various options; thus, first of
all, the primary experiments were made to find the best epoch number for training. For
this reason, all datasets were divided into three-part subsets: 80% training, 10% validation,
and 10% testing. The related work review showed that, for LSTM models, the validation
dataset was needed because it helped check the training process and avoid the underfit
or overfit model problems. Two parameters of the LSTM algorithm were fixed regarding
the primary experiments: dimension was equal to 50 and the epoch number was equal
to 10. As we can see in Figure 5, the validation (black line) and training (orange line) loss
curves became stable around epoch 2, meaning that further training does not make sense,
the model does not learn.
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Figure 5. The LSTM training process of the analyzed dataset: training loss (orange), validation loss (black).

The hyperparameters optimization helps to find the best parameters of each classifier,
which allows obtaining the highest model accuracy. The gird search was performed for
two algorithms: a long short-term memory and a support vector machine. The multinomial
Naive Bayes did not have a parameter to optimize, so for this model, the grid search was
not used. All parameters, their bound ranges, obtained results, and all other important
details of the experimental investigation, are presented in Table 3.
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Table 3. Hyperparameters optimization using grid search optimizer.

Classification Algorithm Dataset Preprocessing,
Balance

Grid Search
Parameter/Bounds Best Parameters Average Accuracy

%

Naive Bayes

Non-preprocessing

POS balance

The gird search has not been performed for this algorithm.

70.8

NEU balance 62.9

NEG balance 65.2

Preprocessed

POS balance 71.1

NEU balance 63.3

NEG balance 64.4

Support vector machine

Non-preprocessing

POS balance

Box constraint (BX): value log-scaled in the range
[1e-3,1e3].

Kernel scale (KS): value log-scaled in the range [1e-3,1e3].
Kernel function (KF): Gaussian, linear, polynomial.

Standardize (S): true, false.

BX: 0.4646; KS: -; KF; linear; S: false. 67.4

NEU balance BX: 0.0215; KS: -; KF; linear; S: false. 59.8

NEG balance BX: 0.0215; KS: -; KF; linear; S: false. 61.5

Preprocessed
POS balance BX: 2.1544; KS: -; KF; linear; S: false. 70.4

NEU balance BX: 2.1544; KS: 10; KF; Gaussian; S: false. 62.7

NEG balance BX: 0.0215; KS: -; KF; linear; S: false. 64.4

Long short-term memory

Non-preprocessing

POS balance
Number of tokens (NT): from 10 to 260 (step 10).

Embedding dimension (ED): from 10 to 90 (step 20).
Hidden units (HU): from 25 to 200 (step 25).

NT: 210; ED: 50; HU: 50. 69.2

NEU balance NT: 50; ED: 30; HU: 30. 59.7

NEG balance NT: 150; ED: 70; HU: 75. 62.6

Preprocessed

POS balance
Number of tokens (NT): from 10 to 130 (step 10).

Embedding dimension (ED): from 10 to 90 (step 20).
Hidden units: from 25 to 200 (step 25).

NT: 70; ED: 50; HU: 50. 71.1

NEU balance NT: 30; ED: 60; HU: 50. 63.3

NEG balance NT: 30; ED: 50; HU: 75. 65.4
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The comparison results, using a non-preprocessed and preprocessed dataset, with
three balancing methods, are presented in Figure 6. As we can see, the accuracy results of
the multinomial Naive Bayes algorithm almost, in all cases, were slightly higher, just in
the cases of using the preprocessed dataset and NEU balance, the accuracy was the same
as an LSTM algorithm (63.3%). Moreover, there was no significant difference between
non-preprocessed and preprocessed dataset results. The highest accuracy was obtained
using the preprocessed dataset and POS balance (71.1%), and the worst—NEU balance and
non-preprocessed dataset (62.9%).

Appl. Sci. 2021, 11, x FOR PEER REVIEW 11 of 13 

Appl. Sci. 2021, 11, x. https://doi.org/10.3390/xxxxx www.mdpi.com/journal/applsci

The comparison results, using a non-preprocessed and preprocessed dataset, with 
three balancing methods, are presented in Figure 6. As we can see, the accuracy results of 
the multinomial Naive Bayes algorithm almost, in all cases, were slightly higher, just in 
the cases of using the preprocessed dataset and NEU balance, the accuracy was the same 
as an LSTM algorithm (63.3%). Moreover, there was no significant difference between 
non-preprocessed and preprocessed dataset results. The highest accuracy was obtained 
using the preprocessed dataset and POS balance (71.1%), and the worst—NEU balance 
and non-preprocessed dataset (62.9%). 

Figure 6. The algorithms comparison of financial news dataset. 

Using the support vector machine algorithm accuracy, in all cases, was the lowest 
compared to the other analyzed classifiers. The hyperparameter optimization showed that 
the best kernel function in many cases was the linear, standardized and kernel scale were 
not used. The same as the multinomial Naive Bayes classifier, the SVM obtained the high-
est results with the preprocessed dataset and POS balance (70.4%), meanwhile the worst—
non-preprocessed and NEU balance. We should mention that the difference between non-
preprocessed and preprocessed dataset results was equal to approximately 2–3%, so this 
algorithm was more sensitive to the dataset preparation compared to the Naive Bayes 
where the accuracy difference was approximately 1%. The results obtained using the long 
short-term memory algorithm showed that the highest accuracy (71.1%) was when the 
dataset was preprocessed, the POS balance selected, and the parameters used were as fol-
lows: number of tokens—70, embedding dimensions—50, hidden units—50. The maxi-
mum token number of the analyzed preprocessed dataset was equal to 130, meaning that 
some dataset texts were truncated. The accuracy of the model using the maximum number 
of tokens was equal to 70.6%; the difference was small, meaning both ways were good to 
use. The same with the other classifier algorithms; the lowest accuracy was obtained using 
a non-preprocessed dataset and NEU balance (59.7%). 

The main difference between our experimental investigation results compared with 
the results by Kapočiūtė-Dzikienė J. et al. [11], is the usage of the LSTM algorithm. In a 
related paper, the long short-term memory algorithm accuracy for a full non-balanced 
dataset is equal to approximately 50%; in our research we obtained 71.1%. In this paper, 
the experimental investigation showed that the long short-term memory accuracy was 
higher compared to the SVM, so it can be used in a financial context sentiment analysis 
similar to other non-deep learning classifiers. The main result is the same as in the related 

Figure 6. The algorithms comparison of financial news dataset.

Using the support vector machine algorithm accuracy, in all cases, was the lowest
compared to the other analyzed classifiers. The hyperparameter optimization showed
that the best kernel function in many cases was the linear, standardized and kernel scale
were not used. The same as the multinomial Naive Bayes classifier, the SVM obtained
the highest results with the preprocessed dataset and POS balance (70.4%), meanwhile
the worst—non-preprocessed and NEU balance. We should mention that the difference
between non-preprocessed and preprocessed dataset results was equal to approximately
2–3%, so this algorithm was more sensitive to the dataset preparation compared to the
Naive Bayes where the accuracy difference was approximately 1%. The results obtained
using the long short-term memory algorithm showed that the highest accuracy (71.1%)
was when the dataset was preprocessed, the POS balance selected, and the parameters
used were as follows: number of tokens—70, embedding dimensions—50, hidden units—
50. The maximum token number of the analyzed preprocessed dataset was equal to 130,
meaning that some dataset texts were truncated. The accuracy of the model using the
maximum number of tokens was equal to 70.6%; the difference was small, meaning both
ways were good to use. The same with the other classifier algorithms; the lowest accuracy
was obtained using a non-preprocessed dataset and NEU balance (59.7%).

The main difference between our experimental investigation results compared with
the results by Kapočiūtė-Dzikienė J. et al. [11], is the usage of the LSTM algorithm. In a
related paper, the long short-term memory algorithm accuracy for a full non-balanced
dataset is equal to approximately 50%; in our research we obtained 71.1%. In this paper, the
experimental investigation showed that the long short-term memory accuracy was higher
compared to the SVM, so it can be used in a financial context sentiment analysis similar to
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other non-deep learning classifiers. The main result is the same as in the related paper’s
experimental research; the multinomial Naive Bayes algorithm, in all cases, obtains the
highest model accuracy.

5. Conclusions and Future Work

Automated sentiment analysis for Lithuanian language texts is not an area that has
been fully researched. Current research works in the area are mostly concentrated on
comparative analysis of the traditional machine learning and deep learning methods for
comments classification. However, another type of text specific and dataset balancing
influence on sentiment analysis is missing. Therefore, our main contribution is the compar-
ative analysis of the machine learning methods, solving the sentiment analysis task for the
Lithuanian language with news text, published online, on the topic of finances.

Financial context filtering, based on a bag of positive and negative terms and bigrams,
is not suitable for sentiment analysis of financial area news texts, as the achieved accuracy
reaches approximately 44% only. It is not enough, as machine learning solutions increase
the accuracy, almost in double; moreover, the number of manually-labeled and filtered
items for each class significantly differs.

Traditional machine learning and deep learning methods for the sentiment analysis
of Lithuanian-written financial news are more sensitive to lack of training data rather
than an unbalance of classification classes. For all analyzed methods, the classification
accuracy was highest (accuracy varies from 67.4% until 71.1%), with the biggest number of
dataset records, which was the most unbalanced (dataset had 5780 records for positive class,
2598 records for negative class, and 1997 records for neutral class). Meanwhile, the fully
balanced dataset (1997 records for each class) allowed achieving the maximum accuracy of
63.3% only.

As the sentiment analysis accuracy for Lithuanian financial news texts is dependent
on the number of records in the dataset, future work should be oriented to extend the
dataset and investigate the optimal size of the dataset. This knowledge would draw some
guidelines for dataset requirements for sentiment analysis of the Lithuanian texts.
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10. Čeponis, D.; Goranin, N. Evaluation of deep learning methods efficiency for malicious and benign system calls classification on
the AWSCTD. In Security and Communication Networks; Hindawi: London, UK, 2019; Volume 2019, pp. 1–12.
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