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Abstract: Bioinformatics is a branch of science that uses computers, algorithms, and databases to
solve biological problems. To achieve more accurate results, researchers need to use large and
complex datasets. Sequence alignment is a well-known field of bioinformatics that allows the
comparison of different genomic sequences. The comparative genomics field allows the comparison
of different genomic sequences, leading to benefits in areas such as evolutionary biology, agriculture,
and human health (e.g., mutation testing connects unknown genes to diseases). However, software
engineering best practices, such as software performance engineering, are not taken into consideration
in most bioinformatics tools and frameworks, which may lead to serious performance problems.
Having an estimate of the software performance in the early phases of the Software Development
Life Cycle (SDLC) is beneficial in making better decisions relating to the software design. Software
performance engineering provides a reliable and observable method to build systems that can achieve
their required performance goals. In this paper, we introduce the use of the Palladio Component
Modeling (PCM) methodology to predict the performance of a sequence alignment system. Software
performance engineering was not considered during the original system development. As a result
of the performance analysis, an alternative design is proposed. Comparing the performance of
the proposed design against the one already developed, a better response time is obtained. The
response time of the usage scenario is reduced from 16 to 8.6 s. The study results show that using
performance models at early stages in bioinformatics systems can help to achieve better software
system performance.

Keywords: software performance engineering; bioinformatics; Palladio Component Modeling (PCM)

1. Introduction

Software performance is an important quality attribute that needs to be considered
thoroughly in order to develop effective software systems. Software performance is affected
by system responsiveness and system scalability. Software responsiveness necessitates
meeting the objectives of a system within the required response time, while system scalabil-
ity requires continuing to meet the response time requirements and the required throughput
of a system while its functions increase. Many software systems are implemented without
software performance engineering being taking into consideration in the early phases of
the Software Development Lifecycle (SDLC). This leads to such systems usually falling
short of their performance goals. Attempting to fix these systems in the late phases of the
SDLC is expensive and may cause schedule delays, damaged relations with customers, and
loss of profits. In extreme cases, it may cause the system to be redesigned from scratch. Per-
formance is very difficult to adjust in an implemented system; thus, it must be considered
an essential requirement from the early stages [1].

Traditional software development approaches prioritize software functionalities, while
performance comes later in the process. This approach to development has been called the
“fix-it-later” approach [2]. Achieving the required level of performance is one of the most
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important aspects in any software development effort, yet it is not included appropriately
in most software development methods.

In this paper, we propose to use Palladio Component Modeling (PCM), which is a
component-based software engineering tool used to predict the non-functional require-
ments of a software program—in our case, to predict the performance of a bioinformatics
system. PCM aims to meet a software’s non-functional requirements, such as performance
and reliability. Performance testing is usually carried out after the implementation of the
software is finished. In other cases, it is conducted after software deployment because
there are factors that affect the performance, such as the network, communications, and
processor, that are not determined until the deployment phase [3]. In PCM, these factors
are modeled such that their values are included in the model in the early phases of the
SDLC. For such systems, it is very important that the application is highly scalable and has
the required performance quality from the beginning in order to ensure system success; it
is better to evaluate the performance during the early phases of development and to focus
on it at all stages rather than only during the implementation and deployment phase.

Bioinformatics is defined as “the emerging field that deals with the application of
computers to the collection, organization, analysis, manipulation, presentation, and shar-
ing of biologic data” [4]. Bioinformatics applications must produce accurate and quick
responses as much as possible. Some applications function properly, but their execu-
tion is often too slow to provide real-time feedback to users. These applications’ poor
performance may have a direct effect on the patient’s health. One of the popular uses
of bioinformatics is sequence alignment, also known as genome alignment or genome
comparison. The comparative genomics field allows the comparison of different genomic
sequences. Phylogenetic analysis involves studying the evolutionary history of and the
relationships between different kinds of organisms [5,6]. Sequencing technology has been
commonly used in clinical studies to clearly identify genes for drug design targets or to
create medications for complex diseases [7].

Many approaches seek to satisfy performance goals without taking them into consider-
ation in the early stages of the SDLC. Since sequence alignment is an important and growing
field in bioinformatics, there are several tools available for its performance. ACANA [8] is
a sequence alignment algorithm that uses a benchmark dataset of simulated non-coding
sequences from [9] for performance evaluation. Unipro UGENE [10], which supports
multiple biological data formats, integrates many tools into one interface, such as multiple
sequence alignments, phylogenetic trees, and 3D structures. In this case, multithreading
and special processor instructions are used to control the integrated algorithms in Unipro
UGEN for maximum performance. Approaches carried out during SDLC early stages to
detect performance metrics do not typically concern bioinformatics; mostly, bioinformatics
approaches have focused on using high-performance computing (i.e., clusters of computers)
for better performance results, such as in [11–13]. Other approaches, such as that of [14],
implement high-performance languages, combining Python and C, for bioinformatics.

In this paper, a sequence alignment system is considered as a case study. The original
development of the system did not consider software performance engineering in the
early phases. It focused only on the functional requirements of the system and relied
on conducting performance tests after the implementation of the system. This approach
may lead to performance problems, such as not achieving the best performance results
possible. Thus, a different approach is considered due to the importance of obtaining not
only correct results but also the required response time. The original system is modeled in
the design stage using PCM, conducting the proper performance analysis and gathering
the performance metrics. Moreover, a design alternative is considered, which obtains better
performance metrics when compared to the original design.

The rest of this paper is organized as follows. The required background is introduced
in Section 2. In Section 3, the materials and methods used are presented. Following this,
results are given in Section 4. Section 5 contains the discussion about the results obtained
and highlights future directions. Finally, Section 6 concludes the paper.
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2. Background

In this section, software performance engineering is presented, with details about the
techniques employed in this study, namely the PCM and sequence alignment bioinformat-
ics systems.

2.1. Software Performance Engineering (SPE)

SPE includes the methods applied during an SDLC to ensure that the performance
requirements will be met. SPE should start during the early phase of the SDLC (i.e., the
requirements and specifications or design phase). Most IT managers do not wish to
extend the time to market [1]. Performance measurement should take into account a
software system’s efficiency, corresponding to the time and allocation of resources. It can
be expressed through multiple metrics (indices), including response time, utilization, and
throughput [15].

There are many techniques to evaluate a system’s performance:

1. Measurement-based performance evaluation: in this technique, the values of the
important performance requirements are collected by processing and analyzing col-
lected data. A. Van Hoorn stated that the usual measurement-based operations to
operate and improve the software are debugging, profiling, logging, and monitoring.
Debugging and profiling generally occur at development time in the development
environment, where a high degree of disruption is suitable. Logging and monitoring
are used during operation in the production environment [16].

2. Model-based performance evaluation: here, the values of performance measures of
interest are obtained by analyzing and simulating the software system. Model-based
predictions search for other alternatives concerning the deployment and architecture
of a system. It can be useful in many ways, such as the prediction and comparison of
the performance metrics according to the design alternatives introduced for the system
by improving its architecture, and also producing early estimates of the performance
measures of interest during the SDLC [17].

Varied modeling techniques may be used to describe systems in a way that is suitable
for their purpose of predicting performance metrics. Different performance modeling nota-
tions have been proposed, each focusing on different applications and forms of analysis.
Models can be categorized according to their purposes into three categories: descriptive,
prescriptive, and predictive. Furthermore, performance metrics can be categorized accord-
ing to the method of modeling into black-box, architectural, and analytical performance
models [18,19].

Black-box performance models describe the system at a high level regardless of its
architecture. Black-box modeling uses machine learning techniques to estimate system
performance. Black-box models may be more effective than analytical and architectural
models, as the latter two need to know the internal behavior of the software system [18].

Architectural performance models store architectural information together with per-
formance information. Approaches are utilized to combine performance tests within the
design stage as the software is being modeled in this phase, such as the UML profile for
schedulability, performance, and time (UML-SPT) [20], UML MARTE [21], and PCM [22].
These models have low simulation overhead because higher-level abstraction models of
software components are used. Moreover, these models are used in several domains, such
as online applications, parallel programing, and cloud computing [23].

Analytical performance models represent a popular approach to determine time-
based system behavior. Queuing Network (QN), Layered Queuing Network (LQN), and
Petri Nets (PNs) are well-known examples of analytical performance models [15]. There
are many solution techniques to identify performance indices by analyzing performance
models. These techniques include numerical techniques, simulation, or operational laws.

A multi-step solution method can be obtained by combining model transformations,
simulation or analytical solutions, and bridging code. Architectural performance models
can be directly simulated or automatically converted into analytical models, which are
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then processed by solvers [24]. Models such as UML MARTE and UML SPT have to be
transformed into LQNs—for example, by using another tool, such as Tulsa [25]. On the
other hand, PCM—the concern of this paper—contains its own simulators that transform
the PCM models into a discrete-event simulation of a Generalized Queueing Network
(GQN) and obtain the desired performance without any need to use extra tools.

There have been empirical evaluations of model-based performance solutions and
approaches that focus on a single form, such as PCM in [26] or QN in [27]. Moreover,
sequence diagrams and state charts of the UML were used to validate and evaluate per-
formance in [28]. Other approaches contain methods to derive models, such as in [17,29],
which describes component-based research methods using models, focusing on model
flexibility, tool support, and complexity. PCM was used in [30] for automatically detecting
and resolving software performance antipatterns. Antipatterns aim at finding and correct-
ing common design flaws that cause major performance corruption. Antipatterns have
been studied in a number of approaches, such as in [31,32], to automatically detect and/or
refactor flaws in the design mode using UML.

2.2. Palladio Component Modeling (PCM)

The PCM is a component-based software engineering tool whose purpose is to deter-
mine the non-functional requirements of a software program, including performance and
reliability. PCM requires specific tasks for a specific person, referred to as roles; a person
can perform many tasks, and many persons can also perform the same task [33].

In the PCM, the component developer’s role is to implement the software compo-
nents. Functional and non-functional requirements are developed for the components, and
component specifications and executable software components are obtained. Component
developers start by modeling the component repository, which contains all the components,
interfaces, and data types needed for the system, and illustrating the relation between
components and interfaces, whether the roles are provided or required [29]. This is referred
to as the repository diagram.

The second diagram is a service effect specification (SEFFs) model that represents
the actions that a component can carry out (for example, processing or transmitting the
data) and the resources required for these actions. SEFF is developed for each function
mentioned in the components in the repository. SEFF matches the activity diagram in the
UML [29,34].

A software architect should then take the repository and SEFF diagrams to build an
assembly that will be modeled in the system diagram, which is an important part of the
complete system. The system diagram defines the connections between the components at
which each required role in one is connected to the corresponding provided role in another
one; it also defines the system’s delegation roles [33,34].

The system deployer’s role is to handle the allocation of components of hardware
and software resources providing the needed infrastructure. All the hardware needed
is mentioned, including servers, clients, and networks, and the ways in which the soft-
ware components are installed and configured in this environment are also accounted
for. Furthermore, a system deployer model’s resource environment diagram illustrates
all the properties needed—for example, CPU scheduling and processing rate, network
latency, and throughput—and it also models the allocation diagram representing how the
software is allocated in the hardware [33,34]. This is known as the resource environment
and allocation diagram.

Finally, the usage diagram is developed to help the system architects in defining
how the user will interact with the system. Domain experts can state the expected usage
scenarios and workloads of the system, defining it in a usage model [34].

2.3. Bioinformatics Systems

Bioinformatics combines the knowledge of biology, computer science, mathematics,
and statistics to analyze biological data. Bioinformaticians, for the most part, are responsi-
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ble for developing the systems; they must have both biological and programming skills.
The results of bioinformatics tools and frameworks are achieved gradually and they are less
reliable than others. Software engineering does not appear in these tools and frameworks,
which might result in major performance problems. Bioinformaticians do not have the
needed software engineering services to avoid these problems. By using software engi-
neering standards—preferably devised by software engineers or bioinformatics engineers
instead of bioinformaticians—these problems can be avoided [35].

As mentioned previously, one of the most important fields of bioinformatics is se-
quence alignment. Sequence alignment can be used in defining protein functions, au-
toimmune diseases, and in homology and phylogeny. Sequence alignment can be used
in protein functions to estimate the final function based on the amino acid sequence by
comparing the sequence to a database of defined proteins and their functions. In this case,
the protein’s conduct and function are determined by its three-dimensional folds along
with the amino acid composition [36]. Sequence alignment is being used to discover the
genetic origin of autoimmune diseases. It can be used to find similarities between protein
sequences in an autoimmune disease patient’s body cells and defined viruses and bacteria.
When major similarities are discovered, a treatment can be created to change the body’s
genetic code [37]. Homology is a branch of biology concerned with the formation of evolu-
tionary trees. It can be carried out by aligning significant sections of DNA from different
life forms. Humans, for example, have several types of DNA in common with monkeys,
apes, and other primates. On a human-only scale, this could be useful in identifying the
genes that cause genetic diseases [5]. Phylogeny is a branch of biology that studies the
evolutionary history of all living things on the planet in order to build a phylogenetic tree.
Multiple sequence alignment is a common practice in phylogenetic analysis and includes
determining and organizing the evolutionary history of various organisms into a hierarchy,
in which closely related species are physically positioned near one another [38].

In this study, a sequence alignment system is employed to test the performance en-
hancement when using the PCM model in the early stages of development. Sequence
alignment is selected based on the importance of the field, as discussed earlier; moreover,
it serves as a basis for the incorporation of software engineering principles with bioinfor-
matics, meaning that the study can be further expanded to other areas of bioinformatics.

3. Materials and Methods

In this paper, we propose to use Palladio Component Modeling (PCM) during the
early phase of software development as a performance analysis technique in order to
evaluate the performance of a bioinformatics system. The following subsections explain
the system used as a case study and its operation according to its original design. Then,
in the following subsection, PCM is explained and is used to model the performance of
the original system. In the last subsection, a modified design is proposed to obtain better
performance than the original one. It is modeled using PCM, and performance metrics are
obtained and compared to the metrics of the original design.

3.1. Genome Comparison and Phylogenetic Analysis System

A genome comparison and phylogenetic analysis tool is used as a case study. Many
tools have been developed for genome comparison and phylogenetic analysis, such as
Blast [39], Clustal Omega [40], and W-IQ-TREE [39,41], none of which, however, include
the availability of software artifacts to facilitate performance evaluation. Hence, a similar
system has been developed and is available in [42], with the required UML diagrams.

The system under study, the genome comparison phylogenetic analysis tool, is an
online tool. It is a free, open-source tool, which is user-friendly and operates on the cloud.
The server hosting the application is Jelatic PaaS, which offers a 128 MiB RAM and a
minimum 400 MHz processor and is scalable up to 32 Gib and 102.40 GHz. The system
consists of a phylogenetic analysis module and a search module. The phylogenetic analysis
module takes a genome sequence as input directly from the user or allows them choose
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from an external database. The input will be used in a sequence alignment task that will
return the aligned sequence. The aligned sequence will be used in a phylogenetic analysis
task to produce the phylogenetic tree, which will be displayed as the result. The search
module is used to search for research papers regarding genomics and phylogeny, providing
the option to download them and also to search and view databases in order to identify
different sequences of proteins and nucleic acids, including DNA and RNA sequences.

The developers modeled the system by using UML use cases, a sequence diagram,
and an activity diagram, focusing only on functional requirements, without considering
performance requirements at all and without mentioning them in their design analysis.
Figure 1 shows the use case diagram of the system in which the user can input the genome
sequence and start the tasks. These tasks include sequence alignment, phylogenetic analysis,
and output visualization. The database is responsible for inputting the sequence into the
alignment if it is needed.
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Figure 1. Use case diagram for the phylogenetic analysis module.

Figure 2 shows the sequence diagram of the system, illustrating the process that takes
place. The diagram illustrates that the user will input the sequence; then, after being
validated, it will progress to the alignment task. If a database sequence is needed, it will be
retrieved from the database and inputted into the alignment job. The alignment job object is
created by taking the inputted sequence and then providing its result. The result obtained
from the previous job is used as input for the new job object, which is the phylogenetic
analysis job. After saving the results in a file system, they will be outputted to the user.
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Figure 2. Sequence diagram for the phylogenetic analysis module.

Figure 3 shows the activity diagram, where the flow of the activities of the system is
defined. The diagram shows the objects, actions, and flows between actions and objects.
The flows between actions and objects show the interactions and transitions, starting from
the idle user to the user providing the required input for the analysis job. Then, they show
the result of the phylogenetic analysis job being parsed out in JSON format. JSON is the
language used for exchanging information over the web [43]. Finally, the phylogenetic tree
will be visualized as the result of the system by the user.
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Figure 3. Activity diagram for the phylogenetic analysis module.

3.2. Performance Modeling and Simulation Using PCM

The diagrams described in the previous section were used to build the PCM models.
The objects shown in the activity and sequence diagrams were modeled as components in
the PCM, as shown in Table 1.
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Table 1. UML objects and their corresponding components.

UML Object PCM Component

User 1 user
Website 1 webSite

Alignment Job 2 seqAlignJob
Phylogenetic analysis Job 2 PhyGnAnJob

Server 1 parseOut
DB Manager 1 DB

1 Appeared in the activity diagram; 2 Appeared in the sequence diagram.

The genome comparison and phylogenetic analysis system is then modeled using the
PCM technique, resulting in the following diagrams: the repository diagram, the assembly
diagram, the SEFF diagram, the resource environment and allocation diagram, and the
usage diagram.

Figure 4, which is a part of the repository diagram, shows the components and the
provided and required interfaces that allow the components to communicate with one
another. The figure shows the “seqAlignJob” component, which provides the “iSeqAlign”
interface, which is required by the “PhyGnAnJob” component. The roles are devised
according to the actions and object flows of the activity diagram and according to the
order of time sequence in the sequence diagram, and they are presented as arrows in the
repository diagram.

Appl. Sci. 2021, 11, x FOR PEER REVIEW 9 of 17 
 

Table 1. UML objects and their corresponding components. 

UML Object PCM Component 

User 1 user 

Website 1 webSite 

Alignment Job 2 seqAlignJob 

Phylogenetic analysis Job 2 PhyGnAnJob 

Server 1 parseOut 

DB Manager 1 DB 
1 Appeared in the activity diagram; 2 Appeared in the sequence diagram. 

The genome comparison and phylogenetic analysis system is then modeled using the 

PCM technique, resulting in the following diagrams: the repository diagram, the assembly 

diagram, the SEFF diagram, the resource environment and allocation diagram, and the 

usage diagram. 

Figure 4, which is a part of the repository diagram, shows the components and the 

provided and required interfaces that allow the components to communicate with one 

another. The figure shows the “seqAlignJob” component, which provides the “ 

iSeqAlign” interface, which is required by the “PhyGnAnJob” component. The roles are 

devised according to the actions and object flows of the activity diagram and according to 

the order of time sequence in the sequence diagram, and they are presented as arrows in 

the repository diagram. 

 

Figure 4. Part of the repository diagram. 

The actions in the activity diagram will be presented as signatures on the provided 

interfaces. A signature is similar to a method in a programming language with a unique 

identifier, parameter/s, and return type. As shown in the figure, “alignSeq” is the action 

performed by the “seqAlignJob”, and “phGnResult” is the action performed by 

“phGnAnJob”. The name of the signatures appears in the SEFF compartment of the com-

ponent; this will open the SEFF diagram of the signatures. 

Furthermore, the repository contains the defined data types, “FileContent”, which 

defines the type of files that have been parsed out from the phylogenetic analysis result. 

Figure 5 shows the assembly diagram, which contains all the components, interfaces, 

and roles in the system. Components are represented as rectangles, the provided inter-

faces as a closed circle and solid line, and the required interfaces as a semi-circle and a 

solid line. The roles are the arrows that point from the requiring interface to the provided 

one. 

Figure 4. Part of the repository diagram.

The actions in the activity diagram will be presented as signatures on the provided
interfaces. A signature is similar to a method in a programming language with a unique
identifier, parameter/s, and return type. As shown in the figure, “alignSeq” is the ac-
tion performed by the “seqAlignJob”, and “phGnResult” is the action performed by
“phGnAnJob”. The name of the signatures appears in the SEFF compartment of the
component; this will open the SEFF diagram of the signatures.

Furthermore, the repository contains the defined data types, “FileContent”, which
defines the type of files that have been parsed out from the phylogenetic analysis result.

Figure 5 shows the assembly diagram, which contains all the components, interfaces,
and roles in the system. Components are represented as rectangles, the provided interfaces
as a closed circle and solid line, and the required interfaces as a semi-circle and a solid line.
The roles are the arrows that point from the requiring interface to the provided one.
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Figure 5. Assembly diagram for the phylogenetic analysis module.

Figure 6 shows the SEFF diagram for the “alignSeq” signature. The diagram shows
how the function starts by obtaining the input provided by the user. The “passInput”
signature provided by the “webSite” component is responsible for sending the sequence
as output to the “alignSeq”. The input will be used to perform the function internally;
it should be noted that the processor speed depends on the “BYTESIZE” of this output.
“BYTESIZE” represents the number of bytes in the memory for the string variables. The
function will return the aligned sequence as a variable, “alignedSeq”, which will be used
in the same way in the “phGnAnResults” signature. Consequently, functions will continue
to be processed until the final result, which is the phylogenetic tree, is obtained.
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Figure 7a shows the resource environment diagram, in which the servers and network
are presented. Each server contains the CPU specifications defining its properties. The
“user” resource container represents the device that the user is using while operating the
system. The CPU processing rate is defined as 1 GHz “10ˆ9”, which is the minimum
requirement for a personal computer to connect to the internet under Windows 7 OS.
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Figure 7. Deployment of components in the resource environment: (a) resource environment diagram;
(b) allocation diagram.

The “AppServer” represents the Jelastic Paas server mentioned earlier, using its mini-
mum value of 400 MHz “400*1000*1000”. The scheduling value is set to “ProcessorSharing”,
which means that the jobs that arrive will be fulfilled concurrently and each of them will re-
ceive an equal portion of the service size provided. The same is carried out for the database
server “DBServer” CPU, defining all the properties needed to estimate the performance
of the system as follows: CPU scheduling value “ProcessorSharing” and processing rate
equals 3.2 GHz “3.2*10ˆ9”, which is the average processing rate for different databases,
such as Oracle, IBM, and others. The “Network” connecting them has the latency measured
in normal distribution “Norm(0.505,0.28)” and a throughput of 6.25 MB “6.25*1000*1000”.
The network latency is not fixed because it depends on several factors, such as transmission
mediums, propagation, routers, and others. The location of each component is shown in
Figure 7b, where the user is located on its resource, the database is located on the database
server, and all other components are located on the application server.

Figure 8 shows the usage model diagram, demonstrating that the user can input a
sequence directly or choose from a database first, each with a probability of 50%. Fur-
thermore, it shows that the user can see the output of the analysis using the “visualize”
function. In an open workload, users continue to arrive, regardless of the number of
concurrent users inside the system. Each time an agent is produced to execute the behavior
(job) “inputSeq or getDBSeq then inputSeq”, the agents are terminated after completing
the behavior. The interarrival time is the time between one behavior and another, which is
set to “10” s.
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In the end, the simulation was run using the SimuCom simulator embedded in the
PCM. This tool creates a simulation using an object of the PCM as an XMI serialization
in order to determine the response time metrics under the defined workloads. These
metrics will be compared with the results after modifying the system. The PCM simulator
transforms the models into a discrete event of a Generalized Queueing Network (GQN)
that produces performance metrics without using plugins or other tools. The simulation
runs under a maximum simulation time of 15,000 and a maximum measures count of 1000.

The performance metric obtained for the usage scenario indicates that the overall
response time is up to 16 s. Moreover, the response time of the “passInput” function that
submits the entered sequence to the “alignSeq” function shows a maximum response time
of 6.6 s. The results indicate that the former function is responsible for the slow response
time, as it takes around half the time before the user can obtain the output.

3.3. Proposed Alternative Design

Seeking a better response time for the phylogenetic analysis system, an enhanced
design alternative is applied to the system. As the user interface and the database are
deployed on different servers rather than the application server, this means that every time
an input is performed on a file, the system sends this file across the network connection
between the two servers. To reduce the overhead as a result of the recurring network
transfer, a cache component is presented on the application server. The data stored in
the cache are the result of an earlier passing from the users or the database. When the
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requested data are located in a cache (i.e., a cache hit), they will be passed onto the next job.
Otherwise, when a cache miss occurs, data will be added to the cache for further use. By
applying this concept, data will not be transferred across the network connection every
time they are accessed.

Figure 9 shows the assembly diagram after adding the cache component, with all the
modifications needed in the interfaces and roles. The cache component will be responsible
for providing and requiring the interface containing the “passInput” and “getDBSeq”
functions. The interface will provide the cache with the files retrieved from the database and
provided by the user. These files must be retrieved faster than when obtaining them from
the user or database every time. Moreover, the cache is added to the allocation diagram,
indicating that it will be deployed on the application server “AppServer”, previously
shown in Figure 7b.
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4. Results

The genome comparison and phylogenetic analysis system is modeled using the
component-based software engineering tool PCM, where all the models are annotated
with the data needed to achieve the required performance metric. Overall, the response
time is shown to be the most important metric needed, and it is denoted by the word
“performance”. The results are given in the form of response time measurements. The
simulation is performed for the modified model, as mentioned in Section 3.2.

The results are compared with those from the original architecture. Figure 10 shows
the response time curve of the usage scenario according to the original architecture in red,
and the new response time curve after adding the cache component in blue. The results
show that adding the cache component to the system enhances its response time. For
example, in the graph, 50% of the overall operation takes less than 4.0 s with the cache
component, while in the original architecture, it takes less than 6.5 s.
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Figure 11 shows the results of comparing the “passInput” function, which has a
significant impact on the slow response time of the system. The results show an improve-
ment in the response time as, in the original architecture, the maximum response time is
approximately 6.6 s, but with the cache, the maximum response time is approximately 3.7 s.
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Furthermore, all the internal functions were affected by the modification, as shown
in Figure 12, which shows the “phGnResult” function, which takes the output of the
sequence alignment to apply phylogenetic analysis and produce the result to be shown as
the phylogenetic tree to the user after parsing.
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All the result graphs show that the alternative design with the cache component has a
superior response time, indicating that it provides better performance.

5. Discussion

Conducting Palladio Component Modeling (PCM) for the phylogenetic analysis sys-
tem, the analysis of the obtained results shows that the response time of some functions
affects the performance negatively. This design of the system prevents it from achieving
the required performance level. These functions’ results require around half of the whole
response time of the system. The functions that need access to the database were affecting
the system’s overall performance. The location of the database on another server, separate
from the application, creates more traffic on the network. The modified design of the
system, with the cache component located on the same server as the application, makes it
easier and faster to retrieve the files from it. With the modified design, the functions show
improvements; for example, for the “getDBseq” function, which fetches the files from the
database, the response time was initially 5.6 s and was improved to reach 2.3 s; moreover,
for the “passInput” function, the maximum response time was initially 6.6 s and became
3.7 s. For the original design, the result was approximately 16 s for the whole operation,
which is acceptable performance; however, in bioinformatics systems, a faster response
is required. Therefore, the alternative design was modeled to obtain better results. The
performance was recorded to be 8.6 s for the system, which is considered a good response
time. The performance improvement was achieved during the design phase in order to
ensure that the performance requirements are fulfilled before the system is implemented.
This aids in saving time and power during later phases.

6. Conclusions

In this paper, we use Palladio Component Modelling (PCM) as a performance analysis
technique to evaluate the performance of a bioinformatics system in the early phases of
development. Bioinformatics is a field of study that solves biological problems using
computers. This field suffers from a lack of software performance engineering. Modeling
a system and conducting performance analysis in the early stages of the SDLC ensures
that the best performance possible is achieved. PCM is a component-based modeling tool
that is designed for performance evaluation. In this paper, a phylogenetic analysis system
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that did not take performance into consideration in its original design is modeled using
PCM. Then, another system design is presented and a better response time is obtained.
In conclusion, using software performance analysis with PCM seems to improve the
likelihood of achieving performance goals for a phylogenetic analysis system.

Future research should further confirm the importance of including software engineer-
ing skills while developing bioinformatics systems. This could be achieved by developing
a framework including performance-annotated design architectures and design patterns
that are suitable and specifically designed for different bioinformatics systems in order to
ensure that they achieve the best performance.
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