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Abstract: On the border of two phases of a building life cycle (LC), the programming phase (concep-
tion and design) and the execution phase, a contractor is selected. A particularly appropriate method
of selecting a contractor for the construction market is the tendering system. It is usually based on
quality and price criteria. The latter may involve the price (namely, direct costs connected with works
realization as well as mark-ups, mainly overhead costs and profit) or cost (based on the life cycle
costing (LCC) method of cost efficiency). A contractor’s decision to participate in a tender and to
calculate a tender requires an investment of time and company resources. As this decision is often
made in a limited time frame and based on the experience and subjective judgement of the contractor,
a number of models have been proposed in the literature to support this process. The present paper
proposes the use of statistical classification methods. The response obtained from the classification
model is a recommendation to participate or not. A database consisting of historical data was used
for the analyses. Two models were proposed: the LOG model—using logit regression and the LDA
model—using linear discriminant analysis, which obtain better results. In the construction of the
LDA model, the equation of the discriminant function was sought by indicating the statistically
significant variables. For this purpose, the backward stepwise method was applied, where initially
all input variables were introduced, namely, 15 identified bidding factors, and then in subsequent
steps, the least statistically significant variables were removed. Finally, six variables (factors) were
identified that significantly discriminate between groups: type of works, contractual conditions,
project value, need for work, possible participation of subcontractors, and the degree of difficulty of
the works. The model proposed in this paper using a discriminant analysis with six input variables
achieved good performance. The results obtained prove that it can be used in practice. It should
be emphasized, however, that mathematical models cannot replace the decision-maker’s thought
process, but they can increase the effectiveness of the bidding decision.

Keywords: bidding decision; LCC criterion; price criterion; construction; statistical method; classifi-
cation; probability of winning

1. Introduction

With the development of new technologies and advanced building materials, an
increasing number of demands are placed on the construction industry. Modern buildings
should have as little impact as possible on the environment [1–3] using sustainable materials
(such as natural or recycled materials) [4–6] and environmentally friendly construction
technologies [7–9]. They should have low energy consumption [10,11], demonstrate the
ability to perform repairs resulting from wear and tear [12–14], as well as from possible
breakdowns [15,16]. Preferably, they should allow the recycling or disposal [17,18] of
the resulting construction waste. These aspects are considered by the participants in the
investment process, both the investor, the contractor, and the user against the background
of the different stages of the building life cycle. Phases identified in the literature include
the following: the programming phase (study and conceptual analysis, as well as design),
the execution phase (construction of the facility), the operation phase (operation, use, and
maintenance of the facility) and the decommissioning phase (demolition of the facility). In
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this paper, attention is paid to the programming phase, and in particular to the conclusion
of the design phase, which must be followed here by the selection of the contractor for the
construction work before the execution phase begins (Figure 1).

Figure 1. Bidding decisions of the building contractor within the building life cycle.

The methods of sourcing contractors in the construction market depend on the type of
market (private or public sector) and the value of the project. Due to the individualized
nature of construction production and the long production cycle, the tendering system is
particularly suited to the operating conditions of the construction market [19]. The bidding
procedure ensures that competition takes place properly and that its results are objective.
It is also a factor conditioning the objectivity of prices in the construction industry. Bidding
can be carried out by any investor looking for a contractor, but it is the potential contractor
who must decide to tender and begin the laborious process of preparing a bid.

The selection of the most advantageous tender is normally based on quality and
price criteria [20]. The price criterion may involve a price or cost and is based on a cost-
effectiveness method, such as life-cycle costing (LCC). In the former case, the basis for
determining a price are the direct costs connected with works realization as well as mark-
ups, mainly overhead costs and profit [21–23]. In the latter case, life cycle costs (LCC)
should be estimated, including the costs for planning, design, operation, maintenance,
and decommissioning minus the residual value, if there is any [24]. In the literature, one
can find many mathematical models prepared for the estimation of building life cycle
costs [25–27], the description and comparison of which can be found, for example, in [28].
A contractor’s decision to enter a tender requires action to prepare the tender and requires
investment of time and commitment of staff, that is, the direct use of company resources.
Irrespective of the outcome of the tender, the costs of preparing the tender will be incurred.
Efficient bidding is certainly essential for every construction company. Choosing the right
tender for a company has an impact on the creation of its image, its financial condition,
and its aspiration to success [29].

The decision to participate in a tender often must be made by the contractor within
a limited time frame and it is often based on his or her own experience. To improve
the effectiveness of the decision, various models have been developed to support this
process. In this case, a bidding decision model should be understood as a mathematical
representation of reality, with a proposed technique to help the construction contractor
decide to participate in the tender, avoiding errors and randomness. Efficient decision
making is one of the greatest challenges of contemporary construction [30].

Different methods and tools are used to build models supporting construction con-
tractors’ decisions to bid. A summary of the selected existing (published after 2000) models
is provided in Table 1.
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Table 1. Examples of models supporting tender decisions presented in the literature after 2000.

Bidding Decision Model Authors Source Year of Publication

Model based on Case-based reasoning approach Chua D.K.H, Li D.Z, Chan W.T. [31] 2001

Model based on the Analytical Hierarchy Process
(AHP) method Cagno E., Caron F., Perego A. [32] 2001

Model based on artificial neural network Wanous M., Boussabaine A. H., Lewis J. [33] 2003

Model based on fuzzy linguistic approach Lin Ch.-T., Chen Y.-T. [34] 2004

Model based on logistic regression Drew D., Lo H.P. [35] 2007

Model based on a knowledge system Egemen M., Mohamed A. [36] 2008

Model based on data envelopment analysis (DEA) El-Mashaleh M. S. [37] 2010

Model based on a multi-criteria analysis and fuzzy set
theory

Cheng M.-Y., Hsiang C. Ch., Tsai H.-Ch,
Do H.-L. [38] 2011

Model based on an ant colony optimisation algorithm
and artificial neural network Shi, H. [39] 2012

Model based on fuzzy Analytical Hierarchy Process
and regression-based simulation Chou, J. S., Pham, A. D., Wang, H. [40] 2013

Model based on a fuzzy set theory Leśniak, A., Plebankiewicz, E. [41] 2016

Model based on RBF neural networks Leśniak, A. [42] 2016

Model based on the simple additive weighted scoring Chisala, M. L. [43] 2017

Model based on the fuzzy AHP Leśniak, A., Kubek, D., Plebankiewicz,
E., Zima, K., Belniak, S. [44] 2018

Model based on the game theory Arya, A., Sisodia, S., Mehroliya, S.,
Rajeshwari, C. S. [45] 2020

Model based on structural equation Ojelabi, R. A., Oyeyipo, O. O., Afolabi,
A. O., Omuh, I. O. [46] 2020

Model Based on Projection Pursuit Learning Method Zhang, X., Yu, Y., He, W., Chen, Y. [47] 2021

It is worth noting that the indicated models differ in the methods used. Different
methods, techniques, and approaches are sought and applied to obtain the most effective
models. What is important, continuously for at least 20 years, modeling of a tender decision
is still an object of research and interest of researchers.

The models proposed in the literature are generally based on factors, also called
criteria, affecting the decision, and using them as input parameters. The number of
publications on the identification of factors is considerable, as each country and region
has a certain characteristic group of factors that will not be found in other markets [48–50].
It can therefore be concluded that the factors influencing tender decisions depend not
only on the project to be tendered but also on the environment and market in which the
contractor operates.

Bidding problems are also known in procurement auctions [51,52]. This paper [53]
presents the analysis of the relation between the award price and the bidding price in
the case of public procurement in Spain. An award price estimator was proposed as it is
believed to be particularly useful for companies and public procurement agencies. Procure-
ment auctions have long been employed in the logistics and transportation industry [54].
In combinatorial auctions, each carrier must determine the set of profitable contracts to
bid on and the associated ask prices. This is known as the bid construction problem
(BCP) [55]. Different approaches for the bid construction problem (BCP) in transportation
procurement auctions are proposed in literature. One of them can be found in [56] where
authors proposed solving the BCP problem for heterogeneous truckload using exact and
heuristic methods.
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The paper proposes the use of statistical methods to support the decision-making
process of a construction contractor related to the preparation of a price offer and entering
a tender. Two classification methods were used as decision support models. The response
obtained from the classification model is a recommendation to participate in the tender
(qualification into the W-winning class), or a recommendation to resign (allocation into the
L-losing class). To perform the analyses, it was necessary to use a database consisting of
historical data, that is, resolved tenders. The research framework diagram is presented in
Figure 2.

Figure 2. The research framework diagram.

2. Materials and Methods
2.1. Data Acquisition

In [57], a literature survey and research gap analysis of statistical methods used in the
context of optimizing bids were presented. The paper attempts to build a decision-making
model using two statistical methods: regression analysis and discriminant analysis. In
the methods derived from regression analysis, the values of the Y variable (the explained
variable) are given before determining the model and based on them and the adopted
factors, the parameters of the model are determined. However, in the case of discriminant
analysis, the values of the variable are obtained when the model is determined.

Factors influencing decision-making were proposed as input parameters of the mod-
els (explanatory variables). As a result of research (a questionnaire survey) conducted
by the author in Poland, presented and described in previous works [29,44], 15 factors
were identified: x1—type of works, x2—experience in similar projects, x3—contractual
conditions, x4—investor reputation, x5—project value, x6—need for work, x7—the size of
the project, x8—profits made in the past from similar undertakings, x9—duration of the
project, x10—tender selection criteria, x11—project location, x12—time to prepare the offer,
x13—possible participation of subcontractors, x14—the need for specialized equipment,
and x15—degree of difficulty of the works. The tender score was the model output variable
(Y) representing the class:

• W—win—interpreted as a recommendation to take part in a tender,
• L—loss—interpreted as a recommendation to abandon the tender.

The starting point for the selected methods was the construction of a database. The
research performed in Poland was of primary nature, based on information collected to
solve a given decision problem. With regard to the type of research material, the study
comprised quantitative research (evaluation of factors) and qualitative research: determi-
nation of the result obtained by the contractor in a given evaluated tender. The factors
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identified were used to evaluate the tenders entered into by the contractors participating
in the research. Each factor, from x1 to x15, was rated on a scale from 1 to 7, where the
numbers meant 1—very unfavorable, and 7—very favorable influence of the factor on
the decision to participate in the tender. This scale has already been used successfully in
previous works [44]. The result for each tender evaluated was then recorded (W—win,
L—loss). In the end, the database contained 88 evaluated tenders, of which 64 were lost
cases (L) and 24 won cases (W). Selected database records of evaluated tenders including
factor evaluations with the corresponding result obtained in the tender (W—win, L—loss,)
are presented in Table 2.

Table 2. Selected database records.

Record
(Evaluated

Tender)
Factors Result

i x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15
4 6 7 5 5 3 6 3 4 5 3 6 5 2 6 7 L
12 4 6 5 6 1 6 1 4 6 5 6 6 7 3 5 W
62 7 7 4 4 4 5 3 4 5 3 5 5 4 6 6 L

2.2. Regression Analysis Model

The main task of the qualitative decision-making model will be to determine the
probability of the contractor’s success in the tender (winning) and to identify variables that
significantly affect the outcome of the tender. A binomial (dichotomous) model is sought in
which the explanatory variable Y is quantified by a zero-one variable. It takes two possible
variants described by the codes “1”—W (win) and “0”—L (loss). If pi is the probability of
the event Yi = 1, then 1 − pi is the probability of the event Yi = 0. The expected value of the
variable Yi is [58,59]:

E(Yi) = 1·pi + 0·(1− pi) = pi (1)

In binomial models, it is assumed that pi is a function of the vector of values of the
explanatory variables xi for the i-th object and the parameter vector β [58,59]:

Pi = P(yi = 1) = F
(

xT
i β

)
(2)

Depending on the type of F-function, different types of models are distinguished [60]: a
linear probability model, logit model, and probit model. Using the simplest of the binomial
models—the linear probability model—has many negative consequences described in
the literature [58,61]. Probit and logit models, on the other hand, as indicated by some
authors [60], are similar to each other and in practice one of them is used. Therefore, the
search for a binomial model for the phenomenon in question was limited to a logistic
regression model. The general form of the logit model is as follows [58,59]:

Y∗i = ln
pi

1− pi
= β0α0 + β1X1i + β2xX2i + · · ·+ βkXki + ui (3)

where:

β j—structural model parameters,
ui—random component,
ln pi

1−pi
—logit,

Y∗i —unobservable qualitative variable,
Xji—the values of the explanatory variables of the model,
pi—the probability of taking the value “1” by the dependent variable Yi calculated from
the logistic distribution density function.
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pi =
ex′i β

1 + eX′i β
=

1

1 + e−X′i β
=

1
1 + e−(β0+β1X1i+β2X2i+···+βkXki)

(4)

Unobservable variable Y∗i is defined as a latent variable, as one can observe only the
binary variable Yi in the form:

Yi =

{
1; Y∗i > 0
0; Y∗i ≤ 0

(5)

Logit according to [53], denotes the odds ratio of accepting to not accepting the value
“1” for the variable Yi. It takes the value zero if pi = 0.5. In the case when pi < 0.5, the
odds ratio takes a negative value, and when pi > 0.5, a positive one.

2.3. Discriminant Analysis Model

Linear discriminant analysis (LDA), presented in 1936 [62], enables the classification of
cases (objects) into one of the predetermined groups based on explanatory variables (case
characteristics). The use of linear discriminant analysis to classify objects (cases) [63] or
supporting decision-making processes [64] are commonly found in the literature. The aim
of discriminant methods is to determine which of the explanatory variables differentiate
groups the most. The discrimination problem can be solved by means of discriminant
functions which are most often linear functions of input variables characterizing the
cases [65]. If group sizes are not comparable, a modified form of the discriminant function
should be used [65]:

Kr = cro + cr1X1 + cr2X2 + . . . + crmXm + ln
nr

n
, (6)

where:

Kr—classification function (for the r-th group of cases),
crj—the coefficient of the r-th classification function with j-th input variable of significant
discriminatory power, j = 0, 1, . . . , m’,
cro = lnpri—absolute term, probability pi means the a priori probability of qualifying the i-th
object to the r-th group,
nr—denotes the size of a given group,
n—sample size.

Modeling takes place in several stages. In the first step of building the model, the
discriminant function equation is sought by identifying variables that significantly dis-
criminate groups. The next step is to check the statistical significance of the discriminant
function and determine its coefficients. The next stage of the analysis is a classification
procedure using classification functions.

2.4. Evaluation of the Proposed Models

To assess the quality and relevance of the performance of the proposed classification
models [66], the following were proposed:

• A relevance matrix that indicates the number and often the proportion of correctly
and incorrectly classified cases;

• Diagnostic test parameters: sensitivity (7), specificity (8), positive (9), and negative
(10) predictive value, test reliability (11) based on the contingency matrix:

Sensitivity indicates the ratio of true positives to the sum of true positives and false
negatives. In the problem under analysis, it describes the ability to detect the winning cases.

sensitivity =
TP

TP + FN
(7)



Appl. Sci. 2021, 11, 5973 7 of 14

Specificity means the ratio of true negatives to the sum of true negatives and false
positives. In the problem examined, it describes the ability to detect the losing cases.

Speci f icity =
TN

TN + FP
(8)

PPV (positive predictive value) denotes the probability that the case identified by the
classifier as winning is indeed a winning case.

PPV =
TP

TP + FP
(9)

NPV (negative predictive value) stands for the probability that the case identified by
the classifier as loss is indeed a losing case.

NPV =
TN

FN + TN
(10)

Effectiveness of the decision rule ACC (accuracy) implies the extent to which the
results of the study reflect reality.

ACC =
TP + TN

TP + TN + FP + FN
(11)

where:

TP—true positive results,
FP—false positive results,
TN—false negative results,
FN—true negative results.

3. Results and Discussion
3.1. LOG Model—The Model Using Regression Analysis

Using logit regression, an attempt was made to estimate the qualitative variable Y,
also trying to explain which factors, with what strength and in what direction, affect the
chance of a tender success (Y). The parameter estimates are summarized in Table 3.

By analyzing the obtained results with the assumed significance level α = 0.1, only two
variables significantly affect the model: x3—contractual conditions and x6—need for work.
However, the p value for the variables x12—time to prepare the offer and x15—the degree
of difficulty of the works, are slightly higher than 0.1, so it was decided to include these
variables and recalculate the model. The parameter estimates for the logistic regression
model (with four explanatory variables) are summarized in Table 4.

Finally, three variables were left (the non-significant variable x12—time to prepare an
offer, was discarded) and recalculations were made.

The parameter estimates for the logistic regression model (with three explanatory
variables) are summarized in Table 5.

The form of the proposed logit model (LOG model) is as follows:

Ŷi = ln
pi

1− pi
= −0.9532·x3 − 2.2877·x6 + 0.6012·x15 + 15.9217 (12)

This means that the probability pi (that is, situation Yi = 1) is estimated as:

p̂i =
exp(−0.9532·x3 − 2.2877·x6 + 0.6012·x15 + 15.9217)

1 + exp(−0.9532·x3 − 2.2877·x6 + 0.6012·x15 + 15.9217)
(13)

Statistical verification of the logit model consisting in determining the degree of
the model fitting the data and testing the statistical significance of the parameters was
successful. The odds quotient is 9.62 and is higher than 1 which means that the classification
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is nine times better than what would be expected by chance. Using the proposed logit
model, it is possible to estimate the probability with which a given tender will be won.

Table 3. Parameter estimates for the logit model—15 explanatory variables.

Dependent
Variable Y
RESULT

Coefficient β
Standard

Error Walda Stat. p Value Statistically
Significant *

Absolute
term 181.2342 101.4030 3.1943 0.0739 *

x1 −0.8114 2.1518 0.1422 0.7061
x2 −0.4787 1.2390 0.1493 0.6992
x3 −6.4249 2.8502 5.0814 0.0242 *
x4 1.0285 1.2892 0.6364 0.4250
x5 0.6708 1.5074 0.1980 0.6563
x6 −6.6233 2.5664 6.6607 0.0099 *
x7 −1.2769 1.5475 0.6809 0.4093
x8 −4.1032 6.4537 0.4042 0.5249
x9 0.8568 1.1536 0.5516 0.4577
x10 −3.3306 2.8215 1.3935 0.2378
x11 −2.9788 2.2852 1.6992 0.1924
x12 3.5272 2.3601 2.2335 0.1350
x13 −15.8525 11.8791 1.7808 0.1820
x14 −2.4435 2.2014 1.2320 0.2670
x15 4.9962 3.4396 2.1098 0.1464

* Significance level α = 0.1

Table 4. Parameter estimates for the logit model—four explanatory variables.

Dependent
Variable Y
RESULT

Coefficient β
Standard

Error Walda Stat. p Value Statistically
Significant *

Absolute
term 16.1289 4.6709 11.9235 0.0006 *

x3 16.1289 4.6709 11.9235 0.0006 *
x6 −0.9145 0.4582 3.9833 0.0460 *
x12 −2.2736 0.5790 15.4179 0.0001
x15 −0.0840 0.5715 0.0216 0.8831 *

* Significance level α = 0.1

Table 5. Parameter estimates for the logit model—three explanatory variables.

Dependent
Variable Y
RESULT

Coefficient β
Standard

Error Walda Stat. p Value Statistically
Significant *

Absolute
term 15.9217 4.4375 12.8739 0.0003 *

x3 −0.9532 0.3769 6.3964 0.0114 *
x6 −2.2877 0.5723 15.9812 0.0001 *
x15 0.6012 0.3271 3.3777 0.0661 *

* Significance level α = 0.1

3.2. LDA Model—The Model Using Discriminant Analysis

In the first step of building the model, the equation of the discriminant function was
searched for, indicating variables that significantly discriminate groups. To achieve this,
the backward stepwise method was applied. In this approach, all variables are entered into
the model (step 0) and then, in subsequent steps, one variable that is the least statistically
significant is removed. Results with all 15 input variables (step 0) indicated at the assumed
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significance level α = 0.1, that only four variables significantly discriminate between groups
(x3, x5, x6, x13).

The results for the model and the evaluation of all 15 input variables (step 0) are given
in Table 6.

Table 6. Evaluation of the parameters of the discriminant function—15 explanatory variables.

Variables Wilks’
Lambda

Partial Lambda
Wilks

The Value of the F
Statistic p Value Tolerance 1-Tolerance Statistically

Significant *

x1 0.430141 0.961162 2.90937 0.092377 0.377706 0.622294
x2 0.413447 0.999971 0.00207 0.963850 0.370875 0.629125
x3 0.449346 0.920082 6.25390 0.014669 0.376703 0.623297 *
x4 0.421275 0.981391 1.36523 0.246487 0.522505 0.477495
x5 0.454559 0.909531 7.16170 0.009215 0.109267 0.890733 *
x6 0.609746 0.678045 34.18763 0.000000 0.643071 0.356929 *
x7 0.419668 0.985148 1.08548 0.300962 0.096009 0.903991
x8 0.434939 0.950558 3.74495 0.056895 0.577896 0.422104
x9 0.414878 0.996522 0.25127 0.617712 0.757040 0.242960
x10 0.417598 0.990032 0.72491 0.397361 0.672704 0.327296
x11 0.424018 0.975042 1.84297 0.178843 0.633470 0.366531
x12 0.430727 0.959854 3.01140 0.086960 0.512083 0.487917
x13 0.444633 0.929835 5.43308 0.022563 0.513878 0.486123 *
x14 0.414026 0.998573 0.10292 0.749283 0.580513 0.419487
x15 0.434007 0.952600 3.58258 0.062408 0.391804 0.608196

* Significance level α = 0.05.

By analyzing the obtained results with the assumed significance level α = 0.1, only four
variables (x3; x5; x6; x13) discriminated significantly between groups. The model parameters
are as follows: Wilks’ Lambda = 0.41344, the corresponding F statistic (15.72) = 6.8100, and
p < 0.0000.

During the first step of the analysis, the variable x2 was removed—the least signifi-
cantly discriminating group. Subsequent steps (k = 2, . . . , 15) made it possible to select the
most significant variables (Table 7).

Table 7. Evaluation of the discriminant function parameters—final model (six input variables).

Variables Wilks’ Lambda Partial Lambda Wilks The Value of the F Statistic p Value Tolerance Wilks’ Lambda

x1 0.570048 0.825309 17.14504 0.000084 0.694765 *
x3 0.495679 0.949133 4.341000 0.040358 0.771227 *
x5 0.557289 0.844204 14.94840 0.000222 0.541454 *
x6 0.740919 0.634977 46.56377 0.000000 0.776650 *
x13 0.532386 0.883694 10.66070 0.001605 0.803942 *
x15 0.500913 0.939217 5.242020 0.024650 0.789131 *

* Significance level α = 0.05.

Finally, six input variables, x1—type of works, x3—contractual conditions, x5—project
value, x6—need for work, x13—possible participation of subcontractors, x15—the degree of
difficulty of the works, discriminate significantly between groups. The model parameters
are as follows: Wilks’ Lambda = 0.47047; the corresponding statistic F (6.81) = 15.195;
p < 0.0000. It is worth noting that the smaller the value of Wilks’ Lambda (from the
range <0, 1>) the better the discriminating power the model has. In the analyzed example
(0.47047), it is acceptable. Tolerance coefficient Tk determines the proportion of the variance
of the variable xk that is not explained by the variables in the model. If Tk coefficient takes
a value smaller than the default 0.01, the variable is more than 99% redundant with other
variables in the model. Entering variables with low tolerance coefficients into the model
may cause its large inaccuracy. In the model under consideration, the Tk coefficients for the
assumed variables exceed the value of 0.5.
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The next step of the analysis is to check the statistical significance of the discriminant
function (Table 8) and to determine its coefficients.

Table 8. Parameters for assessing the statistical significance of the discriminant function.

Eigenvalue
Canonical

Correlation
R

Wilks’
Lambda

Chi-Square
Statistics

df Number
of Degrees
of Freedom

p Value

1.125553 0.727691 0.470466 62.58464 6 0.000000

The eigenvalue of a discriminant function represents the ratio of the between-group
variance to the within-group variance. Large eigenvalues characterize functions with
high discriminatory power. Canonical correlation is a measure of the magnitude of the
association between a grouping variable and the results of a discriminant function. It
ranges from <0, 1>, where 0 means no relationship and 1 means maximum relationship.
The value of 0.727691 means that the function is related to a grouping variable. The value of
Wilks’ Lambda is acceptable. The value of p = 0.000000 < 0.05. The proposed discriminant
function is statistically significant and ultimately takes the following form:

D = −12.831 + 0.509x1 + 0.437x3 − 0.464x5 + 1.502x6 + 0.615x13 − 0.429x15 (14)

The next stage of the analysis is the classification procedure using classification func-
tions. In the problem under analysis, two classification functions were defined (two groups
were assumed; W—win, L—loss), which take the following form:

• K0 function, classifying to “L-loss” group:

K0 = −181.383 + 7.139x1 + 13.094x3 + 0.148x5 + 21.275x6 + 15.141x13 + 9.958x15 + ln 64
88 (15)

• K1 function, classifying to “W-win” group:

K1 = −213.841 + 8.338x1 + 14.123x3 − 0.946x5 + 24.813x6 + 16.590x13 + 8.947x15 + ln 24
88 (16)

A given case is classified in the group for which the classification function takes the
highest value.

3.3. Evaluation of Models—Discussion of Results

To evaluate the model, the classification efficiency expressed as the number of cases
correctly classified into predefined classes was used. A summary of the performance of the
proposed models is presented in Tables 9 and 10.

Table 9. Summary of classification for the LOG model.

Observed Numbers Reality Total

Answer from the Model yi = 1
(W—win)

yi = 0
(L—loss)

LOG Model

ŷi = 1 (W—win) 13 7 20
ŷi = 0 (L—loss) 11 57 68

Total 24 64 88
Correct 54.17% 89.06% 79.55%

Incorrect 45.83% 10.94% 20.45%

Total 100.00% 100.00% 100.00%
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Table 10. Summary of classification for the LDA model.

Observed Numbers Reality Total

Answer from the Model yi = 1
(W—win)

yi = 0
(L—loss)

LDA Model

ŷi = 1(W—win) 15 3 18
ŷi = 0 (L—loss) 9 61 70

Total 24 64 88
Correct 62.50% 95.31% 86.36%

Incorrect 37.50% 4.69% 13.64%

Total 100.00% 100.00% 100.00%

The data in Tables 8 and 9 enable the basic parameters of the classification model to be
determined. The results are given in Table 11.

Table 11. Basic parameters of LOG and LDA models as a classifier.

Model Sensitivity Specificity
Positive

Predictive
Value (PPV)

Negative
Predictive

Value (NPV)

Effectiveness
(ACC)

LOG Model 54.17% 89.06% 65.00% 83.82% 79.55%
LDA Model 62.50% 95.31% 83.33% 87.14% 86.36%

From the values in Table 10, the LOG model correctly classified 79.55% of the cases,
more correctly predicting tender failure (83.82%). The values obtained show a good fit
of the model, but it is worrying that the model indicated only three tender factors as
statistically significant: x3—contractual conditions, x6—need for work, and x15—degree of
difficulty of the works. In the case of the LDA model, classification into the set L—87.14%
means that the model (analogous to the LOG model) more accurately predicts tender failure
than winning (83.33%). The results obtained by the LDA model are better as it rendered 86%
of correctly classified cases. The discriminant analysis, apart from the variables x3, x6, x15
indicated also x1—type of works, x5—value of the project, and x13—possible participation
of subcontractors, as significant variables for the model, where the greatest independent
influence on the result of the discriminant function is exerted by the variable x6—the need
for work, while the least x3—contractual conditions. The following is an extract from the
LDA model results sheet with the values of the classification functions in relation to the
observed (actual) values shown in Table 12.

Table 12. Classification function values for selected cases.

Case Number
Group

Membership:
Group

Membership: Function Value

Observed Model K0—win K1—loss

10 W W 208.994 211.747
28 L L 189.970 186.249

* 29 W L 207.961 206.832
30 L L 199.490 196.887

* 35 L W 220.759 222.847
* Cases misclassified.

The analyses presented in this paper do not exhaust the issue of modeling contractors’
decisions to participate in tenders for construction works. They can become a supplement
of the models proposed so far in the literature. It should be noted that the construction
of classification models requires having an appropriate database, which is built based on
tender factors selected by the author of each model.
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It is also worth emphasizing that in the face of fierce competition on the construction
market, contractors are looking for solutions to maximize their chances of winning tenders.
It is worth noting the observations of the authors of the study [67], who noted that the bid
preparation process, which is time-consuming and requires a lot of effort, may create the
need to have appropriate specialists. Typically, large companies are more able to employ
such specialists, while small and medium-sized companies are definitely more likely to
feel the need for tools to support the proper selection of orders and the decision to tender.
It therefore appears that the proposal to build and use mathematical models is appropriate.

In further research, using the author’s constructed database, the author of the paper
intends to apply methods of artificial intelligence. The same database, model input and out-
put parameters will allow to objectively compare the effectiveness of these two approaches.

4. Conclusions

The construction company at each stage of its activity has to make a number of impor-
tant decisions related to the functioning of the company. One of them is the decision to
enter a tender. Although it involves company finances and resources, the decision is usually
taken quickly and based on subjectively perceived information. A number of models and
mathematical methods have been proposed in the literature to assist the decision maker
and to increase the effectiveness of the decisions taken. In this paper, two statistical classifi-
cation methods are used for modeling: linear regression and linear discriminant analysis.
The response obtained from the classification model is a recommendation to participate
in the tender (qualification into class W—win), or a recommendation to resign (allocation
into class L—loss). To perform the analyses, it was necessary to use a database consisting
of historical data, that is, resolved tenders. The comparison of the classification models
shows that the model using linear discriminant analysis performed well (86% correctly
classified cases). The backward stepwise method was used to eliminate the least statistically
significant variables. Finally, from a set of 15 identified factors, six input variables (factors)
were identified that significantly discriminate between groups: x1—type of works, x3—
contractual conditions, x5—project value, x6—need for work, x13—possible participation of
subcontractors, x15—the degree of difficulty of the works. With these variables, the model
achieved good performance. The paper by [44] presents the results of a survey in which
the works contractors selected the following as the most important factors influencing the
decision to enter a tender: type of works, contractual conditions, experience in similar
projects, project value, need for work. As can be seen, they mostly coincide with the results
obtained from statistical methods. The obtained results (effectiveness of classification and
values of model evaluation parameters) testify to the possibility of using the LDA model
in practice.
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42. Leśniak, A. Supporting contractors’ bidding decision: RBF neural networks application. AIP Conf. Proc. 2016, 1738, 200002.

[CrossRef]
43. Chisala, M.L. Quantitative Bid or No-Bid Decision-Support Model for Contractors. J. Constr. Eng. Manag. 2017, 143, 04017088.

[CrossRef]
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