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Abstract

:

Featured Application


Acceleration based moving force identification is applied for weigh in motion and bridge damage detection purposes.




Abstract


This paper presents a new moving force identification (MFI) algorithm that uses measured accelerations to infer applied vehicle forces on bridges. Previous MFI algorithms use strain or deflection measurements. Statistics of the inferred forces are used in turn as indicators of global bridge damage. The new acceleration-based MFI algorithm (A-MFI) is validated through numerical simulations with a coupled vehicle-bridge dynamic interaction model programmed in MATLAB. A focussed sensitivity study suggests that results are sensitive to the accuracy of the vehicle velocity data. The inferred Gross Vehicle Weight (GVW), calculated by A-MFI, is proposed as the bridge damage indicator. A real weigh-in-motion database is used with a simulation of vehicle/bridge interaction, to validate the concept. Results show that the standard deviation of inferred GVWs has a good correlation with the global bridge damage level.
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1. Introduction


Bridges are critical components in traffic networks but may be damaged by corrosion or may be struck by a vehicle passing underneath. Monitoring of the structural health of bridges is integral to most transport infrastructure management programmes. While most bridges are still monitored by subjective visual inspection, electronic structural health monitoring (SHM) has attracted increasing attention in recent years. Farrar et al. [1] summarise a typical SHM process as (a) the definition of damage: local or global; (b) data acquisition, fusion, and cleaning: what kind of data is used and how; (c) feature extraction: what information is extracted from the data; and (d) statistical model development: how to model structural damage with the extracted information. The method presented in this paper infers gross vehicle weight (GVW) data from bridge acceleration signals and uses the standard deviation of the inferred GVW data to detect bridge global damage. Generally, structural damage refers to changes in the system which result in current or future adverse impacts on its performance [2]. Some data can show damage directly, such as crack width, but this requires advanced knowledge of where the damage is located. Other data, such as strains, deflections, rotations, and accelerations, can also be used as indirect damage indicators. Carden and Fanning [3] identify several features that can be extracted from bridge vibration information, such as natural frequency, mode shape, modal curvature, dynamically measured flexibility, and more. Most researchers use accelerations to find bridge mode shapes and natural frequencies, which are used as indicators of damage in SHM [3,4,5]. However, the natural frequency is insensitive to damage, and mode shape generally requires large numbers of sensors.



By using bridge vibration information, not only bridge properties but also passing vehicle weights can be extracted. Cantero and González [6] showed that if there is an overall reduction in the bridge stiffness, the inferred vehicle weights increase, i.e., the more flexible bridge infers GVWs that are greater than the actual weights. The weights of passing vehicles can be obtained from recorded bridge monitoring data in a process known as Bridge Weigh in Motion (BWIM). The BWIM concept was introduced in the 1970s by Moses [7] who proposed an algorithm to calculate weights from strain measurements on the bridge. Lydon et al. [8] summarise methods that use bridge measurements to find passing vehicle weights. Most BWIM methods use bridge strain or deflections. In practice, most deflection measurement methods require a reference point to measure from, normally under the bridge, which can be problematic as such a point is not always available (e.g., when the bridge is over water). Recently, a contactless BWIM system was proposed that used image analysis technology to measure bridge deflections and infer GVWs from them [9,10]. The drawback of contactless BWIM is that the accuracy depends on the performance of the image collection equipment which is not generally sufficiently accurate. Also, it requires a known weight truck for setup or to recalibrate. Compared with deflection, acceleration measurement is inertial, so it does not require a reference point. Recently, some researchers have tried to use bridge acceleration to find passing vehicle weights. Mohammed and Uddin [11] proposed an approach to use bridge acceleration to estimate bridge displacement by using a state vector estimation. The moving force identification (MFI) algorithm is then used to estimate vehicle weights. Sekiya et al. [12] used an acceleration-based free vibration method to determine bridge displacement and then used the bridge influence line to calculate passing vehicle weights. The main problem with the approach, which uses acceleration to get bridge displacement, relates to knowing the bridge’s initial conditions. As described by Park et al. [13] inadequate bridge initial conditions can cause large errors in estimated displacements. Researchers have adopted different approaches to reduce this error [14,15]. To the author’s knowledge, only two researchers have used accelerations directly in BWIM or MFI systems [16,17]. Law et al. [16] proposed an MFI algorithm in the time domain, which can use acceleration signals directly. However, the force response cannot be obtained from the acceleration data alone—bending moment data is also required. OBrien et al. [17] introduced the concept of an acceleration-based influence line and applied it to BWIM. The issue with this method is that the magnitude of vehicle acceleration can be strongly affected by the road profile, which affects the accuracy. While the accuracy of this acceleration-based BWIM method is low, the authors demonstrated that the inferred vehicle weights obtained from a large sample of passing trucks can be used to infer damage. A different approach is taken in this paper, where acceleration is used to extract vehicle axle force, which is not strongly affected by the profile.



To find a method that can directly use acceleration and estimate GVW with good accuracy, an MFI algorithm is chosen. MFI has been proposed as a method of BWIM that potentially can give more accurate and more detailed results than the traditional approach [18,19,20]. Several forms of the MFI algorithm exist but all derive axle force histories from the equations of motion [21,22,23,24,25]. A popular approach, which is introduced by Trujillo [26], uses the state-space form of the dynamic equations to solve this inverse problem. In the state space approach, the 2nd order differential equation governing displacement is replaced by two 1st order equations that are solved simultaneously to find the displacements and velocities [27]. Numerical instability is a challenge, with many examples giving ill-conditioned solutions [28]. Zhu et al. [28] apply Tikhonov regularization [29] to improve the conditioning of the system of equations, which significantly improves the accuracy. Gonzalez et al. [18] further develop this algorithm by regularizing the first derivative of force to make the solution smoother and more stable. Rowley et al. [30] validate the algorithm of Gonzalez et al. [18] using strain data measured on a bridge in service and achieve good accuracy. The majority of BWIM and MFI approaches use strain and a few use deflection or rotation, but acceleration has only recently been considered [17]. Few researchers have used vehicle axle force, computed by MFI from bridge deflection data, to detect damage [31,32,33]. They show that the bridge’s local damage will significantly affect inferred force results. As the bridge becomes damaged, bridge deflections will increase and the inferred force will be overpredicted. This principle cannot be applied when acceleration is used as acceleration magnitude is affected by the road profile.



In this paper, the new acceleration-based MFI (A-MFI) algorithm is applied directly to acceleration data, requiring reformulation of the underlying equations. Unlike strain data, used in previous studies, acceleration data is damage sensitive, suggesting that it has good potential to be used as part of a bridge health monitoring approach. The concept is assessed using a numerical simulation with a half-car vehicle/bridge interaction model and a finite element model of a bridge. A sensitivity study is carried out on potential sources of error such as the scan rate of measurements, imperfect velocity measurement, pre-existing vibrations, and measurement noise. The study demonstrates that acceleration-based MFI-inferred vehicle weight data is a good indicator of bridge global damage. Global damage is considered in this study, i.e., an overall loss of stiffness. This type of damage may be due to multiple small local damages or to uniform corrosion damage over time.




2. Acceleration Based Moving Force Identification Theory


Most MFI approaches have been derived from a solution to the equations of motion of a bridge. The equations of motion representing the dynamic response can be expressed as:


   [   M g   ]   {   u ¨   }  +  [   C g   ]   {  u ˙  }  +  [   K g   ]   { u }  =  [ L ]   {  g  ( t )   }   



(1)




where, [L] is the (ndof × naxles) location matrix which varies with time and is related to the applied force vector g(t) of size (ndof × 1). The number of degrees of freedom of the bridge structural model is ndof and the number of axle forces acting on the bridge is naxles.



The matrices, [Mg], [Cg], and [Kg], are (ndof × ndof) and represent the global mass, damping and stiffness of the structure, respectively. The vectors, {u}, {   u ˙   } and {   u ¨   } (ndof × 1) represent the nodal displacements, velocities, and accelerations. The properties of the passing vehicle are not considered in the algorithm. The system is simply considered to be a beam (bridge), subject to variable moving forces.



2.1. MFI State Space Equations and Their General Solution


The state-space form is used to replace the 2nd order differential equation with two 1st order equations. Thus, acceleration is represented as the first derivative of unknown velocity (as opposed to the 2nd derivative of unknown displacement). Hence, Equation (1) is rewritten as:


   {  v ˙  }  =    [   M g   ]    − 1    {   [  −  K g   ]   { u }  −  [   C g   ]   {  u ˙  }   }  +    [   M g   ]    − 1    [ L ]   {  g  ( t )   }   



(2)







The vector,   { X }   is used to represent displacements and velocities of nodes as follows:


   { X }  =  {     u      u ˙      }   



(3)







The first derivative of    { X }    can be written as:


   {    d X   d t    }  =  {  X ˙  }  =  {      u ˙        u ¨       }  =  {      u ˙        M g     − 1    {   [  −  K g   ]   { u }  −  [   C g   ]   {  u ˙  }   }  +   [  M g  ]   − 1    [ L ]   {  g  ( t )   }       }   



(4)







Rearranging Equation (4) gives:


   {    d X   d t    }  =  [ A ]   { X }  +  [ D ]   {  g  ( t )   }   



(5)




where,


   [ A ]  =  [       [ 0 ]       [ I ]        −    [   M g   ]    − 1    [   K g   ]      −    [   M g   ]    − 1    [   C g   ]       ]   



(6)






   [ D ]  =  [       [ 0 ]           [   M g   ]    − 1    [ L ]       ]   



(7)







In Equation (6), [I] denotes the identity matrix and [0] denotes the null matrix. Many identities and null matrices are used in this paper and their size changes according to the context. For example, the identity and null matrices in Equation (6) are the same size as     [  M g  ]   − 1    [   K g   ]    and     [  M g  ]   − 1    [   C g   ]   . Hence, the size of the identity matrix and null matrix in Equation (6) is [ndof × ndof]. Equation (5) is the state-space form of the equation of motion. To solve these differential equations, Trujillo and Busby [34] use Laplace transforms and Pade Approximations to give the following solution:


     { X }    j + 1   =  [   e   [ A ]  h    ]     { X }   j  +  [   [   e   [ A ]  h   −  [ I ]   ]     [ A ]    − 1    (       [ 0 ]           [   M g   ]    − 1    [ L ]       )   ]     { g }   j   



(8)




where j is the time step number and h is the time difference between the jth and j+1th time steps. In Equation (8),    e   [ A ]  h     is referred to as the exponential of a matrix, which arises in the solution to a system of differential equations. The size of    e   [ A ]  h     is [2ndof × 2ndof]. From Equation (8), this time step variable {Xj+1} can be solved given the previous time step variable {Xj}. To simplify the format of Equation (8), the following is defined:


   [ M ]  =  [   e   [ A ]  h    ]   



(9)






   [ P ]  =  [   [   e   [ A ]  h   −  [ I ]   ]     [ A ]    − 1    (       [ 0 ]           [   M g   ]    − 1    [ L ]       )   ]   



(10)







Then, Equation (8) can be written as:


     { X }    j + 1   =  [ M ]     { X }   j  +  [ P ]     { g }   j   



(11)







The solution of Equation (11) has been validated and its accuracy deemed acceptable by others [30]. The size of [P] is (2ndof × ndof) and the size of [M] is (2ndof × 2ndof). However, to improve the accuracy of the force vector solution, Gonzalez et al. [18] applied first-order regularization to the force vector to achieve the following solution:


     {     X     g     }    j + 1   =  [       [ M ]       [   P j   ]         [ 0 ]       [ I ]       ]     {     X     g     }   j  +  [       [ 0 ]         [ I ]       ]     { r }   j   



(12)




where, rj is the first derivative of force, gj. Gonzalez et al. [17] show that the first-order regularization approach significantly improves the accuracy of the solution. The regularization technique is applied to the ill-conditioned problem in this paper to smooth the force vector results.




2.2. New Acceleration-Based MFI Algorithm


Existing MFI approaches typically use displacements as the input. In addition to this, nodal rotations and rotational velocities can be used. It is evident from Equations (3) and (12) that acceleration is not an input within the current system of equations. This section proposes an A-MFI formulation capable of using accelerations as an input. When the calculation time step is small enough,      {  X ˙  }    j + 1     can be assumed as:


     {  X ˙  }    j + 1   =  1 h   (     { X }    j + 1   −    { X }   j   )   



(13)







Substituting Equation (11) into Equation (13) gives:


     {  X ˙  }    j + 1   =  1 h   (   (   [ M ]     { X }   j  +  [ P ]     { g }   j   )  −    { X }   j   )   



(14)







Rearranging Equation (14) gives:


     {  X ˙  }    j + 1   =   (  [ M ]   − [ I ] )   h     { X }   j  +    [ P ]   h     { g }   j   



(15)







Combining Equations (12) and (15) gives:


     {     X      X ˙      g     }    j + 1   =  [       [ M ]       [ 0 ]       [   P j   ]           [ M ]   − [ I ]   h       [ 0 ]         [   P j   ]   h         [ 0 ]       [ 0 ]       [ I ]       ]     {     X      X ˙      g     }   j  +  [     0     0     I     ]     { r }   j   



(16)







Now, defining,


   [  M ˜  ]  =  [       [ M ]       [ 0 ]       [   P j   ]           [ M ]   − [ I ]   h       [ 0 ]         [   P j   ]   h       0     [ 0 ]       [ I ]       ]   



(17)







And


  T =  [       [ 0 ]         [ 0 ]         [ I ]       ]   



(18)




the new algorithm can be written as:


     {  X ˜  }    j + 1   =  [  M ˜  ]     {  X ˜  }   j  +  [ T ]     { r }   j   



(19)




where      [ M ]   ˜    is a [5ndof × 5ndof] matrix and      {  X ˜  }   j    is a [5ndof × 1] vector,


     {  X ˜  }    j + 1   =    {     X      X ˙      g     }    j + 1   =    {             u      u ˙               u ˙        u ¨               g     }    j + 1    



(20)







Notably, the vector in Equation (20) includes the same velocity term twice. It can be seen from Equation (20) that the acceleration vector is included in the new vector,    {  X ˜  }    and that the solution of Equation (19) has a similar form to Equation (12). The next steps are identical to the previous MFI theory, which uses least-squares minimization to calculate the force vector.



The error function, including the Tikhonov regularization term, B, for time step j, can be defined as:


  E  (     {  X ˜  }   j  ,  {   r j   }   )  =  (   [ Q ]     {  X ˜  }   j  −    { d }   j  ,  [ W ]   (   [ Q ]     {  X ˜  }   j  −    { d }   j   )   )  +  (     { r }   j  ,  [ B ]     { r }   j   )   



(21)




where, Q is a (2ndof × (4ndof + naxles)) matrix, used to locate the required input signals (e.g., only bridge mid-span acceleration is used in this paper). The input signal, denoted by dj, is a vector of size (2ndof × 1). The weighting matrix, [W] is usually the identity matrix. A regularization term consisting of the product of a scalar, λ, and the identity matrix reduces numerical instability in the solution. In this case, Bellman’s principle of optimality is used to solve the problem [35]. The error function for the previous time step, j − 1 can be written as:


   f  j − 1    (    {  X ˜  }   j − 1    )  = min  [   (   [ Q ]     {  X ˜  }    j − 1   −    { d }    j − 1   ,  [ W ]   (   [ Q ]     {  X ˜  }    j − 1   −   { d }   j − 1    )   )  +  (     { r }    j − 1   ,  [ B ]    { r }   j − 1    )  +  f j   (     {  X ˜  }   j   )   ]   



(22)







This function is a minimum when the partial derivative of force with respect to rj−1 is zero:


    ∂  f  j − 1    (     {  X ˜  }    j − 1    )    ∂    { r }    j − 1     = 0  



(23)







The first derivative of force is calculated by:


     { r }    j − 1   =    [  2  [ B ]  + 2    [ T ]   T     [ Q ]   T   [ W ]   [ Q ]   [ T ]   ]    − 1    {  2    [ T ]   T     [ Q ]   T   [ W ]     { d }   j  − 2    [ T ]   T     [ Q ]   T   [ W ]   [ Q ]     {  M ˜  }    j − 1      {  X ˜  }    j − 1    }   



(24)







Substituting rj−1 into Equation (22) and re-arranging, the error function can be found at any time step n, and the error function can be written in the following format:


   f n   (     {  X ˜  }   n   )  =  (     {  X ˜  }    j − 1   ,  [   R n   ]     {  X ˜  }    j − 1    )  +  (     {  X ˜  }    j − 1   ,    { S }   n   )  +  q n   



(25)







The first derivative of the force vector can then be calculated by:


   r  n − 1   = −    [  2  [ B ]  + 2   [ T ]  T     [ R ]   n   [ T ]   ]    − 1    {     [ T ]   T     { S }   n  + 2    [ T ]   T     [ R ]   n     {  M ˜  }    j − 1      {  X ˜  }    j − 1    }   



(26)







Before calculating the force vector, a backward sweep is used to calculate Ri and Si, starting at i = n. Then, the force vector is calculated in a forward sweep, which uses Equation (26) to find all n components. Further details are given in Appendix A. Like previous MFI algorithms, an L curve is used to find the optimal regularization parameter in this paper. This reformulation of the underlying MFI equations allows for the first time the new A-MFI algorithm to be directly applied to acceleration data, which is damage sensitive.





3. Numerical Model


This section presents the numerical bridge model used to investigate the accuracy of the proposed A-MFI algorithm. The accelerations at the mid-span of a simply supported bridge are modelled using a coupled numerical finite element (FE) bridge model and half-car vehicle model programmed in MATLAB.



3.1. Bridge and Vehicle Models


The bridge model used in this paper is a 20 m span simply supported Euler-Bernoulli beam (a commonly used bridge model) that is 4 m wide (representing one lane of a highway bridge). By treating the lane as independent, there is an inherent assumption of negligible load sharing with any adjacent lanes. The deck consists of three ‘Y3’ beams and a 200 mm deep (in-situ) concrete slab. The FE model of the structure contains 20 discretized beam elements. Each element has four degrees of freedom, one rotational and one vertical translational degree of freedom at each end. Bridge accelerations are calculated at the ends of each element. The damping is taken as 3%, and the viscous damping matrix is generated on the assumption of Rayleigh damping [36]. Table 1 provides the properties of the bridge model.



A half-car vehicle model is used to represent a two-axle vehicle [37]. The coupled vehicle-bridge system, shown in Figure 1, has been used in many other studies [32,33,34,35,36,37,38]. The half-car model has a total of four degrees of freedom, namely: bounce displacement (ys) of sprung mass (ms), pitch rotation (θs) of sprung mass, and two-axle hop displacements (yu,1 and yu,2). The total weight of the vehicle consists of the main body sprung mass (ms) and two unsprung axle masses (mu,1 and mu,2). As shown in Figure 1, the body mass is connected to the axle masses through springs with stiffnesses, Ks,i and Kt,i and viscous dampers, with coefficients, Cs,i. The sprung mass moment of inertia is denoted as Is. The distance between axles and the centre of gravity are D1 and D2, respectively. In order to consider the effect of road roughness, a profile is generated according to the ISO standard [39].



A ‘carpet profile’ is generated with 11 correlated profiles extending in the longitudinal direction, spaced at 0.2 m intervals transversely. For any given vehicle pass, one of the 11 profiles is selected according to a truncated Normal distribution, using Monte Carlo simulation [40]. Some of the properties for the population of vehicles used in the analysis are chosen from the Long-Term Pavement Performance Weigh-in-Motion (WIM) database from Wisconsin, the USA, collected in 2012 [41,42]. Other properties are generated randomly by Monte Carlo simulation using population means and standard deviations from the literature [43,44]. Table 2 provides a summary of all vehicle population properties. The sprung mass is calculated as the GVW minus the sum of upsprung masses. The position of the center of gravity is calculated using the individual axle weights from the WIM database.




3.2. Implementation of Acceleration-Based Moving Force Identification


In this paper, the model of Figure 1 is used, in the forward problem, to calculate the ‘simulated measured’ accelerations on the bridge. A-MFI is then applied, in an inverse calculation, to determine the applied force history. It is acknowledged that using the same model for the forward and inverse problems suggests levels of accuracy unlikely to be replicated in the field. Nevertheless, this process is important as it demonstrates the process and, as the applied force histories are known, it is used to identify the sensitivity of the system to various sources of inaccuracy.



An illustrative baseline example is considered of a single 18 t vehicle travelling across the bridge on a Class A road profile at a speed of 25 m/s. Tikhonov Regularization requires a plot of the residual norm against the smoothing norm (Figure 2a), from which the point of maximum curvature is extracted (Figure 2b). In this case, that point corresponds to a value, λ = 7.94 × 10−9 (see Equation (21)), which is deemed to be the optimal trade-off between an ill-conditioned solution to the original problem and a well-conditioned solution to a slightly different problem. In Figure 2a, the x-axis represents the residual norm of the error and the y-axis denotes the smoothing norm of the regularised solution. In Figure 2b, the y coordinate represents the curvature at a specific value of λ in the L curve.



Using the optimum λ value, the force history is calculated for each axle and compared to the actual force histories, available from the forward problem calculation, in Figure 3. The bridge is present from x = 0 to 20 m and the distance between the two axles is 5 m. It can be seen in Figure 3 that, while the first axle enters the bridge at x = 0 m, the second does not arrive until x = 5 m. Similarly, the first axle leaves the bridge at x = 20 m and the second at x = 25 m. It can be seen in Figure 3 that, for this idealized case, the calculated axle forces match the real ones reasonably well. This is especially true in the context of bridge Weigh-in-Motion theory, where many systems are at, or less than, Class B accuracy, i.e., 95% of axle forces within ±15% of the exact values [45]. It can be seen in Figure 3 that the difference between the real and calculated axle forces increases when the second axle enters the bridge span. The sum of the averages of the two calculated axle force histories gives a calculated GVW of 17.84 t which, when compared to the actual GVW of 18 t, is an error of less than −1%. It should be noted that the error is calculated by (inferred-real)/real. The results of this simulation demonstrate that this new A-MFI algorithm has the potential to estimate GVW with good accuracy.




3.3. Sensitivity Study


A sensitivity study was undertaken on the scan rate of the acceleration signal, inaccurate measurement of vehicle velocity, initial bridge conditions, and signal noise. The scan rate of an accelerometer dictates the frequency of measured accelerations. Linear interpolation can be used to artificially increase the sampling rate between successive scans, i.e., the number of points of calculation. While this does not provide any new information, it has significant numerical benefits in the A-MFI algorithm. For the same example from Figure 3, it can be seen in Figure 4a that the accuracy of the force history improves significantly with increasing sampling rate—with a very good match to the actual Axle 1 force history at a rate of 5000 Hz. However, there is an inaccuracy in the early parts of the Axle 2 force history in Figure 4b, which is not improved by increasing the sampling rate. Nevertheless, the average forces tend to be closer to the actual average forces and to the axle weights, as the sampling rate is increased. For this example, the calculated GVW reduces from a 21% error at a sampling rate of 500 Hz to 2.7% at a rate of 5000 Hz.



When the input velocity is not accurately measured, the accuracy of the A-MFI results is affected. Again, simulations are carried out for the baseline 18 t half-car model travelling at a constant velocity of 25 m/s and giving an error in the calculated GVW of 2.7% when the correct velocity is used in the calculation. The errors that result from inaccurate speeds are found to be −8.9%, −4.4%, −13.0%, and −49.5% for ‘measured’ speeds of 23, 24, 26, and 27 m/s, respectively. Clearly, the accuracy is greatly influenced by the assumed speed, particularly when it is higher than the actual value.



To investigate the repeatability of this effect, the analysis was run for a population of 500 vehicles (all 18 t half-cars with 25 m/s real velocity) on a Class A profile. The velocity used as the input was randomly selected within the range of 23 m/s to 27 m/s (+/− 8% error). The errors in inferred GVWs are illustrated in Figure 5 and confirm the general trend of the previous example.



One of the assumptions of A-MFI is that the bridge is stationary when the first axle arrives, a condition that is not satisfied if the test vehicle is preceded by another. To test the implications of pre-existing bridge vibration, another half-car vehicle is run over the bridge before the test half-car arrives. The test vehicle is assumed to enter the bridge at time, δt = 0.2, 0.5, 1, and 2 s after the first vehicle leaves–see Figure 6. When the vehicles are close to each other, the effect is significant. For this example, the error in the inferred GVW is −7.1% and 7.3% for δt = 0.2 s and 0.5 s respectively. However, it should be noted that this implies a headway of 1.2 s which is small relative to most recorded gaps [46]. For the larger time intervals of 1 and 2 s, the GVW errors fall to 2.3% and −0.7% respectively.



The influence of random signal noise on the accuracy of the inferred GVW is also investigated. For this example, noise of up to 5% results in GVW errors of up to about 5%, with no clear correlation between accuracy and level of noise.





4. Inferred Weight as an Indicator of Structural Health


While A-MFI may not determine the weight of a particular vehicle accurately, the results are consistent. It is well known that the mean weight for vehicles of a given class, is highly repeatable at a given site (see, e.g., [47]). Hence, if the calculated mean GVW at a site increases, it suggests a loss of stiffness, i.e., damage, in the bridge. This concept is explored in the following sections.



4.1. A-MFI Result with Damaged Bridge Case


In this paper, damage in the bridge is defined as global damage with a uniform reduction of material stiffness. To investigate global damage using changes in inferred GVWs, the baseline 18 t half-car model passing at 25 m/s on a Class A profile is considered once more. Initially, different levels of global damage (reduction in Young’s Modulus) in the bridge are considered, namely, 5%, 10%, and 20%. The resulting inferred force histories for 5% and 10% only are shown in Figure 7. It can be seen that some peak forces, such as Point A in Figure 7a, are the same in the exact force history and in the A-MFI inferred force histories, regardless of damage. Other peaks, such as Point B, are present in the inferred force histories but not in the real force history. In general, the shape of the inferred force histories is not affected by these uniform levels of damage—broadly the same peaks and troughs are evident in each history.



Table 3 shows some typical results. Counterintuitively, the mean inferred GVW results increase initially (for 5% and 10% damage) but fall, as expected, for the higher damage level (20% damage). In general, the trend is counterintuitive, i.e., mean GVW tends to decrease as the damage level increases.




4.2. Bridge Damage Detection Using Inferred Vehicle GVW Statistics


Figure 8a shows the histogram of inferred weights for the healthy bridge. Figure 8b presents the histogram of inferred GVW for a population of 500 vehicles crossing the bridge for various levels of damage. Figure 8 represents ideal conditions with none of the sources of error outlined in Section 3.3 included. While the force histories and the inferred GVW for individual vehicles are inaccurately inferred, there is an underlying trend for inferred weight to decrease with increasing bridge damage (Figure 8b). This may be explained by a poor match between measured data from the damaged bridge and the theoretical equivalent healthy bridge. While there are significant inaccuracies for individual vehicles, a Normal distribution fit to the inferred vehicles is an excellent match with the Normal distribution fit to the true weights. Figure 8b shows that this distribution is visibly and consistently affected by bridge damage, even for very low damage levels. In general, bridge damage causes the peak to reduce, the standard deviation to increase, and, in most cases, the mean to shift slightly to the left.



Table 4 confirms the increasing trend in standard deviation (STD) with damage and the slight falling trend in mean inferred GVW. The trend in the mean is not fully consistent—there is a slight increase between healthy and 2.5% damage, followed by falls between 2.5%, 5%, 7.5%, and 10%.



The trends are less consistent when the results are repeated, considering various sources of potential inaccuracy. In particular, in this case, a different batch of 500 vehicles is used for each damage level, thus allowing for the natural GVW variability in the vehicle population. Table 5 summarizes the various sources of simulated inaccuracy, and Figure 9 shows the resulting statistical distributions of inferred weight. The increasing standard deviation with damage is again evident, and the slight downward trend in the mean—see Table 4.



This entire set of simulations, including errors, has been carried out three times to establish the repeatability of the trends. The variations in the means and standard deviations with damage are presented in Figure 10. There is considerable variation in the inferred mean weights—the coefficient of determination (R2) of the trendline (linear regression) is only 0.63. While the general linear trend is clear, the mean inferred GVW does not always decrease with increasing damage. It is also noteworthy that, even for the healthy bridge, the mean GVWs are less than the true mean values which are 8.11 t, 8.31 t, and 8.12 t for Batches 1 to 3, respectively. This appears to be due to the simulated errors in the velocity: when the true velocities are used in the inference of healthy bridge GVWs, the results are 8.80 t, 8.91 t, and 8.95 t, respectively.



The results for the standard deviations are much more repeatable—in this case, the coefficient of determination (R2) of the trendline (linear regression) is 0.96. The variability between batches is considerably less and, for all permutations, the standard deviation of GVW increases with increasing damage. Further, the errors in velocity do not significantly affect the standard deviations for the healthy bridge—compare inferred results of 2.18 t, 1.98 t, and 2.27 t with results for perfect velocities of 2.13 t, 1.90 t, and 2.00 t, respectively.





5. Conclusions


This paper presents a newly developed acceleration-based MFI (A-MFI) algorithm, that reformulates existing MFI theory to allow, for the first time, directly measured acceleration data to be used (refer to Equations (19) and (20)). This reformulation of the underlying MFI equations allows the new A-MFI algorithm to be directly applied to acceleration data, which is damage sensitive. The accuracy of the inferred axle forces and vehicle weights using A-MFI is reasonable in ideal conditions but is found to be quite sensitive to several sources of error, particularly the accuracy of the vehicle velocity data used. Consequently, the statistics of the inferred weight are not accurate. However, the statistics are consistent, and the standard deviation of inferred gross vehicle weight is shown to correlate well with the stiffness reduction (damage level) of the bridge, even for relatively low levels of global damage.
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Appendix A


To calculate [R]n, {S}n, [H]n and [D]n, a backward sweep process is used. For j = n,


     [ R ]   n  =    [ Q ]   T   [ W ]   [ Q ]   



(A1)






     { S }   n  = − 2    [ Q ]   T   [ W ]     { d }   n   



(A2)






     [ H ]   n  = 2    [ T ]   T     [ R ]   n   



(A3)






      [ D ]   n  =    [  2  [ B ]  + 2    [ T ]   T     [ R ]   n   [ T ]   ]    − 1      



(A4)







Start from j = n − 1 to 1.


     [ R ]    j − 1   =    [ Q ]   T   [ W ]   [ Q ]  +    [  M ˜  ]    j − 1  T   (     [ R ]   j  −    [ H ]   j    T     [ D ]   j     [ H ]   j  / 2  )     [  M ˜  ]    j − 1    



(A5)






     { S }    j − 1   = − 2    [ Q ]   T   [ W ]     { d }    j − 1   +    [  M ˜  ]    j − 1  T   (   [ I ]  −    [ H ]   j    T     [ D ]   j     [ T ]   T   )     { S }   j   



(A6)






     [ H ]    j − 1   = 2    [ T ]   T     [ R ]    j − 1    



(A7)






     [ D ]    j − 1   =    [  2  [ B ]  + 2    [ T ]   T     [ R ]    j − 1    [ T ]   ]    − 1    



(A8)







The forward sweep starts from j = 1 to n:


     {  X ˜  }   j  =  [  M ˜  ]     {  X ˜  }    j − 1   +  [ T ]     { r }    j − 1    



(A9)






     { r }   j  = −    [  2  [ B ]  + 2    [ T ]   T     [ R ]    j + 1    [ T ]   ]    − 1    {     [ T ]   T     { S }    j + 1   + 2    [ T ]   T     [ R ]    j + 1      [  M ˜  ]   j     {  X ˜  }   j   }   



(A10)
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Figure 1. Coupled vehicle-bridge system with half-car model (based on [37]). 






Figure 1. Coupled vehicle-bridge system with half-car model (based on [37]).
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Figure 2. (a) L curve for 18 t vehicle passing at 25 m/s and (b) curvature of L curve vs. λ. 
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Figure 3. Actual and calculated force histories for baseline example with optimum λ. 
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Figure 4. Influence of sampling rate on the accuracy of A-MFI results: (a) first axle; and (b) second axle. 
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Figure 5. Error in the inferred GVW due to inaccurate estimation of vehicle velocity. 
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Figure 6. Schematic showing the definition of time lag (δt) between the lead vehicle departure and following vehicle arriving on the bridge (V = speed). 
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Figure 7. MFI results with 5% and 10% global damage levels for; (a) first axle; and (b) second axle. 
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Figure 8. Inferred GVWs for 500 vehicles: (a) Histogram for healthy and fitted Gaussian distributions of inferred and true vehicle weights; (b) fitted Gaussian distributions for healthy and damaged bridges. 
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Figure 9. Gaussian curves for batches of 500 inferred GVWs with various sources of inaccuracy. 
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Figure 10. Statistics of 15 batches of 500 vehicles, with simulated errors. 
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Table 1. Properties of bridge model.






Table 1. Properties of bridge model.





	Span
	20 m





	Number of finite elements
	20



	Total degrees of freedom
	42



	Young’s Modulus, E
	3.5 × 1010 N/m2



	Cross sectional area
	2.046 m2



	Second moment of area, J
	0.2991 m4



	Damping, ξ
	3%










[image: Table] 





Table 2. Vehicle population properties.






Table 2. Vehicle population properties.





	
Property

	
Symbol/Units

	
Mean Value/Value

	
Standard Deviation






	
Body mass

	
ms: kg

	
From database

	




	
Unsprung masses

	
Mu,1: kg

	
1100

	
300




	
Mu,2: kg

	
700

	
250




	
Suspension stiffnesses

	
Ks,1: N/m

	
0.4 × 106

	
0.1 × 106




	
Ks,2: N/m

	
1 × 106

	
0.3 × 106




	
Suspension damping

	
Cs,1: Ns/m

	
10 × 103

	
2.5 × 103




	
Cs,2: Ns/m

	
20 × 103

	
5 × 103




	
Tire stiffnesses

	
Kt,1: N/m

	
1.75 × 106

	
0.5 × 106




	
Kt,2: N/m

	
1.75 × 106

	
0.5 × 106




	
Axle spacing

	
D1+ D2: m

	
From database

	




	
Speed

	
Vel: m/s

	
From database
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Table 3. Average axle force for different levels of damage.






Table 3. Average axle force for different levels of damage.





	Damage Level
	Average Axle 1 Force (kN)
	Average Axle 2 Force (kN)
	GVW (t)
	Error in Inferred GVW





	0%
	103
	77
	18.3
	1.9%



	5%
	108
	81
	19.3
	7.0%



	10%
	117
	67
	18.8
	4.3%



	Actual
	102
	74
	17.9
	−0.58%
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Table 4. Inferred GVW statistics for different damage levels.
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Accurate Measurements

	
Measurements with Various Sources of Inaccuracy in Table 5 (% Error in Brackets *)






	
Damage level

	
STD (t)

	
Mean (t)

	
STD (t)

	
Mean (t)




	
Actual

	
1.86

	
8.77

	
1.94

	
9.06




	
0%

	
2.07

	
8.68

	
2.27 (17%)

	
8.12 (−10%)




	
2.5%

	
2.18

	
8.71

	
2.55 (31%)

	
8.04 (−11%)




	
5%

	
2.71

	
8.49

	
2.89 (49%)

	
7.71 (−15%)




	
7.5%

	
3.45

	
8.17

	
3.34 (72%)

	
7.42 (−18%)




	
10%

	
4.14

	
7.92

	
3.88 (100%)

	
7.28 (−20%)








* Note: numbers in the brackets are the percentage difference from true value.
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Table 5. Variables in simulation.






Table 5. Variables in simulation.





	Number of Vehicles Per Batch
	500





	Batches of vehicles

Velocity error (mean, std) (%)
	Randomly chosen from WIM database

(0%, 3%)



	Pre-existing deflection (time intervals)
	After first vehicle leaves bridge 0.5–2 s



	Measurement noise
	3%



	Profile
	Class A, carpet profile, the same for each batch of vehicles
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