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Abstract

:

Visible light positioning (VLP) is a cost-effective solution to the increasing demand for real-time indoor positioning. However, owing to high computational costs and complicated image processing procedures, most of the existing VLP systems fail to deliver real-time positioning ability and better accuracy for image sensor-based large-area indoor environments. In this study, an effective method is proposed to receive coordinate information from multiple light-emitting diode (LED) lights simultaneously. It provides better accuracy in large experimental areas with many LEDs by using a smartphone-embedded image sensor as a terminal device and the existing LED lighting infrastructure. A flicker-free frequency shift on–off keying line coding modulation scheme was designed for the positioning system to ensure a constant modulated frequency. We tested the performance of the decoding accuracy with respect to vertical and horizontal distance, which utilizes a rolling shutter mechanism of a complementary metal-oxide-semiconductor image sensor. The experimental results of the proposed positioning system can provide centimeter-level accuracy with low computational time, rendering it a promising solution for the future direction of large-area indoor positioning systems.
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1. Introduction


Indoor positioning has become a popular research topic in the past few decades owing to the demand for location-based services. The positioning system has useful applications for tracking patients in medical centers, tracking assets, personal tracking, and positioning people inside airports. The most popular positioning technology is the global positioning system (GPS), which receives signals from several satellites [1]. However, GPS with line-of-sight (LOS) signal transmissions exhibit many complexities owing to the signal being blocked by buildings and walls of indoor positioning systems. Therefore, many alternative techniques exist for indoor positioning, such as Wi-Fi [2], radio-frequency identification [3], ultra-wideband [4], and ZigBee [5]. Among these techniques, radio-frequency (RF)-based positioning is low cost and offers better coverage [6]. However, because of multipath fading and signal interference, its positioning accuracy is still uncertain. In recent years, visible light communication (VLC)-based indoor positioning systems have garnered significant attention. Due to the advantages of high data rate, eco-friendliness, and high security, VLC is a reliable technology [7]. Visible light allows LOS communication between a transmitter and receiver [8]. Finally, VLC technology can minimize the hardware cost by using existing lighting infrastructure [9]. In recent years, several smartphone image sensor-based visible light positioning approaches have been proposed and implemented [10,11,12,13]. Only single LED-based and received-signal-strength (RSS)/angle-of-arrival (AoA)-based localization systems in which an image sensor is employed as a receiver device were demonstrated in [14]. In [15], a positioning system was implemented using a double-LED as transmitter and an image sensor as a receiver that was capable of providing several centimeters of positioning accuracy in three-dimensional (3-D) systems. The authors in [16] implemented 3-D VLC positioning based on the angle difference of arrival using an image sensor as a receiver. In [16], it provided 3.20~14.66 cm positioning accuracy and used small-size color LEDs, which may cause a practical challenge for implementation of a system using rolling shutter mode image sensor based-positioning. A VLC and mobile image sensor-based indoor positioning system using a single LED was implemented in [17]; from the system description, the experimental testbed and achieved lower positioning accuracy at 4.47 cm were not clear. In [18], the proposed indoor positioning using VLC and image sensor provided an accuracy of 6.96 cm.



Geometry-based positioning primarily uses the concept of signal trilateration or triangulation. Therefore, the target photosensor receives the signal from multiple transmitter luminaires and calculates the distance from each luminaire. Geometry-based positioning systems using RSS/trilateration and smartphone (light sensor and inertial measurement unit i.e., IMU) have been reported in [19]. A time-difference-of-arrival and multilateration-based visible light positioning system has been proposed [20,21]. An AOA/trilateration-based indoor positioning system using four LEDs and a camera image sensor was reported in [22]. It provides 15.6 cm positioning accuracy with a 1.8 m × 1.8 m × 3.5 m testbed, and the study implemented the positioning result on a simulation basis, where it required an auxiliary device, such as one extra camera. A commercial camera (Model: Canon EOS 7D Mark II) image sensor-based VLP system using the trilateration method was reported in [23]; it was 5 cm and 6.6 cm for the height of 120 and 180 cm.



In this study, we utilized a visible light infrastructure with many LEDs and a multilateration-based localization algorithm to locate an image sensor in a wide range of indoor environments with a high precision system. The proposed system does not require the support of any additional devices at the receiver terminal. Data transmission from the ceiling of the LED was performed by flicker-free FSOOK line coding modulation to minimize the bit error rate. The rolling shutter mechanism of the CMOS mobile image sensor was used to enhance the data rate of our proposed system. Several experiments were conducted in this study, and the results show that the proposed system can achieve centimeter-level positioning accuracy in large-area indoor environments.



In summary, the significant contributions of this study are as follows:




	
Practical System: Designed and implemented an efficient VLP system using existing LED light infrastructure. The LED drivers were modified slightly to transmit the location information to the image sensor.



	
Test Area Accuracy: Implemented a multilateration positioning approach for this system, which utilized VLC and mobile CMOS image sensors for providing location-based service in a large indoor environment with many LEDs. The system ensures good accuracy and high precision within an area measuring 2.5 m × 4.5 m.



	
Sensor: Smartphone-embedded low-cost CMOS image sensor with a rolling shutter mechanism was used to scan every image pixel for increasing the data rate. However, no additional device was required at the receiver, affording a simple system.








The remainder of this paper is organized as follows. Section 2 describes the system design. The proposed positioning method is provided in Section 3. The experimental environment and the outcome of this study are presented in Section 4. Finally, Section 5 presents the conclusions of the paper.




2. System Design


2.1. Transmitter


Figure 1 shows a schematic of the transmitter system, which consists primarily of three parts: (1) an LED bulb, (2) a metal-oxide-semiconductor field-effect transistor (MOSFET) chip, and (3) a microcontroller (MCU) chip. A circular-shaped white LED with diameter and power of 15 cm and 15 W, respectively, was used as a transmitter LED. To control the current of the LED bulb, we constructed a driver circuit, which comprised a high-speed switching device MOSFET with two parallel resistances, R1 and R2. The resistance R1 was connected to the data pin of the MCU, and R2 was connected to pin number three of the MOSFET. An ATmega328p MCU was used to encode the data to the LED lighting. Table 1 show the list of configurations of the transmitter parameters for transmitting data. Phase-shift keying (PSK) is mainly used to apply LAN, Bluetooth, and RFID communication. The problem with PSK is that the receiver cannot know the exact phase of the transmitted signal to determine whether it is in a mark or space condition. In contrast, the case of frequency shift-keying (FSK) uses a pair of discrete frequencies to transmit binary (0 s and 1 s), and it is used for caller ID and remote metering [24]. In addition, the frequency shift on–off keying (FSOOK) was used, as it offers advantages for the separation of dark and bright strips width from the LED light through the transmission with its constant frequency.



The camera field-of-view (FOV) is the main factor that increased the number of captured dark and bright strips from the LED. The captured dark and bright strips are inversely proportional to the distance at the different communication links. This means that the amount of covered dark and bright strips is smaller at a longer communication distance. However, with the distance variation, the loss of dark and bright strips increases for OOK modulation due to the separation problem of strip width to the captured FOV of the image sensor. No technique can solve this properly because out of the protocol control rule. This is a significant limitation of OOK modulation when establishing communication between LEDs and the camera image sensor. Hence, we proposed the FSOOK modulation technique to represent the modulated bit by multiple cycles, where the distance variation between the transmitter and receiver does not affect the decoding process. With the base of the frequency subcarrier, the binary data bit arrangement function appears at the group of dark and bright stripes at the receiver image and were determined in the FSOOK. If the width of the strips of the modulated frequency is constant, then the subcarrier frequency remains same.



The FSOOK modulation has multiple high frequency shifts for a high binary input and low frequency shifts for a low binary input of the LED light. However, the generated binary modulated bits of 1 s and 0 s of the FSOOK modulation are known as Mark and Space frequencies, respectively, as shown in Figure 2a. The transmitter LED flickers are controlled according to the modulation frequency during the transmission process. However, below the frequency of 200 Hz, the human eyes can observe the flicker [25]. Because the human eyes can observe it, the visual flicker is undesirable and modulation frequency should be higher than 200 Hz; thus, the frequency for modulation is generally between 200 Hz to 8 kHz. The FSOOK modulation scheme uses different flicker-free frequencies of the square wave to represent the different symbols of the binary data signal. The number of bits in one symbol depends on the number of frequency shifts. The receive image by the image sensor can be demodulated by those data signals if it can calculate the dark and bright strip widths of the received image. In our system, we used 8-FSOOK and received three-bits in every frequency. The packet format of modulation light is shown in Figure 2b. The mechanism of the proposed modulation scheme is that, by calculating the number of different frequencies had between two consecutive frequencies, we exported the data symbol with four total frequencies or executed an error correction if a mixed symbol frame occurred, as shown in Figure 3. To solve the error of two mixed frequencies, the state of the first bit in every three bits was replaced during the design of the modulation scheme. This design helped us to identify the frame with a mixed symbol and rectify the data signal. To maintain the synchronization control, a splitter frequency for supporting the system was inserted to identify the frame that would contribute to the beginning and ending frequency. A shutter speed threshold defined in the current study related to the FSOOK modulation technique was manually added to the splitter frequency above the camera image sensor. The splitter frequency was mostly 10 kHz, which maintained the average luminance equilibrium when the image was captured by the image sensor.




2.2. Receiver


The designed positioning receiver was based on the rolling shutter effect mechanism of the CMOS camera image sensor. The modulated signal from the ceiling LED light was captured by the rolling shutter camera sensor, which converted it from pixels into data. The decoding process at the receiver side was operated by converting the light signal, accessing the memory time, and performing the image processing mechanism. The working mechanism of the charged coupled devices (CCD) sensor exposes all the pixel values on the sensor at one time, and at the end of each exposure, all the data pixels are read out simultaneously. The frame rate of the CCD image sensor is relatively low. This mechanism is known as the global shutter mechanism of the CCD image sensor, as shown in Figure 4a.



Conversely, for the case of a CMOS image sensor, each row of the pixel values is exposed simultaneously at the exposure time, and the row of pixels is protected by read-out from the overlapping. This operation is known as the rolling shutter mechanism of a CMOS image sensor, as shown in Figure 4b. The mechanism of the CMOS sensor has been reported in [26,27]. The sensor also can record the flicker pattern within one image [28], which forms the signal layer. The signal layer is superposed with the image background and produces the alternately dark and bright strip bands. When exposed to LED light, it opens and closes, causing bright and dark strips to be captured by the rolling shutter mechanism of the CMOS image sensor.



To demodulate the data from the transmitter LED using the rolling shutter mechanism of the CMOS image sensor, the receiving camera demodulates the signal data based on the measured width of the dark and bright strips of the received image and converts it back to the original transmitted frequency. The estimation of width is handled by counting how many pixels exist between a couple of dark and bright strips, as shown in Figure 5. The frequency of a transmitted signal of a square wave is f, and the duration of one complete cycle is 1/f seconds. Therefore, to read-out a couple of bright and dark strips in the received image, the camera should be exposed at every 1/f second. Additionally, during this time, the camera spends time to read-out a row of pixels in a read-out duration Rs. Therefore, the width W′ of the consecutive dark and bright strips can be calculated as follows:


   W ′  =    1  2 f      R s    =  1  2 f  R s     



(1)







The calculation of the strip width based on the theoretical of (1) is a real number. In the experiment, the width of the strip number is an integer. Therefore, the receiver can only measure the number of rows possessed by strip W″ as an integer estimate of W′, which can demodulate the symbol by


   W ″  =  1  2  f ′   R s     



(2)






    f ′  =  1  2  W ″   R s       



(3)







As a result of this, the read-out duration of each camera image sensor is basically an unknown parameter. In our case, for the given frequency, different cameras have distinct read-out durations, and hence, we could observe different strip widths. The strip width difference is basically large in the low-frequency regions, and the strip-width difference is small in the high-frequency regions. As indicated in [29], a smartphone device cannot decode frequency-modulated signals without knowing the read-out duration, and channel estimation becomes necessary for realizing high-order frequency modulation.




2.3. Multilateration Principle


Multilateration is a positioning method used to determine the position of an object in a space by measuring the distance from three or more than three transmitters to a receiver as a terminal device. If three transmitters are used to determine the position of the receiver, then the system is known as a trilateration system. However, to increase the accuracy of the positioning system, the number of transmitters should be increased; additionally, the position should be stationary and known. The fundamental principle of the multilateration positioning system is to measure the distance between the receivers and simultaneously communicate with the transmitters to determine the position of the receiver. Figure 6 shows the system design for the basics of the multilateration principle, where T1, T2, T3, and T4 represent the transmitter LEDs, R represents the receiver, and L1, L2, L3, and L4 indicate the distance between transmitter and receiver. However, by utilizing this localization technique with VLC technology for large coverage areas in an indoor environment, an LED light can be used as a transmitter, and a smartphone camera image sensor can be used as a receiver device.





3. Positioning Method


3.1. CMOS Image Sensor and LED Light Distance


The general functions of the camera image sensor and the projection of a detected LED light infrastructure with a transmitter and receiver are illustrated in Figure 7, where multiple detected LED light signals pass through the camera lens, and they are incident to the image sensor (IS) surface. The detected image on the image surface is in the opposite position of the LED light signal. Consider f as the camera focal length, which is the intrinsic parameter of every CMOS image sensor; the distance between the target i-th LED light (xi, yj) to the camera lens is L, and the distance between the focal length to the projected image on the image sensor is l. Therefore, the fundamental equation of the lens can be written in the following form:


   l L  =  f  L − f    



(4)







The magnification parameter H of the camera lens is defined as the ratio of the projected image size to the area of the LED geometrical size. Therefore, we can express the magnification as:


  H =      k  i j      K  i j       =  l L   



(5)




where kij is the area of detected image on the image sensor, and Kij is the actual area of LED light (xi, yj). It is clear that f << L. Therefore, by combining Equations (4) and (5) we obtain:


   k  i j   =  H 2   K  i j    



(6)







Therefore, the number of pixels of the image sensor is the ratio of the projected image size on the image sensor to the unit pixel area of the image sensor. If the number of pixels is αp on the sensor, µ is the unit pixel area of the IS, and K is the area of detected LED ceiling light, then their relationship can be expressed as follows:


   α p  =    f 2  K    µ 2   L 2     



(7)







Currently, LEDs of different shapes and configurations are available in the marketplace. LEDs are typically manufactured in rectangular, square, or circular shapes to satisfy customer demand. In our experiment, we used a circular-shaped LED. For the circular-shaped LEDs, if r is the radius of the circle, then the total area of the LED shape will be K = πr2, as shown in Figure 8a. The distance from the ceiling LEDs and camera image sensor within the camera FOV is unique for every LED light produced during the communication with multiple light signals. The focal length and unit of the pixel area for every smartphone camera are not variable. Meanwhile, if the real-physical area of the ceiling LEDs is known, we can calculate the distance measured by the corresponding pixel value in the image area of the image sensor from the equation.



We can rewrite the Equation (7) as follows:


  L = v    1   α p       



(8)




where   v = f  K   /µ is a constant for each camera image sensor and LED light. As indicated in (8), the distance between the LEDs to the camera lens is inversely proportional to the square root of the camera image sensor area.




3.2. Calculation of Image Area of Image Sensor and Location Change with Camera FOV


The image area on the image sensor depends on the size of the LED luminaires, the distance between the LED light and the camera image sensor that we previously described in Section 3.1, the intensity of the LED light signal during transmission, and the number of LED lights in the camera FOV. The number of LED lights within the camera FOV changes with respect to the movement of the camera location in the indoor environment. Our proposed system enables estimation of the possible position by capturing image data from more than three LEDs within the camera FOV, which can change the location from that of single LEDs up to four LEDs for measuring the distance. Figure 8b shows the possible location estimation process done by changing the pixel value with respect to the camera FOV within the positioning environment, where the camera image sensor moves from location 1 to location 5. We assumed that the LED luminaires were distributed in a square on the ceiling; furthermore, the number of lights within the camera FOV depended on the transmission height, inter-LED distances, and FOV angle. The camera FOV was assigned with a circular shape, as shown in Figure 8b, where locations 1, 2, 3, and 5 of the camera image sensor were within two LED lights of the image on the images sensor. Meanwhile, locations 2 and 4 of the camera image sensor were within four LED lights of the image on the image sensor and so on. However, if the number of LED lights is increased within the camera FOV, then the positioning accuracy will be increased.



Basically, the LED light spreads from the ceiling to the ground in a full circular form. Consequently, at the specific distance from the LED light, the light intensities are equal inside each LED luminaire. Therefore, if the image sensor is located inside those locations and can detect the image area on the image sensor with a single LED luminaire, then an estimate of the degree to which an incorrect location causes more location errors can be determined. Meanwhile, attempting to eliminate the location error, another LED added as a reference transmitter with a single LED also could not provide the appropriate location information of the image sensor. Hence, a third LED luminaire is needed to deliver accurate positioning information of the image sensor. However, the location estimation problem and location error occurred because the three LED transmitters either did not lie lay in a straight line or lay in a straight line when the image sensor moved through the lighting environment. To compensate for those location errors in our proposed system, we added more than three LED transmitters on the ceiling. Additionally, we measured the coordinate distance from four LED luminaires simultaneously by using the image sensor and located the accurate position of the image sensor that enhanced the positioning accuracy.




3.3. Coordinate Distance Estimation


The proposed system measures the coordinate distance from the ceiling LED lights and smartphone image sensor. The LED lights were attached to the ceiling, and the distance between the ceiling LEDs and the ground was constant for every positioning point in the indoor environment. The smartphone image sensor was moved in under the LED lighting infrastructure. In our system, we demonstrated with at least three and more than three LED lights within the camera FOV where the LEDs were continuously transmitting their coordinate information using visible light technology to the smartphone image sensor. We assumed that the ceiling LED transmitters coordinates along the x, y, and z axis directions (xn, yn, zn) and the image sensor coordinate on the image plane (x′,y′,z′). Therefore, after receiving all of the coordinate information from the ceiling LED lights by the smartphone CMOS image sensor, the distance Ln from the n LEDs and image sensor is expressed as:


   L n 2  =    (   x ′  −  x n   )   2  +    (   y ′  −  y n   )   2  +    (   z ′  −  z n   )   2   



(9)







If the coordinate information is received from the Ln = 4 number of ceiling LED light transmitters, then we can evaluate Equation (9) as follows:


   {       L 1 2  =    (   x ′  −  x 1   )   2  +    (   y ′  −  y 1   )   2  +    (   z ′  −  z 1   )   2         L 2 2  =    (   x ′  −  x 2   )   2  +    (   y ′  −  y 2   )   2  +    (   z ′  −  z 2   )   2         L 3 2  =    (   x ′  −  x 3   )   2  +    (   y ′  −  y 3   )   2  +    (   z ′  −  z 3   )   2         L 4 2  =    (   x ′  −  x 4   )   2  +    (   y ′  −  y 4   )   2  +    (   z ′  −  z 4   )   2         



(10)







By simplifying Equation (10), we obtain a matrix form that can be generated in Equation (11), which shows the relationship of the calculated positions and the measured distances between the LED transmitter and images sensor receiver:


   [      1 − 2  x 1      − 2  y 1      − 2  z 1        1 − 2  x 2      − 2  y 2      − 2  z 2        1 − 2  x 3      − 2  y 3      − 2  z 3        1 − 2  x 4      − 2  y 4      − 2  z 4       ]   [       x ′  2  +   y ′  2  +   z ′  2      x ′     y ′     z ′     ]  =  [      L 1 2  −  x 1 2  −  y 1 2  −  z 1 2       L 2 2  −  x 2 2  −  y 2 2  −  z 2 2       L 3 2  −  x 3 2  −  y 3 2  −  z 3 2       L 4 2  −  x 4 2  −  y 4 2  −  z 4 2      ]   



(11)







Hence, available from Equation (11), (x′, y′, z′) can be acquired from the following form:


  M · x = S  



(12)




where


      M = 2 .  (       x 1  −  x 2       y 1  −  y 2       z 1  −  z 2         x 1  −  x 3       y 1  −  y 3       z 1  −  z 3         x 1  −  x 4       y 1  −  y 4       z 1  −  z 4       )  ,       x =  (      x ′       y ′       z ′      )  ,       S =  (       L 2 2  −  L 1 2  +  x 1 2  −  x 2 2  +  y 1 2  −  y 2 2  +  z 1 2  −  z 2 2         L 3 2  −  L 1 2  +  x 1 2  −  x 3 2  +  y 1 2  −  y 3 2  +  z 1 2  −  z 3 2         L 4 2  −  L 1 2  +  x 1 2  −  x 4 2  +  y 1 2  −  y 4 2  +  z 1 2  −  z 4 2       )       











The solution of x from Equation (12) obtained from the least-square estimation method is expressed as:


  x =    (   M T  M  )    − 1    M T  S  



(13)







The equation indicates that all the elements of matrix Ñ = (MTM)−1MT are derived from the transmitter coordinates value only. Therefore, vector S comprises the measured distance between the unknown coordinate of the image sensor receiver and the coordinates of the LED transmitters.





4. Experimental Results


4.1. Experiment Setup


The developed positioning system was tested in an experimental work area with a floor space area of 2.5 m × 4.5 m, and the distance from LED luminaires and camera images sensor was at a height of 2 m from the ground to the ceiling. The experimental setup of the proposed system comprised six LEDs mounted on the ceiling. The LEDs were spaced 2 m from each other and 0.25 m from the edge of the experimental region. Each of the LED luminaires transmitted their individual coordinate information to the smartphone camera image sensor, and the image sensor continuously received this coordinate information from the ceiling LED luminaires. Figure 9 shows the experimental area, where Figure 9a,b represents the measurement area and the real-time experimental environment, respectively.




4.2. Experimental Result Evaluation


4.2.1. Light Intensity Measurement Performance


The incident light intensity primarily depends on the transmission distance between the LED luminaires on the ceiling and the smartphone image sensor. If the transmission distance from the LEDs to the image sensor increases, then the light intensity will decrease, i.e., the amount of light intensity is inversely proportional to the transmission distance. Furthermore, the data rate will increase if the intensity of light from the LEDs increases. We conducted an experiment in two different approaches for observation of the light intensity measurement performance inside the LED luminaires. In one approach, we used a luxmeter to measure the light intensity from each LED light with respect to the transmission distance, as shown in Figure 10a. In the second approach, we used our experimental smartphone image sensor to measure the light intensity. For this operation, we implemented a simple Android application from [30], which can measure the light intensity well. The implemented Android application flow chart is shown in Figure 10b. To analyze the performance of the image sensor for light intensity measurement capability, we compared the image sensor measurement data with traditional luxmeter measurement data, as shown in Figure 10c. We observed that the measurement data accuracy of luxmeter and smartphone image sensor were similar, and the light intensity decreased with increased transmission distance.




4.2.2. Image Sensor Communication Performance


Distance estimation performance evaluation depends on successful communication between a transmitters’ multiple LEDs on the ceiling and the receiver CMOS image sensor. The receiver included the camera rolling shutter mechanism and an Android application that could manually adjust the shutter speed of the camera before implementing the experiment. To observe our proposed system communication performance between LED transmitter and receiver image sensor, we conducted an experiment with the data rate of the proposed FSOOK modulation technique at different distances and configurations of the camera frame rate, as shown in Figure 11a. It is clear that the data rate increases with camera frame rate, i.e., the data rate is directly proportional to the camera frame rate. For the practical implementation of the image sensor, the communication with high frame rates creates difficulty during the decoding process on the receiver side. In our system, the experiment was performed using a current Android smartphone (Model: Samsung Galaxy S8) with a camera frame rate of 20 fps. Owing to the loss of cache memory of the smartphone, we could not configure the camera frame rate to more than 20 fps in our system. Table 2 shows the configuration of camera parameters used in the experiment to decode data successfully. In our experiment, we observed the performance of the image sensor during the image computation time in terms of the image format and image resolution setup, as shown in Figure 11b, where two types of image formats, JPEG and YUV, were tested. As shown in Figure 11b, the computational time of image processing with respect to the image resolution of the YUV format requires less time compared with that of the JPEG format. Moreover, in our system, we set the image resolution to 600 × 800, which consumed a total computational time of 27.19 ms. Meanwhile, the JPEG format consumed 40 ms, which was comparatively higher than that of the YUV image format.




4.2.3. Decoding Accuracy Rate Performance


The performance of the positioning information depends on the decoding success rate of the receiver. The decoding rate error of the receiver side may result in wrong positioning information, and hence it, requires re-positioning, which causes the system to exhibit high latency and unstable positioning information. The decoding success rate depends on the vertical distance and horizontal distance from the transmitter of the LEDs and the receiver of the image sensor. In the normal case, the distance from the ceiling to the user is nearly 1.5 m. The decoding rate in accordance with the vertical distance from LEDs to image sensor is shown in Figure 12a. The decoding performance of our system is as follows: it reached the highest 100% when the vertical distance of the transmitter and receiver was less than 1.5 m, and it remained at 80% until the distance was 1.78 m. To observe the decoding rate of the system with respect to the horizontal distance from the LED luminaries, we tested the success accuracy rate from the LED lights to the image sensor to the horizontal distance, as shown in Figure 12b, which was sufficient to cover the region of under the single LED luminaires. The decoding accuracy of the horizontal distance from directly below the LED was 100%, and it was reduced when the image sensor moved far away from the direct incident place of the LED to the edge of the LED luminaire. The decoding accuracy was calculated by counting how many successive receiving data frames were received on the receiver side by the camera image sensor to extract the ID messages, i.e., decoding accuracy = ((received frame)/(total frame)) × 100%.




4.2.4. Positioning Performance Analysis


To evaluate the performance of our proposed positioning method with respect to the positioning accuracy, we conducted an experiment in the evenly distributed test points and randomly distributed test points. For evenly distributed test points, 32 evenly distributed real test positions were created at the height of 2 m from the ceiling to ground. Each position was tested twice, and the experiment for the estimated position involved 64 positions. The even distributions of the positioning results are shown in Figure 13a. As shown in Figure 13a, the estimated positions matched well with the real positions, which proved that our proposed positioning system provided high positioning accuracy. To observe the performance of the random movement of the user, we also conducted the experiment with 11 randomly distributed test points at the same height. The random distributions of the positioning results are shown in Figure 13b. The results of the system show that the estimated positions matched well with the real positions for the random movement cases. The experimental result shows that the average positioning accuracy was 2.44 cm, and the maximum error was 4.60 cm for the evenly distributed test points. Meanwhile, for the randomly distributed test points, the average positioning accuracy was 2.41 cm with maximum error of 4.50 cm, which was almost the same as the evenly distributed test results. For a better visualization of the performance, Figure 14a,b shows the cumulative distribution function (CDF) of the positioning error for the evenly and randomly distributed test points, respectively. The cumulative distribution function is defined in terms of the probability of a random positioning error (ε), whose value is less than or equal to the positioning accuracy Pa, such that the CDF can be expressed as (Pa) = P (ε ≤ Pa). As shown by the histograms in Figure 14c,d, the average errors are 2.44 and 2.41 cm, where all the positioning errors are within 4.60 and 4.50 cm for the evenly and randomly distributed test points, respectively. Therefore, it is perceivable that the proposed positioning method can yield a highly accurate positioning performance. Finally, a comparative analysis of the proposed system with other practically implemented VLC- and image sensor-based indoor positioning systems is shown in Table 3. The major drawback of the other system is its small testbed with inadequate accuracy and high cost. By applying the proposed localization method with VLC combined with an image sensor, a high-accuracy low-cost indoor positioning system was obtained.






5. Conclusions


In this paper, a novel wide-range and precise solution for an indoor positioning system was proposed, which utilized LED lights as a transmitter and a mobile image sensor as a receiver to identify lighting information. Utilizing the rolling shutter mechanism of a smartphone-embedded CMOS image sensor enhanced the data rate, thereby improving the decoding accuracy for minimizing the positioning error. The existing LED lighting infrastructure was effectively used in the proposed positioning system for the transmission of coordinate information with a high data rate by the FSOOK modulation scheme. Therefore, it results in a system that is cost-effective and easy to implement. To cover a large positioning area, the multilateration positioning method was proposed, which can locate a static mobile camera image sensor with centimeter-level positioning accuracy by receiving multiple LED light signals simultaneously. The accuracy of the proposed system is sufficient for localization applications for future large-scale indoor environments. Additionally, the proposed system achieved a 100% decoding rate with respect to the vertical up to a distance of 1.5 m and it remained at 80% until the distance was 1.78 m. The decoding accuracy of the horizontal distance from directly below to the LED was 100%, and it was gradually reduced when the image sensor moved far away from the direct incident place of the LED to the edge of the LED light. The performance of the proposed system was compared with those of other emerging indoor positioning technologies.
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Figure 1. (a) Simple transmitter circuit including its parameter; (b) the electrical schematic of transmitter circuit with its connection design. 
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Figure 2. (a) FSOOK modulation signal; (b) the packet format of modulation light. 
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Figure 3. Rolling shutter captured image with mixed symbol data. 
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Figure 4. (a) Global shutter effect of CCD sensor; (b) rolling shutter effect of CMOS sensor. 
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Figure 5. Estimation of strip widths during the decoding process. 
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Figure 6. The multilateration operation diagram, where T1, T2, T3, T4, and R are the LED transmitter–receiver, respectively, and L1, L2, L3, and L4 are the calculated distances between transmitters and receiver. 
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Figure 7. Positioning system infrastructure installed with ceiling LED lights as a transmitter and smartphone image sensor as a receiver. 
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Figure 8. (a) Determination of area of the LED light; (b) location estimate and change of LEDs within FOV of camera from one location to another. 
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Figure 9. Experimental setup: (a) VLP installation area; (b) test field environment. 
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Figure 10. (a) Light intensity vs. communication distance; (b) flow chart of Android application for luminance measurement; (c) luxmeter vs. image sensor performance. 
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Figure 11. (a) Data rate vs. camera frame rate; (b) image processing performance vs. image sensor resolution. 
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Figure 12. (a) Decoding accuracy vs. vertical distance; (b) decoding accuracy vs. horizontal distance. 
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Figure 13. Positioning results for evenly and randomly distributed test points: (a) for evenly distributed test points, positioning result at height 2 m; (b) for randomly distributed test points, positioning result at height 2 m. 
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Figure 14. (a) CDF vs. error for evenly distributed test points; (b) CDF vs. error for randomly distributed test points; (c) histogram of error for evenly distributed test points; (d) histogram of error for randomly distributed test points. 
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Table 1. Transmitter parameters configuration.
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	Parameters Name
	Value





	LED Model
	BSDW-010, Color Temp. 5300~6000 K



	LED Size
	15 cm



	LED Power
	15 W



	Number of LEDs
	6



	MCU
	Atmega328p



	MOSFET chip
	P24N65E



	Resistance R1 value
	10 kΩ



	Resistance R2 value
	55 Ω



	Frequency number
	8



	Synchronization frequency
	10 kHz



	Error correction
	Run-length encoding
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Table 2. Receiver parameters configuration.






Table 2. Receiver parameters configuration.





	Parameters Name
	Value





	Image Sensor
	Rolling shutter CMOS sensor



	Shutter speed
	16 kHz



	ISO
	100



	Frame rate
	6



	MCU
	20 fps



	Image processing library
	OpenCV



	Smartphone model
	Samsung Galaxy S8



	Camera
	Front Camera with 8 megapixels



	Focal length
	24 mm



	Aperture
	1.7



	Camera API
	Camera 2 with API Level 23



	Camera image resolution
	600 × 800 pixels
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Table 3. Comparison of the proposed system with other VLC- and image sensor-based positioning systems.






Table 3. Comparison of the proposed system with other VLC- and image sensor-based positioning systems.





	Ref.
	Positioning

System
	Experiment/Simulation
	Experiment Testbed Size
	Accuracy
	Number of LEDs





	[31]
	Image
	Experiment
	1.4 × 1.4 × 1.6 m
	X:3 cm Y: 7 cm
	3 LEDs



	[11]
	AoA 1 +

Triangulation
	Experiment
	0.71× 0.74 × 2.26 m
	10 cm
	5 LEDs



	[32]
	AoA +

Trilateration
	Experiment
	1.0 × 1.0 × 2.4 m
	<10 cm
	1 LED



	[22]
	RSS 1 + AoA
	Simulation
	1.8 × 1.8 × 3.5 m
	15.6 cm
	4 LEDs



	[33]
	AoA + Image
	Experiment
	1.8 × 1.8 × 3.5 m
	<40 cm
	9 LEDs



	Proposed
	Image +

Multilateration
	Experiment
	2.5 × 4.5 × 2 m
	2.41 cm
	6 LEDs







1 Angle-of-arrival (AoA), received-signal-strength (RSS).
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