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Abstract

:

This study introduces a multiple-input convolutional neural network (MI-CNN) model for the seismic damage assessment of regional buildings. First, ground motion sequences together with building attribute data are adopted as inputs of the proposed MI-CNN model. Second, the prediction accuracy of MI-CNN model is discussed comprehensively for different scenarios. The overall prediction accuracy is 79.7%, and the prediction accuracies for all scenarios are above 77%, indicating a good prediction performance of the proposed method. The computation efficiency of the proposed method is 340 times faster than that of the nonlinear multi-degree-of-freedom shear model using time history analysis. Third, a case study is conducted for reinforced concrete (RC) frame buildings in Shenzhen city, and two seismic scenarios (i.e., M6.5 and M7.5) are studied for the area. The simulation results of the area indicate a good agreement between the MI-CNN model and the benchmark model. The outcomes of this study are expected to provide a useful reference for timely emergency response and disaster relief after earthquakes.
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1. Introduction


Destructive earthquakes pose a serious threat to the safety and serviceability of buildings. For example, the 2010 earthquake in Haiti caused more than 10,000 casualties [1], and the 2008 Wenchuan earthquake caused nearly 70,000 casualties [2]. A rapid assessment of regional building damage after an earthquake would provide a scientific basis for decision makers, and the efficiency of emergency rescue could be improved.



To address the issue of building seismic damage assessment, in 1985, the Applied Technology Council of America (ATC) proposed a seismic damage assessment method applicable to California (ATC-13) [3] based on the fragility data of Whitman et al. [4]. This method presents the fragility data of 78 types of buildings, which lays the foundation for seismic damage assessment of buildings. In 1997, the Federal Emergency Management Agency developed HAZUS [5] based on the capacity spectrum method. Compared with the fragility method of ATC-13, this method can capture the spectral properties of ground motions and the nonlinear performance of buildings. Therefore, the program has been widely used within the United States and also in other countries and regions [6,7,8]. In 2008, an integrated earthquake system for urban seismic risk simulation was developed by Hori et al. [9] based on time history analysis of each building. Xiong et al. also proposed a computational model for the seismic damage and resilience assessments of buildings based on nonlinear time history analysis [10,11,12]. The method can well consider the dynamic properties of buildings and time-/frequency-domain characteristics of ground motions. Nevertheless, the time history analysis-based method is computationally intensive and the simulation time can be relatively long for urban areas with a large number of buildings. Apart from time history analysis, fragility analysis has been widely adopted for the large-scale seismic damage assessment of buildings and infrastructures. For example, Ruggieri et al. [13] implemented fragility analysis to assess seismic safety of low-rise reinforced concrete school buildings; Kwag et al. [14] integrated fragility analysis with Bayesian updating for the seismic damage assessment of large-scale piping systems; Battaglia et al. [15] conducted a seismic fragility assessment for masonry buildings in Portugal. In recent years, machine learning methods develop rapidly, which enables rapid assessment of regional building seismic damage. For example, Mangalathu et al. [16] proposed a seismic damage method for bridge structures based on decision tree, random forest, and XGBoost. Xu et al. [17,18] and Xiong et al. [19] proposed seismic damage methods based on a long short-term memory model (LSTM) and convolutional neural network (CNN), which can achieve a near real-time prediction of regional building seismic damages. Hamdia et al. proposed a fuzzy-based model for structural damage assessment, which does not require special testing or long-term investigation [20].



Although there are many studies related to the seismic damage prediction of structures based on machine learning methods, the following two problems remain to be solved:



(1) A lot of methods adopt ground motion intensity measures to reflect the destructive power of ground motions on buildings [21]. Nevertheless, when a structure enters the nonlinear stage, the correlation between the ground motion intensity measure and structural seismic response usually decreases significantly. For example, the correlation between Sa(T1) and the maximum top displacement of a five-story frame structure subjected to 201 different ground motions is demonstrated in Figure 1.



The result of Figure 1a shows that Sa(T1) and the building maximum top displacement have a strong positive correlation (correlation coefficient r1 = 0.9184) when the ground motion intensity measure is small. Nevertheless, when the ground motion intensity measure increases and the building enters the nonlinear stage, the correlation between the ground motion intensity measure Sa(T1) and the maximum top displacement decreases significantly (r2 = 0.5110).



(2) Buildings with different attribute data can also greatly influence their seismic responses. For example, Figure 1b presents the maximum top displacement responses of buildings with different attribute data under the excitation of El-Centro ground motion with the peak ground acceleration (PGA) of 2 m/s2. The building attributes in this study are important variables that can be used to characterize the seismic performance of the studied building. There are two building attributes considered, namely the building fundamental period (T1) and the building seismic fortification level (FL). The building fundamental period (T1) is a very important attribute that can reflect the dynamic property of a low- to mid-rise building in an elastic state. The building seismic fortification level (FL), on the other hand, can denote the level of lateral carrying capacity of a building. For example, the four seismic fortification levels of buildings (i.e., levels 6, 7, 8, and 9) correspond to the maximum spectral accelerations Samax of 0.04 g, 0.08 g, 0.16 g, and 0.32 g in the design spectrum of the Chinese code [22], respectively. Moreover, buildings designed with a higher fortification level also tend to have more stringent construction measures to ensure better ductility. Therefore, the T1 and FL can be used to reflect the elastic and elasto-plastic properties of a reinforce concrete (RC) frame building, respectively. The results show that building attributes of T1 and FL can significantly affect the seismic responses (Figure 1b).



To address the above two problems, this study proposes a multiple-input convolutional neural networks (MI-CNN) model, which adopts both the ground motion sequence and building attribute data as inputs. The CNN layers of this model can effectively extract the time-/frequency-domain features of ground motions. Moreover, building attribute data are added to the fully connected layers to consider the seismic performance of buildings. Specifically, Section 2 of this paper presents a detailed description of the proposed MI-CNN model; Section 3 describes the sample generation and model training methods; Section 4 shows the prediction results of the model in different scenarios; Section 5 demonstrates a case study of an urban area by comparing the proposed method with time history analysis method.




2. Methodology Framework


The model architecture is proposed based on a lot of related works [23,24] and a different number of convolutional layers, different kernel sizes, and different number nodes in fully connected layers that have been tested to yield the current model. The MI-CNN model proposed in this paper is shown in Figure 2 and can be divided into three parts:




	(1)

	
CNN-based ground motion feature extraction









According to Zheng et al. [23], CNN can well extract the time-/frequency-domain features of ground motions. Therefore, this study adopts CNN to extract the ground motion features. Specifically, the amplitudes of all ground motion sequences were normalized to improve the performance of CNN. The normalized ground motion sequence is adopted as Input_A, and fed into seven convolutional and pooling layers, followed by two fully connected layers, through which the ground motion sequence is transformed into 512 feature parameters. The kernel sizes decrease from 11 to 3 for the seven convolutional layers. The ReLU activation function is adopted for convolutional and fully connected layers. The Softmax activation function is used for the last fully connected layer to obtain the probabilities of different damage states.



	(2)

	
Processing of building attribute data (T1 and FL) and PGA







Consider that the ground motion sequences are normalized in Input_A and the amplitude of ground motion (PGA) together with building attribute data are Input_B. In this study, T1 and FL are utilized as building attributes to capture the nonlinear seismic performance of RC frame buildings. Other attributes can also be utilized to characterize the building properties more comprehensively. For example, the stiffness, mass, height, and designed strength for each story of a building are also very good building attributes. Nevertheless, the size of the training set is exponential to the number of building attributes considered; thus, only two building attributes (T1 and FL) are adopted in this work to avoid too many samples in the training set. Subsequently, Input_B is fed into three fully connected layers to obtain the other 512 feature parameters.



	(3)

	
Parameter integration and damage prediction







In this part, the model concatenates all 1024 feature parameters obtained from the first and second parts, and the output is the probability of every damage state through four fully connected layers. The dropout technique is adopted to avoid overfitting and the dropout rate is set to 0.5 [25].




3. Sample Generation and Model Training


3.1. Finite Element Model


This paper focuses on the prediction of seismic damage for multi-story RC frame buildings. In order to build a training set for the MI-CNN model, 40 building models with different attribute data, including 10 fundamental periods (0.1–1 s) and 4 seismic fortification levels (levels 6, 7, 8, and 9), were set up.



The aforementioned 40 building models with different attribute data are modeled using a nonlinear multi-degree-of-freedom (MDOF) shear model, as shown in Figure 3a. This model concentrates the mass of each story in a mass point and adjacent stories are connected by shear springs, which can reflect the nonlinear seismic performance of multi-story RC frame buildings [26]. The fundamental period of a building will change when entering nonlinear state. Nevertheless, the extent of fundamental period variation is difficult to characterize, which can be influenced by many factors, such as the intensity of a ground motion and the seismic performance of a building. In this study, the fundamental period of a building in the elastic state is used to characterize the elastic property of a building. According to Chinese code [27], the elastic fundamental period is proportional to the number of stories (Equation (1) [27]), which can be used to predict the fundamental period of low- to mid-rise buildings. The damping ratio of the building model is taken as 0.05 [27].


T1 = 0.1 n



(1)




where T1 is fundamental period (unit: s) and n is the number of stories.



The story mass is determined based on the area of each story A1 and the mass per unit area m1 (Equation (2)), and the international unit is adopted for all the following equations. m1 can be estimated according to the occupancy of each story. In this study, the A1 and m1 were set to 1000 m2 and 1000 kg/m2 for all building models.


  m =  m 1   A 1   



(2)







The stiffness of each story is assumed uniformly distributed along the height. Given the fundamental period T1 and the mass of each story, the shear stiffness k of each story can be calculated through modal analysis.



From the above procedure, the elastic parameters of a MDOF model can be obtained. Although only the fundamental period T1 is used to determine the elastic parameters, the MDOF model can consider a higher mode vibration. Moreover, considering that the elastic performance of low- to mid-rise buildings is primarily controlled by the fundamental period T1, it is also adopted as a building attribute for the following machine learning model.



The MDOF model can also capture the nonlinear performance of RC frame buildings. The tri-linear backbone curve model, as shown in Figure 3b, is adopted to simulate the seismic capacity of each story. The yield strength Vd and peak strength Vp of each story of a building can be determined by Equations (3) and (4).


   V y  =  Ω 1   V d   



(3)






   V p  =  Ω 2   V d   



(4)






   Ω 2  =  K 1   K 2   



(5)






   K 1  = 0.1671 F  L 2  − 3.1062 F L + 16.399  



(6)






   K 2  = 1 − ( 0.0099 n − 0.0197 )  



(7)




where Vd is the design shear force, which can be calculated through the equivalent static load method [22]. Ω1 and Ω2 are yield and peak overstrength ratios of RC frame, respectively, and the Ω1 is set to 1.1 [26] and Ω2 can be calculated through Equations (5)–(7). FL and n are the fortification level and the number of stories. Equations (6) and (7) were obtained through the statistical analysis of 155 pushover results of RC frames designed following the Chinese seismic design code [22]. More details on the MDOF shear model can be found in the former study of Xiong et al. [26].



Five damage states were adopted, which are none, slight, moderate, extensive, and complete damages. The damage state of each story was determined according to the damage limits shown in Figure 3b. The damage state of a building was determined according to the severest damage state among all stories. According to the Chinese code for seismic design of buildings [22], four seismic fortification levels of buildings (i.e., levels 6, 7, 8, and 9) are used in this study, which corresponds to the maximum spectral acceleration Samax of 0.04 g, 0.08 g, 0.16 g, and 0.32 g, respectively, in the design spectrum (Figure 3c) [22].
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Figure 3. Building model: (a) MDOF shear model; (b) tri-linear backbone curve model; (c) design response spectrum of the Chinese code for the seismic design of buildings [22]. 






Figure 3. Building model: (a) MDOF shear model; (b) tri-linear backbone curve model; (c) design response spectrum of the Chinese code for the seismic design of buildings [22].
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3.2. Processing of Ground Motion Sequences


The processing flow of ground motion sequences is shown in Figure 4. Firstly, 6635 ground motion records were collected from PEER’s ground motion database [28] for generating the training set. Meanwhile, 1390 ground motion records were collected from the K-Net database [29], for generating the validation and test sets. Subsequently, each ground motion sequence was scaled to 10 different amplitudes (i.e., PGA = 1–10 m/s2), resulting in 80,250 ground motions.



The 40 building models established in Section 3.1 were analyzed using the collected ground motions through time history analysis and the damage states of all buildings were calculated. The damage states are none, slight, moderate, extensive, and complete damages, which are labeled as 0, 1, 2, 3, and 4, respectively. The labeled samples are prepared for the use of model training in the next section.



Since ground motion records were collected from different stations with different sampling rates and durations, it is necessary to down sample and truncate the ground motion records to meet the needs of the MI-CNN model. Specifically, all ground motion records were down sampled to 50 Hz, and truncated to 20 s sequences, i.e., 10 s before and after the peak acceleration point, to ensure the same data size for all ground motion sequences. If a ground motion does not have enough data before or after the peak acceleration point, the 20 s time window will be shifted backward or forward to ensure that the peak acceleration is close to the center of the truncated sequence (Figure 5). The processing of a ground motion record results in a sequence of 1000 acceleration points.



The processed ground motion sequences, PGA, the building fundamental period (T1), and the building seismic fortification level (FL) together with the calculated damage states of buildings were collected as samples for training, validating, and testing the proposed MI-CNN model. The distribution of samples in the training set is presented in Figure 6.



It is noteworthy that the samples generated from 6635 ground motion records of PEER were used as the training set, while the samples generated from 1390 ground motion records of K-Net were used as the validation and testing sets. This makes sure that the training and testing sets are generated from different earthquakes, which means the testing of the MI-CNN model is rigorous, and the testing results can demonstrate the applicability of the model in predicting building seismic damages for future earthquakes.




3.3. Model Training


In the training model, the Adam optimizer [30] was adopted for optimization, considering its high computational efficiency and low memory requirement. The learning rate was set as 0.001 and the selection of other parameters followed the default values recommended by Kingma et al. [30]. For example, β1 was set as 0.9, β2 was set as 0.999, and ε was set as 10−8, and previous research has shown that the Adam algorithm performs well with these default parameter settings [31]. The categorical cross entropy was used as the loss function, and the mathematical expression of the categorical cross entropy is as follows:


  L = −  1 N    ∑  i = 1  N     ∑  c = 0  M    y  i c   log (  p  i c   )      



(8)




where L is the loss value, i is the sample index, c is the class index, N is the number of samples, M is the number of labels, yic is a signum (if the actual class of the sample i is equal to c, it is 1, otherwise it is 0), and pic is the prediction probability of sample i in class c [32].



The maximum epoch was set as 500. The accuracies of training and validation were recorded at the end of each epoch. The early stopping function [33] was adopted in the training, which will stop the training early to avoid overfitting and output the best model parameters. Since the training set contains 2,654,000 samples (66,350 ground motion sequences times 40 buildings), the data set is large and it is difficult to perform the training using all samples at once. The training set was randomly divided into four batches. The training of each batch stopped when the validation accuracy no longer improved in the following 40 epochs. The weights of the epoch with the highest validation accuracy in the former batch are used as the initial weights for the next batch. The training/validation accuracies of all four batches are shown Figure 7.



Figure 7 shows that the training accuracy increases at the beginning and then stabilizes to approximately 90%. It is worth noting that the training accuracy increases relatively slow for Batch 1, where the training accuracy is less than 80% until the 10th epoch. This is because the model is learning the potential law of the training samples. Moreover, the number of epochs required to achieve above an 80% training accuracy decreases for the subsequent batches, indicating that after the first batch, the model has obtained appropriate weights applicable to the rest of the batches.



The validation accuracy of the first batch reached 77.5% at the 7th epoch; although this is the highest validation accuracy among all four batches, it is not adopted as the optimal epoch because the model has not learned from the following batches. The weights of the 7th epoch in Batch 1 were used as the initial weights of Batch 2, and the highest validation accuracy of Batch 2 was attained at the 32nd epoch. The training and validation accuracies are 86.6% and 77.1%, respectively. The weights of the 32nd epoch of Batch 2 were used as the initial weights of the following batches. The highest validation accuracies were obtained at the first epoch of Batch 3 and Batch 4, indicating that the weights of 32nd epoch of Batch 2 can reasonably capture the properties of the following batches. Therefore, the weights of the 32nd epoch of Batch 2 were used as the optimal weights of the proposed model.





4. Discussion of Prediction Results


4.1. Prediction Performance of Different Scenarios


The overall confusion matrix of the test set is shown in Figure 8. The overall test accuracy is 79.7%, and the prediction accuracies of all damage states are around 80%. Meanwhile, more than 90% of the predicted damage states are within one level difference to the actual damage states. Note that ground motions in the training set come from pre-2003 earthquakes in the PEER database, while ground motions in the validation and test sets come from post-2003 earthquakes in the K-Net database. This arrangement ensures that the ground motions adopted to test the accuracy of the model are completely different from those used to train the model. Therefore, the test accuracy of 79.7% indicates that the proposed method can reasonably predict seismic damage of building even for earthquakes that do not exist in the training set.



Moreover, the computation efficiency of the MI-CNN model is significantly better than the nonlinear time history analysis of the MDOF shear model. For example, the computation time of 278,000 samples in the test set is 31.38 s for the MI-CNN model, which is 340 times faster than the nonlinear time history analyses of MDOF shear models (170 min) on a laptop platform (AMD Ryzen 5 3600, RAM 32 G, GPU GTX1660S).



To further demonstrate the prediction performance of the MI-CNN model, samples in the test set with different PGAs, building fundamental periods, and fortification levels are discussed separately.



The sensitivity analysis of results on fundamental period is shown in Figure 9a, and the prediction accuracy of most samples is around 80%. Nevertheless, the prediction accuracy for Labels 3 and 4 with PGA of 1 m/s2 is missing, and this is because the PGA of 1 m/s2 is relatively small, and no sample reaches the severe and complete damage states when PGA is 1 m/s2. Moreover, the prediction accuracies for Labels 3 and 4 in the PGA range of 1–3 m/s2 are still relatively poor; to further investigate the reason for this, the distribution of the training set together with the prediction accuracies for samples with PGA of 1–3 m/s2 are illustrated in Figure 9b. As is evident in Figure 9b, the prediction accuracies are relatively low for Labels 3 and 4 (64.3% and 59.1%). This is because the proportion of training set samples in Labels 3 and 4 are very small (2.3% and 0.3%), which can jeopardize the prediction accuracy for this scenario. It is worth noting that this skewed distribution of the training set in the PGA range of 1–3 m/s2 is not a mistake, this is because there are some very unique ground motions with a very strong destructive power to mid-rise buildings, even with a very small PGA. The authors think that this is a limitation of the proposed model, and further studies are required to consider this exceptional scenario.



The confusion matrices for cases with different PGAs are presented in Figure 10. The prediction accuracies of all PGA bands are above 77%. It is worth noting that, according to Figure 1a, when the ground motion intensity measure is large, the building seismic response can be very dispersed. Nevertheless, as shown in Figure 10d, the prediction accuracy for buildings with a large PGA can still yield good accuracy (77.5%), which indicates that the MI-CNN model can effectively predict the seismic response of buildings in very strong nonlinearity.



The sensitivity analysis on the fundamental period is demonstrated in Figure 11a. The results indicate that the prediction accuracy of most samples is also around 80%, while the prediction accuracies for Labels 2, 3, and 4 are relatively poor, especially in the T1 range of 0.8–1.0 s. Therefore, the distribution of the training set and prediction accuracies for samples with a T1 range of 0.8–1.0 s are further illustrated in Figure 11b. In Figure 11b, the prediction accuracies of Labels 2, 3, and 4 are approximately 60%, while the prediction accuracies with one level differences are all above 90%. One possible reason for these relatively poor prediction accuracies is the relatively small proportion of samples in these classes of the training set. This is also a limitation of the proposed model, and further investigation can be conducted to improve the prediction accuracy through methods such as active learning [16].



Figure 12 shows the confusion matrices for buildings with different fundamental periods. The results show that the model can achieve the prediction accuracy of approximately 80% for buildings with different fundamental periods.



Figure 13 shows the confusion matrices for buildings with different fortification levels, which also exhibit approximately 80% accuracy for all scenarios. The above results show that the prediction accuracies of most classes are around 80%, and more than 90% of the predicted damage states are within one level difference to the actual damage states. Nevertheless, the prediction accuracies of some individual classes are below 70%. Note that the number of samples is small for classes with below 70% accuracy, which indicates that the proposed method can reasonably predict the seismic damages for most cases, and further studies are needed to improve the prediction accuracies of some individual classes.




4.2. Comparison with the Method Based on Ground Motion Intensity Measures


Ground motion intensity measures are often adopted to reflect the destructive power of earthquakes in machine learning-based seismic damage assessment methods. For example, Mangalathu et al. [16] used Sa(T1) as the ground motion intensity measure and combined it with structural parameters to predict the seismic damage of bridges. Therefore, in this section, a comparative analysis was conducted to investigate the performance of the MI-CNN model (adopting the ground motion sequence as the input) and the method based on ground motion intensity measures.



For the method based on ground motion intensity measures, the PGA, peak ground velocity (PGV), maximum spectral acceleration (Samax), and spectral acceleration of fundamental period Sa(T1) were calculated for the collected ground motions. The calculated four ground motion intensity measures were combined with the building attribute data (building fundamental period and fortification level) to form each sample for model training. The division of the training, validation, and test sets is consistent with the previous section.



As for the selection of machine learning models for the comparative analysis, the LightGBM and XGBoost models have been widely used in classification problems with multiple feature inputs [34,35]. These two models have the advantages of good training efficiency, low memory consumption, and high accuracy compared to other machine learning models. Therefore, the LightGBM and XGBoost models were adopted as the machine learning model for the comparative analysis. During the training process, the Multiclass_Logloss multi-category logarithmic loss function was adopted, and the maximum epoch was set to 50. The early stopping function was also used in this section.



The confusion matrices for the method based on ground motion intensity measures are shown in Figure 14. The prediction accuracies of the test set using the LightGBM and XGBoost models are 73.7% and 67.4%, respectively. These accuracies are lower than those of the MI-CNN (prediction accuracy = 79.7% in Figure 8). The above results show that the proposed MI-CNN model can better predict the seismic damage of buildings compared to the method based on ground motion intensity measures.





5. Case Study of an Urban Area


5.1. Information of the Area


To further demonstrate the proposed method, a case study of Shenzhen city is presented in this section. Studied buildings are RC frame buildings with no more than 10 stories. The distribution of studied buildings is shown in Figure 15. These building data were obtained from an online apartment rental company [36]. Note that the primary purpose of the case study is not to obtain the accurate seismic damage of Shenzhen city, but to demonstrate the effectiveness of the proposed method. If more reliable data become available in the future, a more accurate simulation can be performed using the methods presented in this work.




5.2. Earthquake Data


Based on the seismic hazard analysis of Xu et al. [37], two earthquake scenarios of M6.5 and M7.5 were selected. The epicenter is located in the Jiuweiling fault with a fault strike of 46 degrees. Based on the Chinese response spectrum attenuation function [38] and the site amplification factor [39], the seismic response spectrum data of the whole area were obtained and the ground motion of the whole area was generated by the artificial ground motion generation program SIMQKE [40]. The attenuation functions and a typical ground motion time history are shown in Figure 16. Figure 17 shows the location of the epicenter and the distribution of the response spectrum parameter Sa(0.3s) across the region for the two earthquake scenarios.




5.3. Simulation Results


Time history analyses were performed for all buildings. First, the mass, stiffness, and strength parameters of MDOF models were determined according the procedure presented in Section 3.1. Subsequently, time history analyses were performed for all buildings and the damage states of were determined according to the limit state as shown in Figure 3. The results of the time history analysis using MDOF shear model and the MI-CNN model for the M6.5 earthquake scenario are shown in Figure 18. The results of the time history analysis were adopted as the benchmark results to demonstrate the accuracy of the proposed MI-CNN model. The results show that the MI-CNN prediction agrees well with the time history analysis results. Most of the buildings exhibit slight to moderate damages, and buildings near the epicenter exhibit more severe damages.



The prediction results for the M7.5 earthquake scenario are shown in Figure 19. The results also show a good agreement between the MI-CNN results and the time history analysis results.



According to the results in Figure 18 and Figure 19, the prediction error of the MI-CNN model compared to the time history benchmark model are presented in Figure 20. For the M6.5 earthquake scenario, only 151 out of 1760 buildings experienced a one-level error, while the rest of the 1609 buildings are in the same damage states as in the benchmark results; for the M7.5 earthquake scenario, 15 buildings experienced a two-level error and 420 buildings experienced a one-level error, while the rest of the 1325 buildings have the same damage states as in the time history results. The above simulation results show that the proposed MI-CNN prediction results have a good prediction accuracy.





6. Conclusions


A multiple-input CNN (MI-CNN) model is proposed in this study to consider the time-/frequency-domain characteristics of ground motions and attribute data of buildings. The proposed model can achieve a good prediction accuracy and significantly better computational efficiency compared to nonlinear time history analysis of the MDOF shear model. Some detailed conclusions can be drawn as follows:




	
The proposed MI-CNN model can achieve the overall prediction accuracy of 79.7% for the test set, and more than 90% of the predicted damage states are within one level of difference to the actual damage states.



	
The prediction accuracies for cases with different PGAs, building fundamental periods, and fortification levels are also around 80%, which shows good prediction performance of the model in different simulation scenarios.



	
The prediction performance of the proposed model is compared with methods using ground motion intensity measures as the earthquake input. The prediction accuracy of the proposed MI-CNN model is 79.7%, which outperforms the simulation using PGA, PGV, Samax, and Sa(T1) as earthquake inputs (73.7%).



	
The computation efficiency of the proposed model is significantly better than nonlinear time history analysis of MDOF shear model. The speedup ratio is 340 on a laptop platform.



	
The prediction accuracy for some individual classes is relatively low (less than 70%), which is caused by some very unique ground motions and a relatively small number of samples in the corresponding classes. This is a limitation of the proposed method, and further investigation can be conducted to improve the prediction accuracy through methods such as active learning.








The proposed MI-CNN model can be a useful tool for the fast seismic damage assessment of regional buildings. The outcomes of this work are expected to assist in post-disaster emergency response and rapid disaster relief.
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Figure 1. Correlation between the ground motion intensity measure, building attribute, and building top displacement: (a) relationship between ground motion intensity measure Sa(T1) and building top displacement; (b) relationship between building attributes and building top displacement. 
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Figure 2. Schematic diagram of the MI-CNN model. 
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Figure 4. Processing flow of ground motion sequences. 
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Figure 5. Schematic diagram of ground motion truncation. 
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Figure 6. Distribution of damage states in the training set. 
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Figure 7. Training and validation accuracies of the four batches: (a) Batch 1; (b) Batch 2; (c) Batch 3; (d) Batch 4. 






Figure 7. Training and validation accuracies of the four batches: (a) Batch 1; (b) Batch 2; (c) Batch 3; (d) Batch 4.



[image: Applsci 11 08258 g007]







[image: Applsci 11 08258 g008 550] 





Figure 8. Confusion matrix of the test set (prediction accuracy = 79.7%). 
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Figure 9. Influence of PGA on prediction accuracy: (a) prediction accuracies for samples with different PGAs; (b) distribution and prediction accuracy for samples with PGA of 1–3 m/s2. 
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Figure 10. Confusion matrices for buildings with different PGAs: (a) PGA of 1–3 m/s2 (prediction accuracy = 83.1%); (b) PGA of 4–5 m/s2 (prediction accuracy = 79.2%); (c) PGA of 6–7 m/s2 (prediction accuracy = 78.4%); (d) PGA of 8–10 m/s2 (prediction accuracy = 77.5%). 
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Figure 11. Influence of T1 on prediction accuracy: (a) prediction accuracies for samples with different fundamental periods; (b) distribution and prediction accuracy for samples with T1 of 0.8–1.0 s. 






Figure 11. Influence of T1 on prediction accuracy: (a) prediction accuracies for samples with different fundamental periods; (b) distribution and prediction accuracy for samples with T1 of 0.8–1.0 s.



[image: Applsci 11 08258 g011]







[image: Applsci 11 08258 g012a 550][image: Applsci 11 08258 g012b 550] 





Figure 12. Confusion matrices for buildings with different fundamental periods: (a) fundamental period of 0.1–0.3 s (prediction accuracy = 79.4%); (b) fundamental period of 0.4–0.5 s (prediction accuracy = 78.2%); (c) fundamental period of 0.6–0.7 s (prediction accuracy = 80.1%); (d) fundamental period of 0.8–1.0 s (prediction accuracy = 80.7%). 
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Figure 13. Confusion matrices for buildings with different fortification levels: (a) fortification level of 6 (prediction accuracy = 79.9%); (b) fortification level of 7 (prediction accuracy = 79.6%); (c) fortification level of 8 (prediction accuracy = 78.4%); (d) fortification level of 9 (prediction accuracy = 80.8%). 
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Figure 14. Confusion matrices of the method based on ground motion intensity measures: (a) LightGBM (prediction accuracy = 73.7%); (b) XGBoost (prediction accuracy = 67.4%). 
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Figure 15. Distribution of studied buildings. 
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Figure 16. Earthquake data: (a) ground motion attenuation functions (M6.5); (b) acceleration/velocity time history. 
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Figure 17. Distribution of ground motion intensity measure Sa(0.3s) (m/s2): (a) M6.5; (b) M7.5. 
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Figure 18. Distribution of damage states of the M6.5 earthquake scenario: (a) time history analysis results; (b) MI-CNN results. 
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Figure 19. Distribution of damage states of the M7.5 earthquake scenario: (a) time history analysis results; (b) MI-CNN results. 
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Figure 20. Prediction error of the MI-CNN model: (a) M6.5 earthquake scenario; (b) M7.5 earthquake scenario. 
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