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Featured Application: The model proposed in this paper is mainly applied to the surface de-
fect detection of copper strip, which is of great significance to improve the quality of copper
strip products.

Abstract: Surface defect automatic detection has great significance for copper strip production. The
traditional machine vision for surface defect automatic detection of copper strip needs artificial feature
design, which has a long cycle, and poor ability of versatility and robustness. However, deep learning
can effectively solve these problems. Therefore, based on the deep convolution neural network and
the transfer learning strategy, an intelligent recognition model of surface defects of copper strip is
established in this paper. Firstly, the defects were classified in accordance with the mechanism and
morphology, and the surface defect dataset of copper strip was established by comprehensively
adopting image acquisition and image augmentation. Then, a two-class discrimination model
was established to achieve the accurate discrimination of perfect and defect images. On this basis,
four CNN models were adopted for the recognition of defect images. Among these models, the
EfficientNet model through transfer learning strategy had the best comprehensive performance with
a recognition accuracy rate of 93.05%. Finally, the interpretability and deficiency of the model were
analysed by the class activation map and confusion matrix, which point toward the direction of
further optimization for future research.

Keywords: copper strip; surface defects; deep learning; intelligent detection; visualisation

1. Introduction

Copper strip is the typical high-end product in the nonferrous metals field, which is
widely used in new-energy vehicles, aerospace, and precision electronic equipment [1,2].
The surface quality is one of the most important quality indicators of the copper strip, which
not only seriously affects the appearance and yield of products, but may also have adverse
effects on downstream processes [3,4]. Achieving the rapid and accurate classification of
copper strip surface defects is remarkably important for improving product quality.

At present, manual visual inspection is still widely used for surface defect detection
of copper strip during industrial production despite its low recognition accuracy, poor
stability and high labour intensity [5,6]. Therefore, some scholars conducted related re-
search with traditional machine vision. Shen et al. [7] used dual-threshold segmentation
to abstract the surface defect features of copper strips, designed a software and hardware
system, and developed a detection platform by Labview. Zhang et al. [8] extracted three
features (colour, brightness, and orientation) of copper strip surface defects through Gaus-
sian pyramid decomposition and Gabor filters and established a Markov classification
model to achieve defect classification. Li [9] used an adaptive segmentation algorithm for
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defect image segmentation to extract five features of defects (aspect ratio, perimeter, area,
circularity and centre of gravity) and established a classifier to achieve defect recognition,
using a single hidden layer BP neural network. Meng [10] proposed the MM–Canny defect
segmentation algorithm based on the improved Canny edge detection operator and mor-
phology method and established a support vector machine classification model to achieve
defect classification by extracting three feature types of geometry (area and diameter ratio
of length and short), grey (average grey, variance, slope, and defect area energy), and
texture (corner second-order matrix, contrast, correlation, and entropy). Zhang et al. [11]
initially divided the copper strip defect image into several sub-images and then divided
the sub-images into several wavelet units to obtain the wavelet statistical results of the
defect images. Such an approach achieved extraction of the defect features, and the support
vector model was adopted to complete defect classification.

Some progress can generally be realised for surface defect classification and recog-
nition of copper strip by using traditional machine vision, but some unsolved problems
remain. The traditional machine vision generally requires manual feature design (feature
engineering) before defect recognition. The final defect recognition accuracy is directly
related to the quality of the feature design, which is highly dependent on professional
knowledge and has poor versatility. In addition, the robustness of traditional machine
vision is poor. The defect types of different production sites are different, and the detection
environment of the same production site is constantly changing. Thus, the recognition
accuracy becomes significantly reduced once the lighting, colour or field of view changes.

With the rapid development of artificial intelligence theory and technology, this
technique has been successfully applied in many fields [12], which provides new ideas and
directions for surface defect detection. At present, some scholars have used deep learning
to detect defects on the surface of steel strip and aluminium materials. In the field of
supervised learning, Song et al. [13,14] established a surface defect dataset of the hot rolling
strip and proposed a defect recognition algorithm of a multi-feature fusion convolutional
neural network, which realises the recognition of six common surface defects of the hot
rolling strip. Saiz et al. [15] combined traditional machine learning with convolutional
neural networks and proposed an automatic classification method for surface defects of
the hot rolling strip. The optimal parameters were obtained through a large number of
experiments, which can realise defect classification. Xiang et al. [16] proposed an improved
Faster RCNN aluminium profile surface defect recognition method by introducing a feature
pyramid structure and realised the detection of ten surface defect types of the aluminium
profile. Zhang et al. [17] improved the YOLOv3 model by changing the number of anchors,
which improved the detection performance of small defects on the surface of aluminium
profiles. Ye et al. [18] firstly used the ViBe algorithm to segment the defect area from the
image and then utilised median filtering and morphology operations to extract the defect
area accurately. Finally, they realised the identification and classification of the surface
defects of the aluminium strip through the CNN.

In the field of semi-supervised learning, Gao et al. [19] established a PLCNN semi-
supervised learning recognition model of strip surface defects on the NEU dataset and
indicated that this method can save the amount of data labelling and improve efficiency,
which is suitable for label-restricted defect recognition tasks. He et al. [20] used a gen-
erative adversarial network to generate a large number of unlabelled defect image sam-
ples and proposed a multiple training method based on cDCGAN and Resnet18, which
substantially improved the accuracy of strip surface defect recognition, compared with
previous methods.

When traditional machine vision is used for defect recognition and classification, there
are three steps that are generally required: feature design, extraction, and classification.
Among them, feature design is the foundation; the common features include colour, bright-
ness, shape, and texture. The specific features that are used highly depend on the designers’
domain knowledge, which usually requires a lot of trial-and-error experiments to find a
better feature combination. The detection accuracy of final model is directly related to
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the quality of the feature design. When the defect feature can be accurately described,
and the repetition rate of defects is high, the traditional machine vision can achieve ideal
performance. There are many types of copper strip surface defects, which are usually
classified by defect generation mechanism. The shape and location of the same types of
defects are difficult to accurately describe; the appearance of some different types of defects
have similar features. At the same time, the detection environment of the production site
is constantly changing, which presents great obstacles in the application of traditional
machine vision. Compared with traditional machine vision, the primary advantage of deep
learning is that it does not require manual feature design, but uses intelligent methods to
learn, extract, and classify the basic features of image automatically. It is especially suitable
for multiple classifications of defects in variable environments, which has strong versatility
and robustness.

Overall, most studies regarding copper strip surface defect detection mainly use
traditional machine vision, which is susceptible to interference from production site en-
vironmental factors, such as light, fog, and vibration. This traditional method also has
poor versatility and robustness, and only a few types of defects can be identified. Thus,
practical application of this method is not ideal. Compared with traditional machine vision,
deep learning has improved capability of non-linear learning perception and generalised
anti-interference, which can strongly overcome the shortcomings of traditional machine
vision. Therefore, researching a new type of intelligent identification method of copper
strip surface defects suitable for multiple classifications has strong practical significance
and is crucial for improving the surface quality of the copper strip and enhancing the level
of intelligence.

The remainder of this paper is organized as follows: Section 2 presents surface defects
of copper strip from the literature. The characteristics and classifications of surface defects
are explained, and the surface defect dataset is established. In Section 3, the overall
process of surface defect detection is proposed, and then the surface defect discrimination
model and recognition model are established, respectively. A model training strategy is
formulated through a large number of experiments, and then a variety of methods are used
to visually analyse and evaluate the model recognition mechanism in Section 4. Finally,
Section 5 presents our conclusions and outlines possible directions for future research.

2. Surface Defect of Copper Strip
2.1. Classifications and Characteristics of Surface Defects

Surface defects of copper strip may occur in different process stages, such as cold
rolling, annealing and cleaning. Multiple sets of high-speed cameras are usually installed
at the end of the cleaning line to photograph the surface of the copper strip continuously,
and the image acquisition process is shown in Figure 1. The surface defects must be
accurately classified, identified and counted firstly during the practical production. The
targeted defect control measures can then be formulated to improve the surface quality
and product performance.

Eight classifications of defects, namely line mark (LM), black spot (BS), concave–convex
pit (CP), edge crack (EC), hole (Ho), insect spot (IS), peeling (Pe), and smudge (Sm), were
determined after long-term site tracking, sampling analysis, and technical exchanges in the
copper strip production line. The morphology of the eight classifications of surface defects
is shown in Figure 1, and the specific feature of these classifications of surface defects is
presented in Table 1. The table reveals that the shapes and textures amongst the defects
are not completely consistent, which is beneficial for defect recognition. However, some
similarities are found between different defects; for example, EC and Ho show blocky
features, which increases the difficulty of accurate defect recognition.
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Figure 1. Image acquisition process of surface defects of copper strip: (a) LM, (b) BS, (c) CP, (d) EC, 
(e) Ho, (f) IS, (g) Pe, and (h) Sm. 

Table 1. Characteristics of surface defects. 
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IS Most are embedded in the surface of copper strip, with insect appearance. 
Pe Serious upwarp appear on the surface. 
Sm Irregular dispersive residue marks appear on the surface. 
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Figure 1. Image acquisition process of surface defects of copper strip: (a) LM, (b) BS, (c) CP, (d) EC, (e) Ho, (f) IS, (g) Pe, and
(h) Sm.

Table 1. Characteristics of surface defects.

Classifications Characteristics

LM Single or multiple lines appear on the surface, with continuous or intermittent distribution
and different lengths.

BS Single or multiple round black spots on the surface, usually single spot point is common.
CP Pits or bulges of different sizes on the surface.
EC Cracks on the sides of the two sides extend from the outside to the inside.
Ho Holes with different sizes and irregular shapes on the surface.
IS Most are embedded in the surface of copper strip, with insect appearance.
Pe Serious upwarp appear on the surface.
Sm Irregular dispersive residue marks appear on the surface.

2.2. Surface Defect Dataset

The eight types of surface defect images mentioned above were collected on a domestic
copper strip production line. The three types of defects of LM, CP, and EC after a period
of production site tracking appeared relatively few times, collecting 157, 204, and 231,
respectively. The collected number of other types of defect images was more than 300. This
paper combines the image augmentation theory and practical environmental conditions
that may occur to ensure even distribution of each type of defect image and randomly
adopts five transformation methods shown in Table 2 (adding Gaussian noise, salt and
pepper noise, angle rotation, brightness reduction, and enhancement) to expend the three
aforementioned types of defect images, wherein each type was expended to 300.

The original image and the added noise are respectively assumed as f and n when
adding noise to the image, and then the image after adding noise is expressed as Equation
(1). If the noise type is Gaussian noise, then it should obey the normal distribution [21], and
the probability density function of the noise n should satisfy the Equation (2); if the noise
type is salt and pepper noise, then this type shows bright and dark spots in the image [22],
and the probability density function of the noise n should satisfy Equation (3).

g = f + n (1)

p(n) =
1√
2πσ

e−(n−µ)2/(2σ2) (2)
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where µ is the average value of noise n, and σ is the standard deviation of noise n.

p(n) =


pa
pb
1− pa − pb

n = a
n = b
n 6= a, n 6= b

(3)

where 0 ≤ pa ≤ 1, 0 ≤ pb ≤ 1. If a > b, then the noise n = a is reflected as a light spot; if
a < b, then the noise n = b is reflected as dark spots.

The centre of the image is the fixed point when the image is rotated, and the coordinate
of any point in the original image is (x0, y0). The coordinate after the rotation angle θ
becomes (x, y), and the calculation equation between the two is expressed as Equation (4).[

x
y

]
=

[
cos θ − sin θ
sin θ cos θ

][
x0
y0

]
. (4)

The brightness adjustment aims to increase or decrease uniformly the gray value of all
pixels in the image. Assuming that the gray values in the original image are represented
by Ω, Ω′ is the adjusted gray values, and the calculation equation between the two is
expressed as Equation (5).

Ω′ = Ω× (1 + η) (5)

where η is the brightness adjustment factor.
The surface defect dataset of the copper strip (YSU_CSC) in this paper is shown in

Figure 2. This dataset contains 2400 surface defect images, and each defect has 300 images.
The original image size is 200 × 200. The size of each image is unified to 224 × 224 after
image pre-processing. A total of 70% of these images is used as the training set, half of the
remaining 30% is the validation set and the other half is the test set. Training and validation
sets are used for model training. The test set is used to assess the generalisation capability
of the model, which does not participate in model training. The specific distribution of
various types of defect images in the dataset is shown in Table 3.

Table 2. Surface defect image data enlargement.

Defects
Classification

Image Augmentation

Original Image Gaussian
Noise

Salt Pepper
Noise Angle Rotation Brightness

Reduction
Brightness

Enhancement

LM
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Figure 2. Surface defect dataset of copper strip (YSU_CSC).

Table 3. Distribution of surface defect images in the training, validation, and testing sets.

Dataset LM BS CP EC Ho IS Pe Sm Total

Training set 210 210 210 210 210 210 210 210 1680
Validation set 45 45 45 45 45 45 45 45 360

Testing set 45 45 45 45 45 45 45 45 360
Total 300 300 300 300 300 300 300 300 2400

3. Surface Defect Detection Model

Figure 3 shows the two steps for the detection model of surface defects. Step I: Dis-
criminating the collected images initially is necessary to distinguish between the perfect
and defect images. Step II: Classifying the defect images to their corresponding specific
classification (LM, BS, CP, EC, Ho, IS, Pe, and Sm). The detection of surface defects can be
realised through the two aforementioned steps.
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3.1. Surface Defect Discrimination Model

This paper establishes a surface defect discrimination model based on the information
difference of internal characteristics between perfect and defect images to realise the
discrimination of the presence of image defects in step I. Since the collected original image
is a gray image, the gray value of each internal pixel is Ω (0–255) for an original image.
Perfect and defect images are respectively expressed as p and d. The distribution statistics
of the gray values of all pixels in pending image f indicate that Equation (6) can determine
whether f belongs to a perfect or defect image. Figure 4a shows the statistical results
of the gray value distribution of a perfect image, and Figure 4b–i shows the statistical
results of the gray value distribution of eight classifications of defect images. The figure
reveals that the gray values of the perfect image are all clustered and distributed around the
median value of 127.5, whilst a part of the gray values of defect image is distributed in the
range of <100 and >200. Thus, the perfect and defect images can be quickly distinguished.
Meanwhile, internal information amongst defect images from Figure 4b–i demonstrates
strong similarity, which is difficult to classify using a simple model. Therefore, step II
should be implemented to establish the surface defect recognition model.

f =

{
p ε1 ≤ Ω ≤ ε2
d Ω < ε1, Ω > ε2

(6)

where ε1 and ε2 are discrimination coefficients, and their values are determined in accor-
dance with the production site environment. The values in this paper are ε1 = 100 and
ε2 = 200.
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Figure 4. Statistical results of gray value distribution of perfect and defect images: (a) perfect image, (b) LM, (c) BS, (d) CP, 
(e) EC, (f) Ho, (g) IS, (h) Pe, and (i) Sm. 
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3.2. Surface Defect Recognition Model of CNN

Traditional machine vision and deep learning can be used to realise automatic detec-
tion of copper strip surface defects. If traditional machine vision is used to extract and
classify the defect feature, then endowing the model with high detection accuracy and
strong capability of generalisation and anti-interference is difficult. At present, the con-
volution neural network (CNN) has made outstanding application performance in many
engineering fields, such as the defect detection of the steel strip surface, fault diagnosis,
and pattern recognition, with the rapid development of artificial intelligence and deep
learning theory [23–26]. Therefore, this paper establishes the intelligent recognition model
of copper strip surface defect based on the deep CNN, according to the defect images
collected from the production site. The general structure of the model is shown in Figure 5.
This structure mainly comprises an input layer of the image data, multiple convolutional
layer, multiple pooling layer, fully connected neural network layer, and an output layer;
the specific number of convolution and pooling layers should be determined in accordance
with the specific problem. The feature information of surface defect is extracted after
the multiple operations of convolution, pooling, and non-linear activation function map-
ping on the surface defect image of the copper strip. Finally, the probability of each type
for a certain image is calculated through fully connected and output layers and realises
defects classification.
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3.3. Surface Defect Recognition Model of EfficientNet

At present, scholars have conducted many theoretical investigations regarding deep
CNN. The resolution of the input image and the depth and width of the network are
assumed to be the dominant factors that affect the model performance. Some studies
have expanded the network structure based on the three aforementioned factors, such as
common ResNet, DenseNet, and MobileNet [27–29]. These models only expanded the
network on a single factor, which can improve the accuracy to a certain extent. However,
blindly adding one dimension will complicate the model structure, and excessively large
parameter values are prone to cause over-fitting [30,31], which is not beneficial to the
establishment of the surface defect recognition model. Thus, this paper uses a new CNN
model (EfficientNet) to investigate surface defect recognition. This model uses a composite
zoom factor to expand the three dimensions of the width and depth of network and image
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resolution [32,33], which can reduce the complexity of the model under the premise of the
same accuracy. The expression of the zoom factor is Equation (7).

depth : d = αφ

width : w = βφ

resolution : r = γφ

s.t. α·β2·γ2 ≈ 2
α ≥ 1, β ≥ 1, γ ≥ 1

(7)

where d, w, and r are the zoom factors of width, depth, and resolution, respectively; φ is the
source control factor, which regulates the resources available for model zoom (computing
power); and α, β, and γ are the resource allocation coefficients that can be determined by
grid search, and these resources are allocated to width, depth, and resolution, respectively.
The model accuracy can be optimised by continuously adjusting the zoom factor of d, w,
and r without increasing the number of model parameters.

The EfficientNet model is essentially an optimization problem [33]. The accuracy of
the model is improved by continuously optimizing the combination of depth d, width w,
and resolution r. The optimization process is expressed as Equation (8).

max
d,w,r

Accuracy(N(d, w, r))

s.t. N(d, w, r) = �
i=1···s

F̂d−L̂i
i (X〈r·Ĥi ,r·Ŵi ,w·Ĉi

)

Memory(N) ≤ target_memory
FLOPS(N) ≤ target_flops

(8)

where N is the network model; i is the component of the network model; s is the total
number of components; F̂, L̂i, Ĥi, Ŵi, and Ĉi are predefined parameters in network; F̂ is the
predefined network layer structure, L̂i is the predefined number of layers, Ĥi and Ŵi are the
predefined resolution, and Ĉi is predefined number of channels; X is the adjustment factor;
Memory(N) is the number of parameters of the network; FLOPS(N) is the amount of floating
point calculation on the network; � is the model building operation; target_memory is
the threshold value of the parameter quantity; target_flpos is the threshold value of the
floating-point calculation quantity; and max Accuracy is the maximum accuracy of the
model (objective function value).

This paper uses EfficientNet to establish an intelligent recognition model for the
copper strip surface defects to reduce the model parameters, increase the calculation speed
and combine the resolution of surface defect images. The model structure comprises one
image data input layer, two Conv convolutional layers, sixteen MBConv mobile inverted
bottleneck convolution module layers, one pooling layer and three fully connected layers.
The overall structure of the model is shown in Figure 6. The main structure of the model is
the MBConv module. The output channel dimension is changed by 1 × 1 point-by-point
convolution, according to the expansion ratio. A 1 × 1 point-by-point convolution is used
after one deep convolution to restore the original dimension, and the internal activation
function is Swish [34,35]. The module structure of MBConv1 and MBConv6 is shown in
Figure 7.



Appl. Sci. 2021, 11, 8945 10 of 18
Appl. Sci. 2021, 11, 8945 10 of 18 
 

224×224

Conv3×3
Stride2×2

112×112×32

MBConv1
3×3

Stride1×1

MBConv6
3×3

Stride2×2

MBConv6
3×3

Stride1×1

MBConv6
5×5

Stride2×2

MBConv6
5×5

Stride1×1

112×112×16
56×56×24 56×56×24 28×28×40 28×28×40

MBConv6
3×3

14×14×80

Stride2×2

14×14×8014×14×80

MBConv6
3×3
Stride1×1

MBConv6
3×3

14×14×11214×14×11214×14×112

Stride1×1Stride1×1

MBConv6
5×5

7×7×192

7×7×192 7×7×192 7×7×192 7×7×320 7×7×1280 1280×1

Stride1×1

MBConv6
5×5

Stride1×1

MBConv6
5×5

Stride2×2

MBConv6
5×5

MBConv6
5×5

Stride1×1

MBConv6
5×5
Stride1×1

MBConv6
5×5
Stride1×1

MBConv6
3×3
Stride1×1

Conv1×1
Stride1×1

Global avg pooling

Fully connected

0   LM
1   BS
2   CP
3   EC
4   Ho
5   IS
6   Pe
7   Sm

.

.

.

.

.

.

.

.

.

512×1 218×1 8×1

So
ftm

ax.
.
.

M
ut

i-c
la

ss
 d

ef
ec

ts

 
Figure 6. Surface defect EfficientNet recognition model. 

Conv 1×1×C (C) , BN, Swish

Depthwise Conv 3×3/5×5 (C) , BN, Swish

Conv 1×1×C (C) , BN

+

H×W×C

H×W×C

H×W×C

H×W×C

(a)

 

Conv 1×1×C (6C) , BN, Swish

Depthwise Conv 3×3/5×5 (6C) , BN, Swish

Conv 1×1×6C (C) , BN

+

H×W×C

H×W×6C

H×W×6C

H×W×C

(b)

 
Figure 7. MBConv block: (a) MBConv1, (b) MBConv6. 

4. Experiments and Results 
4.1. Experimental Method 

The model training experiment adopts the transfer learning strategy and then anal-
yses the influence of the model structure and parameters on the recognition accuracy and 
calculation speed of surface defect images. Firstly, the model is by the ImageNet dataset 
after several experimental comparisons and analysis, helping the model reach a certain 
accuracy. The seven last layers (three fully connected and four convolutional layers) are 
then retrained by the YSU_CSC dataset. Thus, the model presents good recognition per-
formance for surface defects. Figure 8 shows the training strategy of the model. As shown 
in Figure 9, this paper also uses three other common deep CNN algorithms (VGG16, Mo-
bileNetV2, and ResNet50) to establish the corresponding surface defect recognition model 
for comparison. 

Figure 6. Surface defect EfficientNet recognition model.

Appl. Sci. 2021, 11, 8945 10 of 18 
 

224×224

Conv3×3
Stride2×2

112×112×32

MBConv1
3×3

Stride1×1

MBConv6
3×3

Stride2×2

MBConv6
3×3

Stride1×1

MBConv6
5×5

Stride2×2

MBConv6
5×5

Stride1×1

112×112×16
56×56×24 56×56×24 28×28×40 28×28×40

MBConv6
3×3

14×14×80

Stride2×2

14×14×8014×14×80

MBConv6
3×3
Stride1×1

MBConv6
3×3

14×14×11214×14×11214×14×112

Stride1×1Stride1×1

MBConv6
5×5

7×7×192

7×7×192 7×7×192 7×7×192 7×7×320 7×7×1280 1280×1

Stride1×1

MBConv6
5×5

Stride1×1

MBConv6
5×5

Stride2×2

MBConv6
5×5

MBConv6
5×5

Stride1×1

MBConv6
5×5
Stride1×1

MBConv6
5×5
Stride1×1

MBConv6
3×3
Stride1×1

Conv1×1
Stride1×1

Global avg pooling

Fully connected

0   LM
1   BS
2   CP
3   EC
4   Ho
5   IS
6   Pe
7   Sm

.

.

.

.

.

.

.

.

.

512×1 218×1 8×1

So
ftm

ax.
.
.

M
ut

i-c
la

ss
 d

ef
ec

ts

 
Figure 6. Surface defect EfficientNet recognition model. 

Conv 1×1×C (C) , BN, Swish

Depthwise Conv 3×3/5×5 (C) , BN, Swish

Conv 1×1×C (C) , BN

+

H×W×C

H×W×C

H×W×C

H×W×C

(a)

 

Conv 1×1×C (6C) , BN, Swish

Depthwise Conv 3×3/5×5 (6C) , BN, Swish

Conv 1×1×6C (C) , BN

+

H×W×C

H×W×6C

H×W×6C

H×W×C

(b)

 
Figure 7. MBConv block: (a) MBConv1, (b) MBConv6. 

4. Experiments and Results 
4.1. Experimental Method 

The model training experiment adopts the transfer learning strategy and then anal-
yses the influence of the model structure and parameters on the recognition accuracy and 
calculation speed of surface defect images. Firstly, the model is by the ImageNet dataset 
after several experimental comparisons and analysis, helping the model reach a certain 
accuracy. The seven last layers (three fully connected and four convolutional layers) are 
then retrained by the YSU_CSC dataset. Thus, the model presents good recognition per-
formance for surface defects. Figure 8 shows the training strategy of the model. As shown 
in Figure 9, this paper also uses three other common deep CNN algorithms (VGG16, Mo-
bileNetV2, and ResNet50) to establish the corresponding surface defect recognition model 
for comparison. 

Figure 7. MBConv block: (a) MBConv1, (b) MBConv6.

4. Experiments and Results
4.1. Experimental Method

The model training experiment adopts the transfer learning strategy and then analyses
the influence of the model structure and parameters on the recognition accuracy and
calculation speed of surface defect images. Firstly, the model is by the ImageNet dataset
after several experimental comparisons and analysis, helping the model reach a certain
accuracy. The seven last layers (three fully connected and four convolutional layers)
are then retrained by the YSU_CSC dataset. Thus, the model presents good recognition
performance for surface defects. Figure 8 shows the training strategy of the model. As
shown in Figure 9, this paper also uses three other common deep CNN algorithms (VGG16,
MobileNetV2, and ResNet50) to establish the corresponding surface defect recognition
model for comparison.
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Figure 9. Recognition models are established by other three CNNs: (a) VGG16, (b) MobileNetV2, and (c) ResNet50. 

4.2. Experimental Results and Analysis 
The error loss function value and the accuracy of the model training process after 

2000 epochs of training are shown in Figure 10. It can be seen from Figure 10g,h that the 
error loss of the model on the training and validation sets respectively reached 0.25 and 
0.34, and the overall training process performed relatively smoothly, indicating the good 
learning capability of the model. The accuracy of the training and validation sets respec-
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Figure 9. Recognition models are established by other three CNNs: (a) VGG16, (b) MobileNetV2, and (c) ResNet50. 

4.2. Experimental Results and Analysis 
The error loss function value and the accuracy of the model training process after 

2000 epochs of training are shown in Figure 10. It can be seen from Figure 10g,h that the 
error loss of the model on the training and validation sets respectively reached 0.25 and 
0.34, and the overall training process performed relatively smoothly, indicating the good 
learning capability of the model. The accuracy of the training and validation sets respec-
tively reached 0.93 and 0.95 after the training process, which indicated that the model had 
a certain generalisation capability. As shown in Figure 10a–f, compared with the other 
three models, the training process of the model in this paper is more stable, and there are 
no problems, such as over fitting or local oscillation. This also shows the effectiveness of 
the training strategy in this paper. 

The model was used to predict the defect images of the ‘unseen’ testing set to further 
verify the accuracy and generalisation capability. Meanwhile, the performance of three 
recognition models (VGG16, MobileNetV2, and ResNet50) was compared on the same 
testing set, and the result is shown in Table 4. Among these results, the recognition accu-
racies of the VGG16, MobileNetV2, and ResNet50 are 75.27%, 65.83%, and 82.78%, respec-
tively. Compared with the three models, the accuracy of the model proposed in this paper 

Figure 9. Recognition models are established by other three CNNs: (a) VGG16, (b) MobileNetV2, and (c) ResNet50.

4.2. Experimental Results and Analysis

The error loss function value and the accuracy of the model training process after
2000 epochs of training are shown in Figure 10. It can be seen from Figure 10g,h that the
error loss of the model on the training and validation sets respectively reached 0.25 and 0.34,
and the overall training process performed relatively smoothly, indicating the good learning
capability of the model. The accuracy of the training and validation sets respectively
reached 0.93 and 0.95 after the training process, which indicated that the model had a
certain generalisation capability. As shown in Figure 10a–f, compared with the other three
models, the training process of the model in this paper is more stable, and there are no
problems, such as over fitting or local oscillation. This also shows the effectiveness of the
training strategy in this paper.

The model was used to predict the defect images of the ‘unseen’ testing set to further
verify the accuracy and generalisation capability. Meanwhile, the performance of three
recognition models (VGG16, MobileNetV2, and ResNet50) was compared on the same
testing set, and the result is shown in Table 4. Among these results, the recognition accuracies
of the VGG16, MobileNetV2, and ResNet50 are 75.27%, 65.83%, and 82.78%, respectively.
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Compared with the three models, the accuracy of the model proposed in this paper is the
highest at 93.05%. Compared with traditional methods [9,36], the accuracy of the model
and the ability to recognize the number of defect classifications are improved. The average
recognition times of VGG16, MobileNetV2, and ResNet50 for a single defect image are
2412, 165, and 1205 ms, respectively. The model in this paper is 197 ms, which is similar to
MobileNetV2. Considering the accuracy and the recognition speed, the model proposed in
this paper is the best and can meet the engineering requirements (industrial production
generally requires that the detection accuracy of the model should be higher than 90%).
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Figure 10. Error loss and accuracy of the recognition models: (a,b) VGG16, (c,d) MobileNetV2,
(e,f) ResNet50, and (g,h) EfficientNet.

Table 4. Comparison of results of different models on the testing set.

Recognition Models Testing Set Accuracy (%) Recognition Time of Single
Defect Image (ms)

VGG16 75.27 2412
ResNet50 82.78 1205

MobileNetV2 65.83 165
Ours method 93.05 197

This paper conducts a visual analysis of defect image classification and recognition
results on the testing set to investigate the classification mechanism of the model for defect
images. Figure 11 shows the recognition probability of eight types of defect images in the
testing set. The blue and red balls respectively represent the recognition probabilities of
correct and incorrect classification. The figure shows that the model has a good overall
recognition performance for LM, CP, and Sm on the testing set with low error rates of 0%,
4.44%, and 2.22%, respectively. The recognition error rates of BS, Ho, and IS are relatively
high, which are 8.89%, 15.56%, and 11.11%, respectively.
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Figure 11. Proposed model recognition result probability of each defect image on the testing set: (a) 
LM, (b) BS, (c) CP, (d) EC, (e) Ho, (f) IS, (g) Pe, and (h) Sm. 

Figure 12 shows the class activation mapping (CAM) of the model for eight defect 
classifications in this paper. The deep red colour area in the figure places considerable 
importance for model defect classification. It can be seen from the figure that the model 
has good overall recognition performance for defect features. The LM and Pe both present 
linear decision areas, but significant differences are found between the two defects, which 
are easily distinguished. The decision areas of BS, EC, Ho, and IS present a clustering block 
range with a certain similarity, which easily makes them susceptible to the influence of 
the original image feature, causes confusion, and leads to misidentification. The decision 
area of CP and Sm has a certain degree of dispersibility. The CP and Sm respectively show 
local and global dispersions. This finding indicates that the proposed model in this paper 
has indeed learned the key feature information from various defect classifications. 

Figure 11. Proposed model recognition result probability of each defect image on the testing set:
(a) LM, (b) BS, (c) CP, (d) EC, (e) Ho, (f) IS, (g) Pe, and (h) Sm.

Figure 12 shows the class activation mapping (CAM) of the model for eight defect
classifications in this paper. The deep red colour area in the figure places considerable
importance for model defect classification. It can be seen from the figure that the model
has good overall recognition performance for defect features. The LM and Pe both present
linear decision areas, but significant differences are found between the two defects, which
are easily distinguished. The decision areas of BS, EC, Ho, and IS present a clustering block
range with a certain similarity, which easily makes them susceptible to the influence of the
original image feature, causes confusion, and leads to misidentification. The decision area
of CP and Sm has a certain degree of dispersibility. The CP and Sm respectively show local
and global dispersions. This finding indicates that the proposed model in this paper has
indeed learned the key feature information from various defect classifications.
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guished. 

Figure 12. Class activation maps of surface defects localised by the proposed model: (a) original defect image; (b) class
activation maps.

A confusion matrix of training and testing sets is established to further analyse the
reason for incorrect model recognition, which is shown in Figure 13. Figure 13a,b reveals
that the longitudinal and horizontal axes respectively represent the true classification
and model prediction classification labels. The value on the diagonal axis represents the
accuracy of the recognition result, whilst that deviating from the diagonal represents the
error rate of the recognition result. The depth of the colour in this figure corresponds to the
value of the correct rate. The diagonal colour reveals that the proposed model in this paper
has a good capability of learning and generalisation. By contrast, BS is easily identified as
CP, Ho is easily identified as BS or EC, and IS is easily identified as Ho from Figure 13b.
Artificial comparison of these actual defect images reveals the similar morphology feature
of some images, which easily causes confusion. Future research can focus on increasing the
amount of defect image data and formulating detailed classification standards for defect
images to further improve the model recognition accuracy of surface defects.
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5. Conclusions

1. Combining the practical requirement, the common surface defects of copper strip
were divided into 8 classifications: line mark (LM), black spot (BS), concave–convex
pit (CP), edge crack (EC), hole (Ho), insect spot (IS), peeling (Pe), and smudge (Sm).
Image data were collected in a production line, and a dataset of copper strip surface
defects was established (YSU_CSC).

2. The gray values of the perfect image clustered and distributed around the median value
of 127.5, whilst a part of the gray values of the defect image was distributed in the range
of <100 and >200. The perfect and defect images could be quickly distinguished.

3. Compared with the performance of VGG16, MobileNetV2, and ResNet50 on the
same testing set, the surface defect recognition model of copper strip based on the



Appl. Sci. 2021, 11, 8945 16 of 18

EfficientNet convolutional neural network had the highest accuracy, reaching 93.05%.
The average recognition time of a single defect image was 197 ms. The model has a
good generalisation capability, and its calculation speed is fast, which can meet the
actual engineering requirements and has the best overall performance.

4. On the testing set, the model improved the overall recognition performance on
LM, CP, and Sm, with low error rates of 0%, 4.44%, and 2.22%, respectively. The
defect recognition error rates for the three classifications of BS, Ho, and IS were
relatively high at 8.89%, 15.56%, and 11.11%, respectively. The CAM shows that
the model learned the key feature information for various classifications of defects.
Consideration will be given in the future to further improve the overall performance of
the model from three aspects: increasing the number of defect image data, subdividing
similar defective images, and improving the model structure.
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Abbreviations and Symbols
The following abbreviations and symbols are used in this manuscript:

Abbreviation Description
LM Line Mark
BS Black Spot
CP Concave–convex Pit
EC Edge Crack
Ho Hole
IS Insect Spot
Pe Peeling
Sm Smudge
YSU_CSC A Surface Defect Dataset of Copper Strip
CNN Convolution Neural Network
MBConv Mobile Inverted Bottleneck Convolution Module Layers,
VGG Visual Geometry Group Network
MobileNet Efficient Convolutional Neural Networks for Mobile Vision Applications
ResNet Residual Network
EfficientNet Variable Model Scale Convolution Neural Network
CAM Class Activation Mapping
Symbols Description
f Original image
n The added noise
g Image after adding noise
p(n) Probability density function of noise
(x0, y0) Coordinate of any point in the original image
(x, y) The coordinate after the rotation angle θ becomes
Ω Gray values in the original image
Ω′ Gray value after brightness adjustment
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η Brightness adjustment factor
p Perfect images
d Defect images
ε1,ε2 Discrimination coefficients
d, w, r Zoom factors of width, depth, and resolution

α, β, γ
Resource allocation coefficients that can be determined by grid search,
and these resources are allocated to width, depth, and resolution

N Network model
F̂ Predefined network layer structure
L̂i Predefined number of layers
Ĥi, Ŵi Predefined resolution
Ĉi Predefined number of channels
X Adjustment factor
Memory(N) Number of parameters of the network
FLOPS(N) Amount of floating-point calculation on the network
� Model building operation
taget_memory Threshold value of the parameter quantity
target_flpos Threshold value of the floating-point calculation quantity
max Accuracy Maximum accuracy of the model (objective function value)
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