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Abstract

:

To assess critically the scientific literature is a very challenging task; in general it requires analysing a lot of documents to define the state-of-the-art of a research field and classifying them. The documents classifier systems have tried to address this problem by different techniques such as probabilistic, machine learning and neural networks models. One of the most popular document classification approaches is the LDA (Latent Dirichlet Allocation), a probabilistic topic model. One of the main issues of the LDA approach is that the retrieved topics are a collection of terms with their probabilities and it does not have a human-readable form. This paper defines an approach to make LDA topics comprehensible for humans by the exploitation of the Word2Vec approach.
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1. Introduction


Usually, for each research field it is possible to retrieve a very large collection of related papers that define the state-of-art of an argument, often the relationship between the searched argument and the retrieved papers have a different degree of correlation dependent on the content of the retrieved articles.



Organising the retrieved collection of papers in relation of theirs content and degree of correlation is not a trivial task.



In literature, many different approaches to document classification have been defined [1]. Some of these approaches require a training phase (supervised approaches) and need a set of annotated documents to train the system [2]; some others instead do not require the training phase and attempt to classify documents in an unsupervised way (unsupervised approaches) [3].



Although several unsupervised systems have been defined to classify different types of documents, all these systems are unable to assign a meaningful label to these documents.



The traditional unsupervised approaches, like Latent Dirichlet Allocation (LDA from now) [4], realise a document clusterization and extract a list of topics composed by a list of more relevant (frequency-based approach) terms and their related weights.



The supervised classification methods, instead, make possible the identification of a predetermined class or label related to a document but need to be trained by a set of labelled documents.



The key idea of this work is to adopt a hybrid strategy to achieve best performance in document classification exploiting both supervised, semi-supervised and unsupervised techniques in the same approach.



To reach this aim we have defined and implemented the Scientific Publication Classifier (SPUCL from now) system, a semi-supervised document classifier able to assign a human-readable label to classified documents. SPUCL aims to assess critically the scientific literature.



We tested the SPUCL system by adopting it in a practical research task: classifying papers reporting application of analytical DNA methods to the authenticity testing of complex food products.



Our approach performs unsupervised pre-training by using LDA, followed by a fine-tuning step realised through Word2Vec and a labelling step performed with the application of the cosine similarity metric.



SPUCL exploits the powerful of Neural Networks that have found new interest both for computing power of current electronic systems and for new technologies [5,6,7].



The following sections will be described the background of document classification from statistical methods to deep learning techniques, the architecture of SPUCL classifier. Following we will present an application of SPUCL system, in this esperiment SPUCL classifies a set of 119 scientific papers in the food analytic research field, the discussion of the achieved results and the conclusions.



1.1. Background


Recently, many attempts have been provided to realise collaborative environment for information management via artificial intelligent technologies [8]; these attempts should be applied in very different fields such as Cultural Heritage [9], Medicine [10,11,12], IoT [13,14], Internet of Vehicles [15,16], Cyber Security [17] and Smart Cities [18].



One of the main tasks in information management is document management, which makes it possible to extract relevant information from a set of documents, in particular scientific papers information management (see Section 1.1.1) makes it possible to extract relevant information from a set of scientific papers.



In literature, many approaches for documents management such as clustering, classification, Topic Modelling and the most recently neural networks approaches (see Section 1.1.1) have been defined.



All of these approaches are artificial intelligence tasks and in particular they are Natural Language Processing tasks (NLP from now).



The document clustering is an unsupervised model able to analyse a set of documents and to divide them into a set of clusters composed by similar documents (see Section 1.1.2). The document classification is a supervised method able to assign to each document a predefined class (see Section 1.1.3). The Topic Modelling is an approach able to define topics related to the analysed documents (see Section 1.1.4). The Word Embedding is a neural network approach based on a vector representation with variable length and it is able to capture the semantic and syntactic correlation between the words contained in a document (see Section 1.1.5).



In our work we aim to address the goal of human-readable labelling of scientific papers exploiting the above mentioned approaches. In the following, further details about scientific paper information management and relative approaches will be provided.



1.1.1. Scientific Papers Information Management


Scientific papers information management is a challenging task and it can be divided into many different sub-tasks such as classification, clustering, labelling and summarization.



There are many different research fields; among these, the biomedical field is one of those characterised by the highest number of articles published by topic and which has the highest number of citations and cross-references and for these reasons the document management of this kind of documents is a very challenging task. In this paper we present an experiment based on a corpus composed by a set of scientific papers related to DNA methods for food integrity analysis. Food safety and food quality have increasingly come to the forefront of consumer concerns, industry strategies and government policy initiatives.



In this context DNA technologies represent a useful tool in food inspection and regulation.



In fact, molecular markers are of extreme importance to traceability since they allow the outcome of a given item to be monitored at each stage in the food chain.



The aims of the considered experiment have been to understand the current state-of-the-art of know-how and methodologies.



Detection of fraud, especially in meat products, is important not only for economic problem but also for health, religious and ethical reasons.



In recent decades, the main DNA methods are based on the detection of species-specific DNA sequences. Most of these methods rely on the polymerase chain reaction (PCR) technique for its specificity, sensitivity, simplicity and rapidity, allowing the identification of species of origin even in complex and processed foods.



In our experiment (see Section 2.4) we aim to classify papers in relation to DNA methods and food analysed.



In literature, many works have been provided about this topic, for instance in [19] authors provide a method for labelling hierarchical clusters of scientific articles; differently from our approach authors define a label for a cluster of documents and not for a single paper. Furthermore, the label is defined as a set of terms extracted from the cluster and not as a complete sentence.



In [20] authors provide a large manually annotated corpus for scientific papers and a summarization method. The objective of this article is the summarization of the scientific papers; to achieve this aim the authors exploit both abstract text and references.



In [21] authors provide a classification approach for biomedical literature; in [22] authors provide an approach based on feature selection for medical full text classification.



In Table 1 the comparison between these approaches and SPUCL is shown.




1.1.2. Document Clusterization


Document Clusterization is a NLP) task able to divide documents into homogeneous groups based on meaning. The methodologies for document clusterization do not require a training phase and for this reason they are called unsupervised.



There are many techniques for document clustering [23]; the most popular is the K-means algorithm that was first published in 1955. The K-means algorithm uses a vector representation of the documents, in which each document is represented as a vector of features. The vector is composed by the words contained in the document. To improve the performance of the algorithm it is necessary to carry out some preprocessing such as the removal of stop-words. In addition, the weight of each word can be calculated using the formula TF–IDF (term frequency–inverse document frequency) and then the vector will be composed of the words in the document and weighed for their frequency.




1.1.3. Document Classification


The document classification is a task of the NLP that has the purpose of associating to each document analysed one or more classes, previously defined.



The document classification is a supervised method, unlike the clustering algorithms mentioned in the previous section, which means that the classification algorithm must be trained on a corpus of documents already classified.



In the literature there are several approaches of document classification such as Bayesian classifier [24], Decision Tree [25], K-nearest neighbor(KNN) [26], Support Vector Machines (SVMs) [27,28] and Neural Networks [29,30,31].




1.1.4. Topic Modelling


As mentioned above, LDA [4] is one of the most popular Topic Modelling approaches. Topic Modelling is an approach to analyse a corpus of unlabelled documents and define a set of topics related to these documents, in order to define a set of clusters of similar documents.



LDA (Latent Dirichlet Allocation) [4] is a Topic Modelling approach that takes a collection of unlabelled documents and attempts to find the topics in this collection.



In Figure 1 it is shown the LDA Model architecture.



In LDA each document is represented as a bag-of-word, i.e., a fixed-length vector with length equal to the vocabulary size. Each dimension of this vector corresponds to the count or occurrence of a word in a document. In order to enhance the performance of LDA some preprocessing is needed, such as stemming, lemmatization and stop-words identification; in this way the bag-of-words will be composed only by relevant terms.



The adoption of a bag-of-words model makes LDA prone to the same shortcomings of the other unsupervised models, i.e., not taking care of structure of the document or local interaction between words. In LDA it is assumed that word usage is correlated with topic occurrence, as documents on similar topics tend to use a similar sub-vocabulary; the resulting clusters of documents can be interpreted as discussing different ’topics’. The final result of a Topic Modelling performed by the LDA approach is a set of topics and related documents; for each document there is a vector of length equal to number of topics, containing the probability of relationship with respect to the topic. In the model settings it is possible to define the number of desired topics; in addition, it is necessary to manually define a human-readable label for each topic vector.




1.1.5. Word Embedding


Word Embedding [32] is a word representation based on a fixed-length vectors representation that can represent how words are semantically related to each other. The Word Embedding vectors do not contain all the words of the vocabulary coming from the starting corpus but only those that are semantically correlated with the represented word. In a Word Embedding representation two similar vectors, that are close in the vectorial space built from the training corpus, are the representation of two words semantically correlated.



All the approaches based on Word Embedding in fact are based on the distributional hypothesis. Figure 2 shows an example of Word Embedding representation.



Recently many Word Embedding models have been provided such as Glove [33], Elmo [34] and Word2Vec [35].



The Word2Vec neural network is one of the most popular Word Embedding models, developed by Mikolov et al. [35].



In this work the Word2Vec model has been adopted in consideration of its easy realisation and its ability to identify the context of a word in a document, its semantic and syntactic similarity with other words and its relations with them.



Word2Vec can be implemented through two different approaches: Skip Gram and Common Bag Of Words (CBOW) were both realised with the use of a neural network.



Skip Gram takes as input the vector representation of the word in question and tries to predict its context; usually there is only one hidden level for this configuration. CBOW instead takes as input the vectors of the words that represent a context and tries to predict a target word related to that context; this is shown in Figure 3.






2. Materials and Methods


The core idea behind SPUCL is to achieve one of the main issues of the unsupervised topic modelling methods (i.e., LDA): the readability of the retrieved topics.



Indeed SPUCL is able to assign a human readable label to each topics, exploiting the artificial neural networks through a combination of the LDA and Word2Vec technologies.



Since lda-based templates cannot provide readable labels, we decided to use the power of Word Embedding Artificial Neural Network (ANN from now) to identify the right label for each topic. As shown in Figure 4 in the workflow of our system, we first get all the abstracts of the papers contained in the training corpus and train the LDA model on these. We decided to exploit only the text contained in the abstracts in the LDA task, because in the abstract of a scientific paper are contained the main concepts (and related terms) of the entire article, in this way we can obtain a better topic distribution.



In NLP systems the preprocessing phase is a crucial aspect of the workflow, indeed an efficient preprocessing strategy can improve the overall quality of the system [36]. Second, we compute the Word Embedding model on all corpus documents in their extended version, differently from the previous task we exploit the entire text because the performances of Word2Vec ANN can improve with a large number of examples (i.e., words). In addition to the text of all papers we exploit a pre-trained corpus provided by Gensim library in order to enlarge the number of computed vectors. The output of LDA, i.e., the word distribution over the topics, is then employed as input for the Word2Vec model trained in the previous step to compute the embedding vectors for all words in the topics.



We also compute the embedding vectors for the words that make up the human-readable labels.



Finally, we evaluate the cosine similarity between these two sets of vectors and assign the right label to each paper.



In order to realise the SPUCL system we have defined an architecture composed by two phases: preprocessing and core application (see Figure 5); further, we added a hyperparameters optimisation phase to enhance the performances of the system.



The first phase of the architecture aims to prepare the corpus. The core application provides the execution of the main tasks of the system. The hyperparameters optimisation is able to set the best configuration of the parameters of the system.



In the next sections we describe in detail our approach.



2.1. Preprocessing


The aim of this phase is to improve the quality of the analysed corpus; in order to achieve this objective we have decided to implement three main tasks: tokenization, stop-words exclusion and stemming.



The tokenization phase consists of dividing the text into single words or tokens. This operation is necessary in order to execute both the Topic Modelling algorithm and the Word Embedding algorithm.



The stop-words identification and exclusion phase consists in the identification of the tokens that represent stop-words such as articles and prepositions. First of all, we consider the predefined set of stop-words present in nltk (https://www.nltk.org/, accessed on 20 July 2021) library of python. Moreover, we have added an additional set of stop-words: “et al., Introduction, Conclusions, author, figure, table, paragraph, section, keywords, acknowledgments and references”, that are closely related to the specific field of the classification of scientific paper.



These words are often present in scientific papers and are not significant in order to understand the meaning of the papers. By adding these words in the stop-words set we improve the performance of our system because they do not appear in the topics retrieved by lda even though they are very frequent in scientific papers.



In order to reduce the space of represented words we have adopted the stemming; this process reduces the flexed form of a word to its root form, called the theme.



If the space of words is reduced, each of them has a greater meaning than the document analysed and the search of the topics is more accurate. Moreover, when we define the label related to the document, the evaluation of the cosine similarity is more accurate. At the end of the preprocessing phase the corpus is optimised to be processed by SPUCL.



This step is very important to get better performance from the SPUCL system and for this reason we allow the user to customise the stop-words set to further improve the system output.




2.2. SPUCL Core


This phase is the core of the application and consists of three steps: the execution of the LDA, the training of the Word2Vec neural network and the calculation of the cosine similarity. First of all, SPUCL system divides the documents into self contained groups using an implementation of LDA Algorithm realised in python language trough the Gensim library.



Trough the LDA algorithm, SPUCL defines five topics and assigns to each documents the topic with the highest probability (see Figure 6 ).



Second, the SPUCL system provides training words to Embedding vector space through the Word2Vec ANN. To realise SPUCL, the topics vectors retrieved with LDA [4] are used to train a Word2Vec [35] Neural Network in the CBOW version (see Figure 3).



In SPUCL architecture the CBOW implementation of Word2Vec is adopted because it is faster and has better representations for more frequent words.



The designed LDA algorithm identifies five topics; this number has been identified as the best one to correctly divide the corpus into homogeneous sub-sets of papers, see Section 2.3.



At the end of the execution of the LDA algorithm thus configured, a list of topics associated with each of the documents was obtained.



It was decided to use the first three words of each topic as input of the neural network Word2Vec.



The first phase of using the word2Vec neural network consists in training through the output of the LDA algorithm.



The words present in the topics related to each document are then used as input for the neural network Word2Vec in order to obtain a vector that represents the label of the considered document.



After having trained the network with the topics, five human-readable labels have been defined formed by sentences of complete sense such as: “PCR method applied to the meat” and they have been used as input of the neural network to obtain a vector representing the label.



Finally, the similarity between the vector representing the document and the vectors of the predefined labels was calculated for each document by using the cosine similarity and the label with a greater similarity was assigned to the document.



The cosine similarity is a metric able to measure the similarity between two non-zero vectors of an inner product space that measures the cosine of the angle between them. Given two vectors, A and B, the cosine similarity,   cos ( Θ )  , is represented using a dot product and magnitude as:


  cos  ( Θ )  =   A · B   ∥ A ∥ ∥ B ∥    



(1)







The cosine similarity (1) should be close to 1, i.e., the angle between two considered vectors should be close to 0; we adopt the cosine similarity to evaluate the similarity between topics related to a document and a meaningful label.



SPUCL provides a continuous training, at the insertion of a new document in the corpus the related topic or topics are identified and this new input is used to re-train the neural network Word2Vec previously trained; furthermore, the human-readable label more similar to the new document inserted is calculated.




2.3. Hyperparameters Optimisation


The Hyperparameters Optimisation phase provides a recursive mechanism to define the better setting for the LDA parameters.



Traditionally, the measure employed to evaluate a Topic Model and define the better number of topics is the topic coherence [37].



Instead, to define our Hyperparameters Optimisation algorithm we have defined a mechanism based on a recursive method that tries to change recursively the number of topics and the number of words for each topic. In our Hyperparameters Optimisation algorithm we compute the performances achieved from the SPUCL system in its different configurations.



We decided to calculate the overall performances of the SPUCL system instead to the coherence in order to determine the number of topics.



This optimisation approach allowed us to improve the overall performances of the SPUCL systems and not only of the LDA algorithm.



In this version of the system we performed ten cycles with different numbers of topics (from one to ten topics); for each of them we performed five cycles with different numbers of words per topic (from five to ten words for each topic). In total, we have tried fifty different combinations for LDA.



We have evaluated the performance of the system in its different configurations and we have identified the better combination in five topics and five words (see Section 3).




2.4. Food Analytic Scientific Paper Classification Experiment


As mentioned above, SPUCL aims to classify scientific papers, in particular we have designed and developed SPUCL in the context of FOOD INTEGRITY Project to provide researchers an instrument to analyse the state of art of the DNA methods in food inspection.



We have exploited SPUCL to provide an easy and fast method of labelling the analysed papers. We called this task food analytic experiment.



To realise the food analytic experiment, a bibliographic research was carried out by keywords into PubMed and EBSCO libraries; through this research a set of articles composed by 119 different articles, published in the last 20 years and related to the DNA methods, has been selected.



First of all, domain experts have classified the papers per method and food type as shown in Table 2 and Table 3; in these tables are reported the number of papers related to each method and product; note that each paper can be related to many different methods and/or products.



Second, we asked domain experts to summarise the table in a set of human-readable labels; These will be used in food analytic experiment. The domain experts have defined the following human-readable labels:




	1

	
“PCR methods applied to meat”;




	2

	
“PCR methods applied to vegetables”;




	3

	
“PCR methods applied to sea food”;




	4

	
“DNA barcode applied to meat”;




	5

	
“DNA barcode applied to vegetables”;




	6

	
“DNA barcode applied to the sea food”;




	7

	
“Next Generation Sequencing applied to meat”;




	8

	
“Next Generation Sequencing applied to vegetables”;




	9

	
“Next Generation Sequencing applied to sea food”;




	10

	
“Microarray applied to meat”;




	11

	
“Microarray applied to vegetables”;




	12

	
“Microarray applied to sea food”;









Then, we divided the dataset into training set (70%) and test set (30%).



Finally, we trained SPUCL System with the training set to calculate the most similar human-readable label for each article. In Section 3 we will describe the results achieved in the food analytic experiment, calculated on the test set.





3. Results


We ran food analytic experiment as described in the previous section.



Its results are summarised in the next subsection. Then we explored the obtained data in the discussion Section 4.



Food Analytic Experiment Results


As mentioned above SPUCL provides a a human-readable labelling system for scientific publications. Each paper analysed by SPUCL is classified according to the label automatically assigned by the system.



In order to evaluate SPUCL system we adopted the following metrics:



Precision


   T r u e P o s i t i v e   T r u e P o s i t i v e + F a l s e P o s i t i v e   



(2)







Recall


   T r u e P o s i t i v e   T r u e P o s i t i v e + F a l s e N e g a t i v e   



(3)




and F-Measure


  2 ∗   P r e c i s i o n ∗ R e c a l l   P r e c i s i o n + R e c a l l    



(4)




that are traditionally employed to evaluate the document classification task.



The F-Measure (2) score calculates the harmonic mean of Precision and Recall, giving each the same weighting. It allows one to evaluate a model taking both the Recall and Precision into account using a single score, so it is useful to evaluate the overall performance of the SPUCL model.



The first step of the evaluation process consists in assigning to each document a label chosen from the list in Section 2.4.



To perform this task we asked domain experts to assign manually to each of selected papers (Section 2.4) one of the predefined human-readable label, in order to create a manually annotated set of papers. Experts classified papers as shown in Table 4



In the second step of the evaluation process, we computed the Precision, the Recall and the F-Measure.



First we ran SPUCL system in order to automatically assign a label to each paper of this pre-annotated set of papers.



Second we calculated these values for each of the selected labels and finally we calculated the average performances of the system.



The performance of the SPUCL system is shown in Table 5; in this table we reported the performance related to each label and the average performance of the SPUCL system.





4. Discussion


The SPUCL system provides a Scientific Publication Classifier based on a human-readable labelling algorithm.



In order to evaluate our system we adopted the Precision, Recall and f-measure metrics. As shown in Table 5 the average value of F-Measure of the SPUCL system is 0.53.



We can observe that if we exclude from the model the labels with a very low number of associated papers (number of papers <=3), the average F-measure increases to 0.65; the same can be observed in relation to the average Precision value that increases to 0.61 and in relation to the average Recall that increases to 0.82.



The issue of imbalanced dataset in machine learning is a challenging task. In order to achieve this issue we will be implementing the SMOTE (Synthetic Minority Oversampling Technique) [38] technique in the next version of SPUCL system. This will allow us to oversample the minority classes and to improve the performances also in these classes.



As mentioned above, there are many approaches to the scientific papers information management (see Section 1.1.1). Due to the differences between these methods, each of them has been evaluated with different approaches. In Table 6 we provide a comparison between the evaluation methods of SPUCL and similar approaches.




5. Conclusions


In this work, SPUCL was presented, a semi-supervised document classification system capable of automatically assigning a human-readable label to the documents analysed.



The SPUCL system was tested through the analysis of a set of papers related to the state of the art of DNA methods in food inspection and regulation selected by domain experts.



The exploitation of SPUCL to analyse the state of the art of a given scientific topic has shown the possibility to perform a semi-supervised classification of documents and an unsupervised labelling task able to provide as output a label that is semantically relevant and understandable for the humans.



This approach can easily be applied to different research areas to facilitate the analysis of the state of the art.



The SPUCL system currently requires: a set of articles related to a research field and a set of human readable labels.



Although it is not necessary to read all the articles, it is required to recognise them as relating to the selected research field.



In Section 2.4, papers were selected through a bibliographic search. In addition, we asked the domain experts to define the human-readable labels and to assign to each paper one of these labels.



This can be seen as a limitation of the SPUCL system, and to overcome this limitation we intend to provide incremental training of the SPUCL system.



The incremental training is an advantage of using neural networks.



Some of the concepts of a given field of research learned earlier can be reused in other fields where the number of relevant papers is smaller.



When the system is properly trained, it will be possible to ask the experts only for the set of papers to be examined and the human-readable labels.
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Figure 1. LDA Model architecture. 
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Figure 2. Word Embedding: the dots represent the word vectors contained in the word vector space related to a simple sentence. 
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Figure 3. CBOW Model. 






Figure 3. CBOW Model.
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Figure 4. WORKFLOW of SPUCL. 
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Figure 5. SPUCL Architecture. 
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Figure 6. Topics. 
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Table 1. Comparison between SPUCL and the other approaches to the document classification.
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Approaches






	
Feature

	
Peganova [19]

	
Yasunaga [20]

	
Simon [21]

	
Goncalves [22]

	
SPUCL




	
NLP task

	
Clustering, Labelling

	
Summariza-tion

	
Classification

	
Classification

	
Classification, Labelling, Topic Modelling




	
Input

	
Full text

	
Abstract text, References

	
Abstract text

	
Full text, List of features

	
Abstract text, Full text




	
Output

	
Labelled clusters list

	
Summaries list

	
Ranked paper list

	
Ranked paper list

	
Labelled paper list with human readable labels
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Table 2. Papers classified per method.
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	Methods
	Number of Papers





	real time PCR
	78



	multiplex PCR
	54



	PCR RFLP
	46



	duplex PCR
	36



	Single Nucleotide Polymorphism
	24



	DNA barcode
	21



	Next Generation Sequencing
	12



	Microsatellites
	9



	Microarray
	4



	LAMP
	3



	CAPS
	1
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Table 3. Papers classified per food product.
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	Food Products
	Number of Papers





	chicken
	26



	cattle
	21



	pig
	21



	horse
	19



	turkey
	19



	sheep
	18



	buffalo
	14



	goat
	13



	donkey
	10



	rat
	6



	rabbit
	5



	mouse
	5



	olive oil
	13



	rice
	12



	tomato
	8



	black pepper
	6



	celery
	3



	onion
	3



	grape
	2



	carrot
	1



	sunflower
	1



	sage
	1
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Table 4. Papers classified per Human-Readable Label.
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	Label
	Number of Papers





	“PCR methods applied to meat”
	35



	“PCR methods applied to vegetables”
	29



	“PCR methods applied to sea food”
	17



	“DNA barcode applied to meat”
	10



	“DNA barcode applied to vegetables”
	9



	“DNA barcode applied to the sea food‘
	3



	“Next Generation Sequencing applied to meat”
	8



	“Next Generation Sequencing applied to vegetables”
	1



	“Next Generation Sequencing applied to sea food”
	3



	“Microarray applied to meat”
	2



	“Microarray applied to vegetables”
	1



	“Microarray applied to sea food”
	1
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Table 5. Performance of SPUCL.
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	Label
	Precision
	Recall
	F-Measure





	“PCR methods applied to meat”
	0.7
	0.8
	0.75



	“PCR methods applied to vegetables”
	0.62
	0.83
	0.71



	“PCR methods applied to sea food”
	0.67
	0.82
	0.74



	“DNA barcode applied to meat”
	0.57
	0.8
	0.7



	“DNA barcode applied to vegetables”
	0.58
	0.78
	0.67



	“DNA barcode applied to the sea food”
	0.2
	0.67
	0.31



	“Next Generation Sequencing applied to meat”
	0.5
	0.88
	0.64



	“Next Generation Sequencing applied to vegetables”
	0.1
	1
	0.18



	“Next Generation Sequencing applied to sea food”
	0.5
	1
	0.67



	“Microarray applied to meat”
	0.5
	1
	0.67



	“Microarray applied to vegetables”
	0
	0
	0



	“Microarray applied to sea food”
	0.17
	1
	0.29



	Average
	0.43
	0.8
	0.53
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Table 6. Comparison between SPUCL and the other approaches’ evaluation methods.
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Approaches






	
Metrics

	
Peganova [19]

	
Yasunaga [20]

	
Simon [21]

	
Goncalves [22]

	
SPUCL




	
Precision, Recall, F-Measure

	

	
x

	

	
x

	
x




	
PathRatio, Attempts, Jumps

	
x

	

	

	

	




	
Human evaluation

	

	
x

	

	

	




	
AUC

	

	

	
x
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