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Abstract

:

We present a quantitative analysis of the theoretical spin density map of two ferromagnetic perovskites, YTiO   3   and SrRuO   3  . We calculated the spin density using the standard density functional theory (DFT)+U method, where the Hubbard U correction is applied to the Ti and Ru ions, and with the pseudo-hybrid ACBN0 method, where the Hubbard U parameters are determined self-consistently. The ACBN0 calculations yielded a large value of the Hubbard U of the oxygen   2 p   orbitals. We also used the screened hybrid HSE06 functional, which is widely used to describe the electronic structure of oxides. We used the Quantum Theory of Atoms in Molecules (QTAIM) theory and integrated the spin density in the atomic basins instead of projecting on atomic orbitals. This way, our results can be compared to experimental reports as well as to other DFT calculations.
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1. Introduction


Density functional theory (DFT) [1,2] is the most used computational method for calculating the physical and chemical properties of materials. Its success is due to the possibility of obtaining reasonably accurate results at a convenient computational cost. In principle, DFT is an exact theory, but in practice, approximations to the exchange–correlation (XC) functional must be made. Therefore, the DFT’s accuracy and predictive power are strongly dependent on the choice of the XC functionals. Moreover, as it is a mean-field theory, the DFT is not self-interaction free [3], and no XC functional to date is able to exactly cancel the Hartree term. This is in contrast with the Hartree–Fock method, which is also a mean-field theory, but is one-electron self-interaction free [4].



The problem of the self-interaction is particularly severe for highly localized orbitals, like the d and f orbitals. The self-interaction leads to an excessive wavefunction delocalization and vanishing band gaps in many insulating systems. To solve these drawbacks, one should employ generalized DFT methods, such as DFT+U [5], hybrid functionals (i.e., mixing of the DFT and Hartree–Fock methods) [6], DMFT [7], or GW [8,9]. Nowadays, these methods are widely accepted, as they tremendously improve the description of the electronic properties (i.e., band structures, photoemission spectra) with respect to the plain DFT. Note that most of these methods are not, strictly speaking, fully ab initio, but depend on empirical parameters, like the on-site Hubbard terms U and J.



One relevant question is if and how these methods improve the description of other measurable quantities, such as the charge and spin density. For instance, it was observed that climbing Jacob’s ladder (LDA, GGA, mGGA, and higher rungs) does provide more accurate total energies, but this is not true for the charge density [10] when compared to experiments. There exist other papers in the literature comparing DFT charge density to the CCSD(T) one [11] and to quantitative electron diffraction data [12]. Clearly, one has to devise a method to perform a numerical comparison of charge/spin density [13]. Another relevant question is if it is possible to determine DFT parameters from experiments. For instance, the authors of Ref. [14] were able to determine the Hubbard U parameters of NiO from quantitative convergent-beam electron diffraction experiments. All these theoretical and experimental works mainly addressed the charge density, whereas critical discussions of if DFT can accurately reproduce the experimental spin density are rare.



In this work, we present a quantitative analysis of the theoretical spin density map of two ferromagnetic perovskites, YTiO   3   and SrRuO   3  , calculated using two DFT+U methods and one hybrid functional (HSE06) [15]. In the standard DFT+U method [16], the U correction is applied only to the Ti and Ru ions, while in the pseudo-hybrid ACBN0 method [17,18,19], the Hubbard U parameters of every ion are determined self-consistently. We used the Quantum Theory of Atoms in Molecules (QTAIM) [20] theory to integrate the spin density in the Bader atomic basins. The advantage of the QTAIM over projection (Mulliken, Löwdin) methods is that it does not depend on the set of atomic orbitals used to project the Bloch wavefunctions. Moreover, the QTAIM can be used to quantitatively analyze the experimental charge and spin densities on the same footing as the theoretical ones.




2. Computational Methods


We performed the total energy calculations of ferromagnetic YTiO   3   and SrRuO   3   at the experimental lattice and geometry reported in Refs. [21] and [22,23], respectively, using Quantum Espresso [24,25]. We used ONCV-optimized norm-conserving pseudopotentials [26], including semi-core orbitals and a plane wave expansion of 120 Ry to accurately integrate the charge and spin density. The QTAIM charge/spin populations were calculated with Critic2 [27] using the Yu–Trinkle algorithm [28]. The valence shell charge concentration (VSCC) points were located with Critic2 by searching the outermost minima of the laplacian of the charge density within a distance of 2 au from the individual Ti and Ru ions. Usually, the VSCCs are located in coincidence with the lone pairs in   s p  -bonded materials and with the lobes of the occupied d orbital in transition metal complexes [29].



We used the PBEsol [30] semilocal functional, which describes the structural properties of perovskites both at ambient and high pressure reasonably well. We applied the rotationally invariant Hubbard U correction on top of the PBEsol functional. We set up two different schemes of “+U” corrections: (1) We applied U = 0.5 eV to the d orbitals of the transition metal atoms; (2) we applied the U correction both to the metal d and oxygen p orbitals. For scheme (2), we self-consistently calculated the Hubbard U values using the ACBN0 method (using the standalone acbn0.py script in the PAOFLOW package [31,32]). Finally, we used the HSE06-screened hybrid functional using the ACE method [33] and a smaller k-point mesh to reduce the computational cost. We did not compute the band structure and the density of states with the HSE06 because they would require Wannier interpolation on a very fine k-point mesh.




3. Results


3.1. YTiO   3  


YTiO   3   is a ferromagnetic perovskite with a Curie temperature of 5 K, and it crystallizes in the GdFeO   3   Pnma structure with large TiO   6   octahedra tilting (19   ∘  ). The Ti-O-Ti angles are ∼144   ∘   on the   a c   plane and 140   ∘   along the b axis. The distance between the Ti and apical O along the b axis is the shortest (2.0167 Å), while the Ti-O distances in the   a c   plane are alternatively short and long (2.0178 Å and 2.0754 Å) [21]. Figure 1 shows the spin density isolines on the   a c   plane passing through the Ti ions. The oxygen atoms directly bound to the Ti ions are located 0.44 Å above and below the plane.



The atomic charges and spin densities integrated in the Bader basins of the charge density are reported in Table 1. The effect of the Hubbard U on the Ti ion is to concentrate both the charge and spin density on the metal ions. Interestingly, the ACBN0 method yielded U(Ti-3d) = 0.26 eV and a large value for oxygen, U(O-2p) = 8.31 eV.



The calculated atomic charges are far from the formal valence charges (Y:+3, Ti:+3, O:−2). The sum of the partial charges, integrated on a real space mesh, differs by 10    − 4    electrons from the total number of electrons per unit formula. The total spin magnetization per unit formula is 1   μ B  k with 80–86% of it located on the Ti ion. This situation corresponds to a Ti    3 +    ion in the    t  2 g  1    e g 0    configuration. Note that the spin density around the oxygen atoms shows a negative shell near the ion, surrounded by a region of positive spin density. The size of this negative spin region is large when the U is applied to the Ti ion, whereas it is reduced with ACBN0. The ACBN0 atomic charges and spins are close to those obtained with the hybrid HSE06 and PBE0 functionals. The PBE0 calculations accompanying the experimental paper were performed with the gaussian basis set code CRYSTAL [34], and the QTAIM analysis was performed with TOPOND [35]. Note that the small magnetic moment on the O1 (apical) ion is initially larger that those of the O2 ions at U = 0, but the situation changes for U > 3 eV. The larger magnetic moments on the basal O2 ions are also suggested by the experimental data, but this is not the case for ACBN0.



The electronic density of states (DOS) is shown in Figure 2. Upon increasing the Hubbard U on the Ti ion, the system undergoes a metal-to-insulator transition. The singly occupied   t  2 g    orbital in the spin-up channel separates from the empty state manifold and moves to a lower energy below the Fermi level. The situation is different for ACBN0: The small value of U on the Ti ion preserves the metallic character, and the large U value on oxygen has the effect of shifting the occupied manifold down by ∼2 eV (which has a dominant oxygen character) and increasing its band width. Our results are in good agreement with those of Refs. [36,37], where it was found that a U(Ti) value of 3.7 eV yields a band gap of 2.20 eV. In the same paper, they also calculated a band gap of 2.07 eV with the HSE06 functional, and the manifold of occupied oxygen bands was found 6 eV below the bottom of the upper Hubbard band (UHB). Overall, the HSE DOS of Ref. [36] is more similar to the case of U = 5 eV, except that the the oxygen states are −5 eV below the left shoulder of the UHB. In ACBN0, the distance between the oxygen states and the UHB is ∼6 eV, which is similar to HSE. Unfortunately, ACBN0 is not able to split the lower Hubbard band (LHB ) from the UHB.



The spin density and the VSCCs are reported in Figure 3. The analysis of the laplacian of the charge density shows that the there are six VSCC points, which are located ∼0.37 Å from the Ti ion, corresponding to the outer   3 d   shell of Ti. When U(Ti) is small (less than 2 eV), the VSCCs are arranged as a nearly regular octahedron. The VSCC octahedron is rotated such that two VSCCs are in the O1-Ti-O2 plane, and the remaining four VSCCs are located in the plane tilted by ∼40   ∘   from the Ti-O2-O2’ plane. For small values of U(Ti), the six VSCCs correspond to the six lobes of the spin density, showing that the spin density is given by a superposition of the   t  2 g    orbitals. When the Hubbard U on Ti is larger than 2 eV and the system becomes insulating, the VSCC octahedron changes its shape and becomes highly distorted: Four VSCCs were found to correspond two the four spin density lobes, while the two remaining VSCCs were located close to the Ti-O1 bond. This is reflected by the values of the laplacian (curvature of the charge density): When U(Ti) is small, the laplacian at the VSCC ranges from −9.3 to −10.0 au    − 5   , meaning that the charge density is concentrated nearly equally at the VSCC. When U(Ti) is larger that 2 eV, the laplacian is more negative (−12.5 au    − 5   ) at the four VSCCs corresponding to the spin density lobes, while it is less negative (−8.7 au    − 5   ) at the two remaining VSCCs. Therefore, in YTiO   3   the curvature of the charge density distribution gives a direct indication of the shape of the spin density.



Unsurprisingly, the small U(Ti)=0.26 eV found by the ACBN0 method yields a spin density with six lobes, and the VSCCs form a nearly regular octahedron. However, the ACBN0 charge density around the Ti atom is more concentrated with respect to the U = 0 case: The laplacian at the six VSCCs ranges from −9.4 to −11.2 au    − 5   , and this is due to the fact that the ACBN0 Bader charge on Ti is ∼10% larger than that computed with U = 0. In the HSE06 case, the spin density shows four large lobes and two small ones that become visible with an isosurface of 0.2 au    − 3   . This situation is intermediate between the small and large U value cases. The laplacians at the VSCCs are −8.9 and −12.5 au    − 5   , comparable to the case of U(Ti) > 2 eV.




3.2. SrRuO   3  


SrRuO   3   is a weakly interacting ferromagnetic metallic perovskite. SrRuO   3   crystallizes in the Pnma structure, but differently from YTiO   3   the octahedra in SrRuO   3   are less tilted and less distorted. The Sr-O distances are 1.986 Å(Sr-O1 apical), 1.986 Å and 1.987 Å (Sr-O2 basal). The Sr-O-Sr angle is ∼161   ∘   [22].



Figure 4 shows the spin density isolines on the   a c   plane passing through the Ru ions. The plane containing the Sr and O atoms is almost parallel to the (010) plane. The atomic charges and spin densities integrated in the Bader basins of the charge density are reported in Table 2. Similarly to YTiO   3  , the ACBN0 method yielded a relatively small value of U on the transition metal and a large value of U on the oxygen ions: U(Ru-4d) = 2.06 eV and U(O-2p) = 5.08 eV.



The calculated atomic charges are far from the formal valence charges (Sr:+2, Ru:+4, O:−2). The sum of the partial charges, integrated on a real space mesh, differs by 10    − 4    electrons from the total number of electrons per unit formula. The atomic charges of oxygen are smaller than those of YTiO   3  . The ACBN0 and HSE06 functionals tend to concentrate both the charge and the spin on the Ru ion, making the system slightly more ionic in character. The total magnetization is close to 2  μ    B   and is compatible with a Ru    + 4    ion in the    t  2 g  4    e g 0    configuration. The atomic magnetic moments on the oxygen atoms are about 0.2  μ    B  , one order of magnitude larger than those of YTiO   3  . With respect to YTiO   3  , the smaller Bader charge and the larger magnetic moment on oxygen can be explained by the larger overlap between the O-2p orbitals and the Ru-4d, which has a larger spatial extent than the Ti-3d orbital.



Differently from YTiO   3   the spin density map, atomic charges, and spin populations are nearly insensitive to the value of U for the Ru ion. The spin density map shows only regions of positive spin density.



The electronic densities of states of SrRuO   3   are shown in Figure 5. At U = 0, the system is a ferromagnetic metal, and upon increasing U(Ru), the system turns into a half-metal with a gap in the spin-up channel opening for U > 2 eV. Consequently, the total magnetic moment reaches the value of 2   μ B   in the half-metallic state. The system is also half-metal with the ACBN0 method (U(Ru) = 2.06 eV), but the bandwidth is larger than in the DFT+U calculations. The half-metallic character is consistent with previous reports [38], as well as with quasi-particle self-consistent GW (sc-QSGW) calculations [39]. The transition from the metal to the half-metal has important consequences for the structural parameters. In Figure 6, we report the equilibrium volume of SrRuO   3   as a function of U(Ru-4d). For small values of U, the agreement with respect to experiments is rather good. However, as the system becomes half-metallic, the volume increases away from the experimental value. ACBN0 underestimates the equilibrium volume by 1.88%.



The spin density and the VSCC are reported in Figure 7. The analysis of the laplacian of the charge density shows that the there are eight VSCC points located ∼0.44 Å from the Ru ion. The VSCCs are arranged as a cube whose vertexes point in the directions of the center of the faces of the SrO   6   octahedron. As already shown in Table 2, the spin density depends weakly on the U values and on the choice of the functional. The value of the laplacian at the VSCC goes from −8.18 au    − 5    at U = 0 to −8.30 au    − 5    at U = 5 eV,   − 8.26   au    − 5    for ACBN0, and   − 8.61   au    − 5    for HSE. Thus, the charge and spin concentrations around the Ru ion depend rather weakly on the DFT methods that we have used.





4. Discussion


The comparison of DFT results with experimental polarized neutron/X-ray diffraction [21,23] and magnetic Compton scattering [40] data has to be carried out with some caution. After removing the instrumental and thermal effects, diffraction experiments provide the structure factors that are related to the charge/spin density by a Fourier transform. The atomic and orbital contributions to the experimental charge/spin density are obtained from the multipolar model [41] or from the maximum entropy method [42]. However, it is possible to perform a detailed QTAIM analysis on the experimental charge and spin density after a multipolar refinement [43,44]. The other possibility is to calculate the theoretical structure factors directly from the DFT and perform multipolar refinement on them.



Therefore, in this paper, we can perform only a qualitative comparison between the calculated and experimental spin densities. As reported in Ref. [21], the experimental spin density of YTiO   3   shows a four-lobe structure tilted by ∼45   ∘   degrees with respect to the Ti-O2-O2’ plane. This situation is well reproduced by hybrid functionals (HSE06 and PBE0) as well as by DFT+U with a Hubbard U value larger than 3 eV. Smaller U values and ACBN0 are not sufficient to open an insulating gap, and, as a result, the spin densities show a six-lobe structure with results from a superposition of the   t  2 g    orbitals. Conversely, the calculated SrRuO   3   spin density appears to be less sensitive to the DFT method and XC approximation. The spin density is always made of eight lobes centered on Ru and a non-negligible doughnut-shaped region center on O. Overall, its shape compares extremely well with the spin density maps that are reported in Ref. [23] without the color scale.



The electronic structure of these materials is better described by hybrid functionals [36] and by ACBN0 to the same extent. The large values of U on the O-  2 p   orbitals found by ACBN0 have the effect of moving the occupied states (which mainly have an O character) to lower energy and increasing their bandwidth in agreement with photoemission experiments and many-body (i.e., GW) techniques. Large U values for oxygen are found with ACBN0 in a number of perovskites [45]. As discussed in Ref. [45], according to the cRPA calculations and spectroscopy results, the magnitude of U(2p) is expected to be of the same order of U(3d/4d). Based on our past experience with BaBiO   3   [46], we noted that when the states at the Fermi level have a large O(2p) character, applying U on oxygen is more effective than applying it on the transition metal. The result is a slightly more ionic metal–oxygen bond, which allows charge disproportionation in BaBiO   3   (i.e., Ba   2   Bi    I I I    Bi   V   O   6  ). As a corollary, because ACBN0 acts both on the metal and on the oxygen ions, the Hubbard value of the transition metal is diminished. By changing the set of active orbitals (i.e., including O-  2 s   and metal-s), we expect changes in the U values. Indeed, by removing oxygen from the active orbitals, the U value on the metal is expected to be large. We added this paragraph to the discussion. Therefore, the inclusion of s orbitals in   s p   elements and the empty   4 s   orbital of Ti would constitute a big improvement to ACBN0 [45]. Unfortunately, the current implementation of DFT+U in Quantum Espresso is limited to one angular momentum per ion.



Finally, we stress that partitioning of the charge/spin density with methods that do not involve projection over atomic or local orbitals is a very meaningful way to compare different DFT methods among them and with experiments. In this work, we used QTAIM, but other space partitioning methods can be used—for instance, Voronoi or Hirshfeld partitioning [47]. Moreover, the first and second derivatives of the charge density provide a measurable indication of the extrema and of the concentration (localization) of the charge density. In the case of YTiO   3   the VSCC and the value of the laplacian at the VSCC depend critically on the DFT method and could be used to gauge how well calculations compare to the experiments [13].




5. Conclusions


We presented a quantitative analysis of the theoretical spin density maps of two ferromagnetic perovskites, YTiO   3   and SrRuO   3  . We used different DFT methods: DFT+U, ACBN0, and hybrid functionals. We performed a QTAIM partitioning and integrated the spin density in the atomic basins. We also analyzed the VSCC in order to highlight the fine differences between the charge densities obtained with the different methods. We found that the charge density of YTiO   3   depends strongly on the DFT method, whereas that of SrRuO   3   is nearly independent. We found a non-negligible spin polarization on oxygen in SrRuO   3   due to the overlap with the Ru-  4 d   orbitals. The best agreement with the experimental spin densities was obtained with the HSE06 hybrid functional.



In perspective, this work could be extended to other DFT functionals (i.e., meta-GGAs) that have been shown to provide structural parameters in very good agreement with experiments [48,49,50], to extended-Hubbard methods (DFT+U+V [51,52,53]), and to self-consistent DMFT methods [54] in order to consider the effects of electron correlation. In addition to reproducing the features of the experimental charge/spin density, space partitioning techniques can be used to extract DFT parameters (i.e., U values, fraction of exact exchange) directly from experiments. Finally, the topological partitioning of the spin density is extremely sensitive to the electronic structure method and could be used to reveal the nature of magnetic interactions (direct exchange, super-exchange, double exchange) in solids [55]. We hope that, in the future, further experimental spin density maps of inorganic and molecular solids will be available.
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Figure 1. Isodensity contour of the spin density of YTiO   3   plotted on the   a c   plane. The Ti ion is in the center of the cell. The projections of the O2 ions are indicated by open circles (the O ions are 0.44 Å above and below the cut plane). The isovalues are   ± 0.001 ·  2 n    with   n = 0 ⋯ 7  . 
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Figure 2. Electronic density of states of YTiO   3   calculated as function of U(Ti-3d) and with ACBN0 with respect to the Fermi level. 
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Figure 3. Spin density and valence shell charge concentrations (VSCCs) of YTiO   3  . The spin density isosurface is 0.3/au   3  . O1 is the apical oxygen, and O2 and O2’ are the basal oxygens. Ti–O2’ is the largest Ti–O interatomic distance. 
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Figure 4. Isodensity contour of the spin density of SrRuO   3   plotted on the   a c   plane. The Ti ion is in the center of the cell. The projections of the O2 ions are indicated by open circles. The isovalues are   ± 0.001 ·  2 n    with   n = 0 ⋯ 7  . 
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Figure 5. Electronic density of states of SrRuO   3   calculated as function of U(Ru-4d) and with ACBN0 with respect to the Fermi level. 
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Figure 6. Equilibrium volume of SrRuO   3   calculated as a function of the U(Ru-4d) compared with ACBN0 and an experiment [22]. 
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Figure 7. Spin density and VSCC of SrRuO   3  . The spin density isosurface is 0.3/au   3  . O1 is the apical oxygen, and O2 and O2’ are the basal oxygens. 






Figure 7. Spin density and VSCC of SrRuO   3  . The spin density isosurface is 0.3/au   3  . O1 is the apical oxygen, and O2 and O2’ are the basal oxygens.



[image: Applsci 11 00616 g007]







[image: Table] 





Table 1. Quantum Theory of Atoms in Molecules (QTAIM) charges and spin densities of YTiO   3  . O1 is the apical oxygen, while O2 is the basal oxygen. Experimental polarized neutron diffraction (PND) results and PBE0+QTAIM results are from Ref. [21].
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	Method
	q(Y)
	q(Ti)
	q(O1)
	q(O2)
	m(Y)
	m(Ti)
	m(O1)
	m(O2)
	Tot. Magn.





	U = 0 eV
	2.1101
	1.9066
	−1.3325
	−1.3423
	0.0594
	0.7974
	0.0521
	0.0456
	1.0000



	U = 1 eV
	2.1131
	1.9198
	−1.3387
	−1.3474
	0.0549
	0.8161
	0.0461
	0.0414
	1.0000



	U = 2 eV
	2.1182
	1.9336
	−1.3448
	−1.3537
	0.0457
	0.8348
	0.0396
	0.0399
	1.0000



	U = 3 eV
	2.1220
	1.9496
	−1.3510
	−1.3605
	0.0376
	0.8511
	0.0342
	0.0386
	1.0000



	U = 4 eV
	2.1243
	1.9671
	−1.3574
	−1.3673
	0.0316
	0.8647
	0.0299
	0.0369
	1.0000



	U = 5 eV
	2.1255
	1.9854
	−1.3636
	−1.3739
	0.0272
	0.8764
	0.0264
	0.0350
	1.0000



	ACBN0
	2.2678
	2.0992
	−1.4481
	−1.4597
	0.0450
	0.8208
	0.0458
	0.0442
	1.0000



	HSE06
	2.2343
	2.0259
	−1.4127
	−1.4239
	0.0273
	0.8513
	0.0369
	0.0422
	1.0000



	expt. PND
	N/A
	N/A
	N/A
	N/A
	-0.047
	0.715
	0.016
	0.004
	0.704



	PBE0
	N/A
	N/A
	N/A
	N/A
	0.015
	0.852
	0.036
	0.049
	0.998
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Table 2. QTAIM charges and spin densities of YTiO   3  . O1 is the apical oxygen, while O2 is the basal oxygen. Experimental results and the “other density functional theory (DFT)” are from Ref. [23]. Two experimental refinements are reported, including the orbital angular momentum (S + L) and without angular momentum (S). The “other DFT” magnetic moments are integrated inside atomic spheres of radii 1.25 Å (Ru) and 0.73 Å(O).
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	Method
	q(Sr)
	q(Ru)
	q(O1)
	q(O2)
	m(Sr)
	m(Ru)
	m(O1)
	m(O2)
	Tot. Magn.





	U = 0 eV
	1.5745
	1.6715
	−1.0795
	−1.0872
	0.0136
	1.3898
	0.1942
	0.1853
	1.9772



	U = 1 eV
	1.5754
	1.6576
	−1.0750
	−1.0832
	0.0136
	1.3967
	0.1988
	0.1909
	1.9989



	U = 2 eV
	1.5763
	1.6423
	−1.0703
	−1.0784
	0.0134
	1.3869
	0.2025
	0.1946
	2.0000



	U = 3 eV
	1.5773
	1.6263
	−1.0653
	−1.0733
	0.0134
	1.3740
	0.2068
	0.1990
	2.0000



	U = 4 eV
	1.5783
	1.6098
	−1.0601
	−1.0682
	0.0134
	1.3597
	0.2115
	0.2040
	2.0000



	U = 5 eV
	1.5793
	1.5927
	−1.0555
	−1.0612
	0.0136
	1.3436
	0.2163
	0.2102
	2.0000



	ACBN0
	1.6214
	1.8594
	−1.1581
	−1.1649
	0.0086
	1.5103
	0.1623
	0.1565
	2.0000



	HSE06
	1.6608
	2.1080
	−1.2576
	−1.2539
	−0.0023
	1.4989
	0.1801
	0.1432
	2.0000



	expt. 2 K S + L
	N/A
	N/A
	N/A
	N/A
	N/A
	1.35
	0.20
	0.20
	1.95



	expt. 2 K S
	N/A
	N/A
	N/A
	N/A
	N/A
	1.42
	0.20
	0.20
	2.02



	other DFT (PBE)
	N/A
	N/A
	N/A
	N/A
	N/A
	1.34
	0.16
	0.13
	1.79
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