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Abstract: Various studies on latency in remote mixed reality collaborations (remote MR collaboration)
have been conducted, but studies related to interaction latency are scarce. Interaction latency in
a remote MR collaboration occurs because action detection (such as contact or collision) between
a human and a virtual object is required for finding the interaction performed. Therefore, in this
paper, we propose a method based on interaction prediction to reduce the time for detecting the
action between humans and virtual objects. The proposed method predicts an interaction based
on consecutive joint angles. To examine the effectiveness of the proposed method, an experiment
was conducted and the results were given. From the experimental results, it was confirmed that the
proposed method could reduce the interaction latency compared to the one obtained by conventional
methods.

Keywords: remote collaboration; mixed reality; interaction prediction; human–virtual object interac-
tion; interaction latency; latency reduction

1. Introduction

Recently, due to the worldwide COVID-19 pandemic, the use of remote collaboration
has increased [1,2]. Various conventional video conferencing solutions [3–5] for remote
collaboration have limitations in terms of realistically delivering the user’s work [6,7]. To
overcome this, research to apply mixed reality (MR) to remote collaboration has recently
been conducted [8,9]. In remote MR collaboration, end-to-end latency possibly occurs
because of various reasons, such as tracking, application, image generation, display, or
network [10–13]. It is difficult to completely remove the latency since most of the latency
causes mentioned above are essential operations for MR. However, as latency affects the
usability (e.g., interaction satisfaction) as well as the efficiency of remote MR collaborations,
it is necessary to reduce it.

Due to this need, various studies have been conducted to improve the latency. Con-
ventional studies have focused on reducing latency between the moment of performing the
interaction and delivering the performed interaction information. Action detection, such
as contact between a human and an object, is required to find the performed interaction in
a remote MR collaboration. In other words, in remote MR collaborations, it is difficult to
determine whether the user had performed an interaction before such actions are detected.
Defining the time to check whether the interaction is performed according to the user’s
intention in a remote MR collaboration as the interaction latency, conventional solutions
have limitations because it is difficult to reduce latency.

In this paper, we propose an interaction prediction method for reducing interaction
latency in remote MR collaborations. The proposed method reduces interaction latency
by predicting interactions between a human and a virtual object. Interaction prediction
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is performed using consecutive hand joint information as the input in human and virtual
object interactions.

This paper is composed as follows: in Section 2, we introduce the process of deriving
frequently used gestures in remote MR collaboration based on conventional studies and
selecting the gestures for this study. In Section 3, we propose a prediction method for
selected gestures. In Section 4, we conduct an experiment with and without applying the
proposed method and compare the experimental results to examine the effectiveness of the
proposed method. Finally, in Section 5, we present conclusions and future works.

2. Related Work
2.1. Interactions in Remote MR Collaboration

Based on the target, interactions used in remote collaboration can be broadly classified
into the following categories: human–human, human–virtual object (hereafter human–VO),
and human–real object (hereafter human–RO). Among these, human–RO interactions,
which are interactions between a human and a real object, is difficult to apply to various
remote collaborations since they require a physical object in the real world. Therefore, as a
result of an investigation into research on remote collaboration based on MR, virtual reality
(VR), and augmented reality (AR) conducted over the past three years on the other two
interactions, the human–VO interaction was used more frequently than the human–human
interaction [14–18]. These results seem to be due to the purpose of applying MR to remote
collaboration. In other words, it can be found that the purpose of realistically delivering a
remote user’s work is achieved through human–VO interaction.

The human–VO interaction can be applied to various types of remote collaboration ap-
plication scenarios [19]. Oyekan et al. [14], Wang et al. [15] and Kwon et al. [16] conducted
a remote collaboration application study of the remote expert scenario focusing on collabo-
rations between remote experts and workers. In the remote expert scenario, the human–VO
interaction was performed for the remote expert to manipulate the shared virtual object
and to give work instructions to field workers. Coburn et al. [17] conducted a remote col-
laboration application study of the co-annotation scenario, focusing on annotating objects
or environments of user interest. In the co-annotation scenario, human–VO interaction
was performed for users to check annotations that were left or to jointly annotate things
or environments. Rhee et al. [18] conducted a remote collaboration application study of a
shared workspace scenario focusing on performing tasks in a shared virtual space. In the
shared workspace scenario, human–VO interaction was performed to manipulate virtual
objects shared between users in remote locations.

In each of the above studies, interaction was mainly used to transform a target virtual
object as follows: move, rotate, and scale. When performing move, rotate, and scale,
the gestures that were mainly used were pinch and grab [20]. Pinch uses two fingers to
transform an object, and grab uses five fingers to transform an object.

2.2. Latency When Interacting with Virtual Objects in Remote MR Collaboration

Latency is one of the representative factors that affect a user (e.g., less work efficiency,
less application satisfaction, etc.) in a human–VO interaction. Therefore, minimizing
the end-to-end latency between performing the interaction and when the performed
interaction information is delivered to a remote user is one of the main goals of remote MR
collaboration research.

In general, end-to-end latency in remote MR collaboration occurs for the following
reasons:

1. Tracking latency, or the time required to track the user and align the direction;
2. Application latency, or the time required to run the application;
3. Image generation latency, or the time required to generate an image to be shown as a

result;
4. Display latency, or the time required to output an image to a see-through type display,

such as Hololens2 [21], or a head-mounted display (HMD), such as HTC-Vibe [22];
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5. Network latency, or the time required to transmit and receive interaction-related
information between users in remote locations.

In general, a latency of 100 ms or less is known as a threshold that does not affect
users, but according to a recent study, it was found that even such a small latency affects
users [23]. Therefore, all of the above latencies play a major role in user satisfaction during
the interaction. Since most of these latency causes are essential operations for MR, it is
difficult to remove the latency in MR applications completely. However, it is possible to
partially reduce the latency through various methods, and for this reason, various studies
are in progress [10–12].

Elbambi et al. [10] focused on network latency in wireless VR, especially, and found
that the use of mmWave communication, mobile edge computing, and pre-caching helps to
reduce latency. Zheng et al. [11] focused on display latency in AR systems and proposed a
low-latency update algorithm to solve the problem. Chen et al. [12] focused on application
latency, tracking latency, and image generation latency in mobile AR systems and proposed
a low-latency and low-energy mobile AR system to prevent duplicate image calculation
and image loading.

The conventional studies above were related to reasons for latency occurring between
performing the human–VO interaction and when the performed interaction information is
delivered. In other words, conventional studies focused on reduction latency after finding
the performed human–VO interaction. Meanwhile, action detection (such as contact or
collision) between a human and a virtual object is required for finding the interaction
performed in remote MR collaboration. Defining the time to check whether the interaction
is performed according to user’s intention in a remote MR collaboration as the interaction
latency, conventional studies related to this interaction latency were insufficient. Therefore,
it is required to try a new approach to reduce the interaction latency.

3. Proposed Method

In this section, we describe a method for reducing interaction latency when performing
human–VO interactions. In general, in remote MR collaborations, including human–virtual
object interactions, remote users cannot know the other user’s intentions until an interaction
is performed. Since users’ intentions include interaction targets, interaction types, etc., if
users’ intentions are known previously, it is possible to predict changes in the virtual object
and environment (e.g., the object’s color, sound effect, etc.). If the changes of the virtual
object or environment are predictable, the ‘saved time’, highlighted in blue in Figure 1, can
be shortened until the change caused by the interaction is revealed to a user.
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To reduce interaction latency, this study proposes a method to find the interaction
information in advance in remote MR collaborations. The proposed method is a method
to reduce interaction latency by predicting the occurrence of the interaction before the
human–VO interaction is performed.

There are many types of human–VO interactions used in the MR environment [24], and
one of those types, a representative type that does not require tools and devices other than
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a see-through type displays or HMDs, is the gesture-based interaction. This study mainly
targets gesture-based interactions that are not biased toward a specific device and can be
widely applied to remote MR collaborations. Meanwhile, the types of gestures that can be
used for interaction, such as manipulating virtual objects in a remote MR collaboration,
are various, and in many cases, those gestures even differ for each application. This study
focused on gestures that were mainly used to transform a target object in a human–VO
interaction, such as grab and pinch [21].

For the interaction prediction, it is required to classify the studied target gestures
correctly. In the proposed method, k-nearest neighbor (k-NN) [25], which executes quickly
on a relatively small dataset without significantly compromising accuracy, was used as
an algorithm for gesture classification. The purpose of this study was to investigate the
feasibility of the proposed method, so a relatively small and simple k-NN algorithm was
adopted.

A k-NN algorithm can cause problems of classifying an undefined hand gesture
(hereafter none) into a specifically defined hand gesture (grab, pinch). Therefore, the
existing k-NN was partially adjusted to further classify undefined hand gestures. Three
numbers (3, 5, and 7) were also selected as the value k, since the performance of k-NN may
vary depending on the value k.

A dataset is essential for classifying gestures with k-NN. In MR, the hand is usually
expressed as a 20-keypoint model representing a joint. If all of this information is used, the
size of the dataset becomes very large as the number of gesture samples in the dataset in-
creases. Therefore, in this study, we tried to derive a representative value that can represent
the hand using joint information before creating a dataset for gesture classification.

Since the representative value is used to classify the gesture, it should express whether
the gesture is performed or not. In other words, the value that changed the most according
to the gesture that was performed should be selected as the representative value. To find
this, grab and pinch gestures, the targets of this study, were performed; recorded joint
trajectories data are shown in Figure 2.
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Figure 2. Joint trajectories with respect to grab and pinch gestures (right hand): (a) grab (at start); (b) grab (at end); (c) grab
(combined (a,b)); (d) pinch (at start); (e) pinch (at end); (f) pinch (combined (d,e)).

Figure 2 shows the joint trajectories with respect to grab and pinch gestures. Each
joint’s information was recorded by dividing it to confirm the degree of change as fol-
lows: gesture at starting moment (Figure 2a,d), gesture at ending moment (Figure 2b,e).
Figure 2c,f expresses the starting and ending moment of a gesture together; the dashed line
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means the hand at the starting moment, and the solid line means the hand at the ending
moment. In Figure 2c,f, although it is possible to approximately check the degree of the
joint information changed in each gesture, it is difficult to confirm the degree of change
with respect to each joint. The degree of change with respect to each joint was calculated to
confirm it more accurately.

Figure 3 indicates the degree of change with respect to each joint information according
to grab and pinch gestures. In the case of the thumb, there is no intermediate joint, so
0 was assigned in the intermediate of the thumb. The other joints are expressed in blue for
fewer changes (0 in Figure 3a,b) and green for more changes (0.1 in Figure 3a and 0.05 in
Figure 3b), depending on the degree of change. As a result, in the case of grab, it was
confirmed that the tip joint greatly changed. In the case of pinch, it was confirmed that
the tip joint and the distal joint of the index finger greatly changed. Additionally, in the
case of pinch, the tip joint of the other fingers showed a tendency to change significantly
compared to other joints of each finger. Based on this, we selected the tip joint of each
finger as a representative value of the hand for classifying the grab and pinch gesture.
However, additional information is required because it is impossible to determine the
hand’s movement only with the tip joint. For example, Figure 4a,b shows the cases where
the tip joint greatly changed. It is difficult to distinguish the cases shown in Figure 4 with
only the information that the tip joint changed greatly.
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Even if additional information is used, the representativeness of the tip joint should be
maintained, so the metacarpal joint and proximal joint were additionally selected, which
had the least degree of change due to the review result of Figure 3. The selected joints
were used to help classify the gesture without compromising the representativeness of the
tip joint. In particular, the selected joints can help to check the overall degree of the hand.
Meanwhile, the more joints included when classifying a gesture, the larger the size of the
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dataset and the longer the computation time. Therefore, we did not select a distal joint that
showed the most degree of change after the tip, for which the change of degree was almost
similar to the tip. Eventually, in this study, joint angles for each finger were calculated
using the tip joint, the metacarpal joint, and the proximal joint by Equations (1)–(3):

→
v1 = positionMetacarpal − positionProximal (1)

→
v2 = positionTip − positionProximal (2)

θjointangle = cos−1

( →
v1·
→
v1

‖→v1‖‖
→
v2‖

)
(3)

where positionMetacarpal , positionProximal , and positionTip are 3D points of the metacarpal
joint, the proximal joint, and the tip joint, respectively; θjointangle is an internal angle
calculated using the metacarpal, proximal, and tip joints. These five calculated joint angles
(θ1 − θ5) are shown in Figure 5 and these values were used as representative values
representing the hand.
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When classifying a gesture, only using information at a specific moment cannot reflect
information from consecutive movements, so it is difficult to find the user’s intention.
In other words, since classifications using only the information of a specific moment are
highly likely to fail, consecutive joint angles were used for interaction predictions in this
study.

Figure 6 shows an example of deriving consecutive joint angles. The joint angles of
five fingers are calculated from each frame (frame 1, frame 2, frame 3, frame 4, and frame 5),
and calculated values from 5 consecutive frames become one joint angle set. In general, a
human gesture lasts 0.5 to 1 s [26]. In order for the proposed method to have meaning as a
prediction, it was judged that the time required for the prediction itself should be about
half of the duration of the gesture. Therefore, we tried to perform predictions through
5 frames at 30 fps (about 0.17 s).

The dataset used in this study consists of joint angle sets calculated as above. In
this study, the joint angle sets were created by performing grab and pinch gestures for
virtual objects generated at random locations by 3 users. Joint angle sets included in the
dataset were derived through 5 consecutive frames from when each gesture was started. To
create the dataset, 3 users performed grab and pinch gestures 100 times each, and through
this, a dataset including a total of 300 finger joint angle sets for gesture interactions was
obtained. The procedure for performing the proposed interaction prediction described
above is shown in Figure 7, and the detailed description is as follows:
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1. Original image input: the hand joint raw data is obtained when the original image is
input;

2. Joint angle calculation: each joint angle data is calculated from the obtained hand
joint raw data;

3. Interaction prediction: the corresponding interaction is predicted using the k-NN
algorithm with the joint angle set as the input. The input joint angle set is classified as
grab, pinch, or none (which is neither grab nor pinch; see the red box in Figure 7);

4. Prediction result check: by confirming the prediction result, the interaction prediction
of the proposed method is completed (see the red box in Figure 7).
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In this study, ‘interaction prediction’ means that the user’s gesture is classified as a
defined specific gesture through the above process. The first frame among the consecutive
frames used for classification is considered as the user’s gesture starting moment. We
examined whether our procedure worked well by comparing the obtained hand gestures
with actual ones. It was confirmed that the proposed method could classify users’ hand
gestures into grab, pinch, and none through the additional test.

4. Experimental Results and Discussion
4.1. Environment

An application was implemented to examine the effectiveness of the proposed method.
The implemented application was designed to interact with virtual objects using gestures
such as grab or pinch, and the experimental environment is shown in Figure 8.

In Figure 8, the red double line is the measured arm length of the subjects, and the
green dashed line is the calculated length based on the arm length to limit the virtual object
generation space. In Figure 8, the virtual object generation space, expressed with the black
dash-dotted line, is defined as the maximum space in which the virtual object can appear,
and was set based on the calculated length. The environment based on arm length was
constructed to minimize the effect of differences of each subject’s body on the experiment.
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If the virtual object appears only in a specific position, the subject can easily adapt
to interaction, and accordingly, the experimental results can be biased. Therefore, the
virtual objects were set to appear randomly at the positions represented by the spheres in
Figure 8 (blue, red, and green). The order and the position of the virtual object were set
to be counterbalanced across the conditions. In the application, an additional effect (e.g.,
color darkening or a sound effect) was added when the interaction was completed so that
the subject could check whether the interaction was completed. The application for the
experiment was executed at 30 fps on Microsoft’s Hololens2 [20].

When using the application, the sharpness of the virtual object felt by the subjects
may differ. This can be caused by the relative position of the light and the average
indoor illuminance. Therefore, the experiment was conducted at the same position in the
room under the same posture (sitting). In addition, artificial lighting was applied to the
experimental environment to maintain a constant average illuminance (140 lux).

4.2. Methodology

A subject experiment was conducted with 7 subjects in their twenties to thirties [27]
to examine the effectiveness of the proposed method. For consistency of the experiment,
all subjects were recruited as right-handed people. The subjects were informed of the
experimental location and time before the experiment and were asked to participate in
the experiment after sufficient rest. The subjects were also sufficiently informed about
the contents of the experiment in advance, and informed consent was obtained from all
subjects involved in the study before the start of the experiment.

The information measured in the experimental procedure was as follows: demo-
graphic questionnaire, subject’s body information (arm length), pre-questionnaire, post-
questionnaire, and the task information of the subjects. First, before the experiment, a
demographic questionnaire consisting of questions regarding the age, gender, and contact
information of the subject was completed. Next, a pre-questionnaire consisting of previous
MR experiences and the motion sickness condition of the subject was completed. The sim-
ulator sickness questionnaire (SSQ), which has been widely used in existing studies, was
used to measure motion sickness including the visual fatigue of the test subjects [28]. The
SSQ included 16 symptoms that were associated with being indicative of simulator disease.
After the demographic questionnaire and pre-questionnaire, the subject’s body information
was measured. The measured body information was arm length, which was used to set
a virtual object generation space suitable for each subjects’ body in an application. After
body information measurements were completed, the subjects wore a Hololens2 [20] for
the experiment.

In the experiment, the task to interact with a target virtual object was given to each
subject. Grab and pinch gestures were used for interactions with a target virtual object.
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A task made a user interact 27 times with virtual objects in the virtual object generation
space. Subjects were instructed to perform the given task four times by gesture so that each
subject totally interacted 108 times for gesture interaction.

The task information of the subjects was measured during the experiment as follows:
interaction starting moment, interaction prediction moment, interaction completion mo-
ment, predicted interaction, and prediction result (success or failure). Among the above
information, time-related information was measured as shown in Figure 9.
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The small red circles in Figure 9 indicate the interaction starting, interaction prediction,
and interaction completion moments, respectively. The interaction starting moment was
measured at the moment the target object appeared in the virtual object generation space.
The interaction prediction moment was measured at the moment when the gesture of the
subject was classified as a specific gesture by consecutive frame input. Finally, the interac-
tion completion moment was measured at the moment when the interaction of the subject
with the virtual object was completed. Two interaction latencies were calculated using
the interaction starting moment, the interaction prediction moment, and the interaction
completion moment for the purpose of comparison: one with the proposed method and
the other without the proposed method.

While the subject repeated the action shown in Figure 9, the prediction result was
also measured, as was the time-related information. If the interaction prediction was
correct, the task was recorded as a success and counted. However, if the interaction
prediction was incorrect (e.g., a pinch is classified as a grab) or the prediction was not
made at all, the prediction was recorded as a failure and not counted. The prediction
success rate was calculated from the number of successes counted in this way. Finally,
after the experiment, the motion sickness condition of the subject was measured once
again using a post-questionnaire. Measured data in this study were analyzed using SPSS
version 21.0 [29].

All of the above research procedures were conducted according to the guidelines
of the Declaration of Helsinki. In addition, for all of the above research procedures, we
obtained approval by the Institutional Review Board of KOREATECH in advance (approval
on 16 July 2020).

4.3. Results and Discussion
4.3.1. Gesture Classification Using k-NN Algorithm

In this study, a k-NN algorithm was used for gesture classification. Since the k-NN
algorithm has the possibility to exhibit different levels of performance depending on the
k value, it was necessary to confirm whether the experimental results were affected by
the k value of k-NN. For this, the experimental results for when the k value was 3, 5, and
7 were compared.

First, to confirm whether each subject’s prediction time was affected by the k value,
a one-way ANOVA was performed for the average prediction time, with respect to the
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subject, when the k value was 3, 5, and 7. Table 1 shows the results of the normality test to
perform one-way ANOVA.

Table 1. Results of the normality test with the k value as 3, 5, and 7 (average prediction time for each
subject).

k-NN
Kolmogorov–Smirnov 1 Shapiro–Wilk

Statistic df Sig. Statistic df Sig.
3 0.193 7 0.2000 * 0.926 7 0.514
5 0.194 7 0.2000 * 0.923 7 0.490
7 0.190 7 0.2000 * 0.922 7 0.485

* This is a lower bound of the true significance. 1 Lilliefors Significance Correction.

As a result of the normality test, as shown in Table 1, the significance level (red boxes in
Table 1) of both the Kolmogorov–Smirnov and the Shapiro–Wilk test was greater than 0.05,
so prediction time data satisfy the normal distribution. Next, the test result for equality of
variance in consideration of the post hoc analysis of one-way ANOVA is shown in Table 2.

Table 2. Results of the test for equality of variance (average prediction time for each subject).

Levene Statistic df1 df2 Sig.
0.001 2 18 0.999

As a result of the test for equality of variance, as shown in Table 2, the significance
level (red box in Table 2) of Levene was greater than 0.05, so the equality of variance was
confirmed. Thus, Table 3 shows the results of one-way ANOVA.

Table 3. Results of one-way ANOVA with the k value as 3, 5, and 7 (average prediction time for each
subject).

Sum of Squares df Mean Square F Sig.
Between Groups 0.000 2 0.000 0.000 1.000
Within Groups 4.101 18 0.228

Total 4.101 20

As a result of the one-way ANOVA, as shown in Table 3, the significance level (red box
in Table 3) was greater than 0.05, so the null hypothesis of one-way ANOVA was adopted.
Based on this, even if the k value in k-NN was different, as 3, 5, and 7, respectively, it could
be seen that there was no significant difference in the average prediction time for each
subject. That is, it was confirmed that even if the k values of k-NN were different, there
was no significant effect on the prediction time measured for each subject.

Next, to confirm whether each subject’s prediction success rate for grab gestures was
affected by the k value, the one-way ANOVA was performed for the prediction success rate
of grab gestures, with respect to subject, when the k value was 3, 5, and 7. Table 4 shows
the results of the normality test to perform one-way ANOVA.

Table 4. Results of the normality test with the k value as 3, 5, and 7 (prediction success rate of grab
gestures for each subject).

k-NN
Kolmogorov–Smirnov 1 Shapiro–Wilk

Statistic df Sig. Statistic df Sig.
3 0.202 7 0.2000 * 0.927 7 0.527
5 0.150 7 0.2000 * 0.923 7 0.497
7 0.163 7 0.2000 * 0.909 7 0.391

* This is a lower bound of the true significance. 1 Lilliefors Significance Correction.
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As a result of the normality test, as shown in Table 4, the significance level (red boxes
in Table 4) of both the Kolmogorov–Smirnov and the Shapiro–Wilk test was greater than
0.05, so the prediction success rate of the grab gesture data satisfies the normal distribution.
Next, the result of the test for equality of variance in consideration of the post hoc analysis
of one-way ANOVA is shown in Table 5.

Table 5. Results of the test for equality of variance (prediction success rate of grab gestures for each
subject).

Levene Statistic df1 df2 Sig.
0.031 2 18 0.969

As a result of the test for equality of variance, as shown in Table 5, the significance
level (red box in Table 5) of Levene was greater than 0.05, so the equality of variance was
confirmed. Thus, Table 6 shows the results of one-way ANOVA.

Table 6. Results of one-way ANOVA with the k value as 3, 5, and 7 (prediction success rate of grab
gesture for each subject).

Sum of Squares df Mean Square F Sig.
Between Groups 0.002 2 0.001 0.059 0.943
Within Groups 0.234 18 0.013

Total 0.236 20

As a result of one-way ANOVA, as shown in Table 6, the significance level (red box in
Table 6) was greater than 0.05, so the null hypothesis of one-way ANOVA was adopted.
Based on this, even if the k value in k-NN was different, as 3, 5, and 7, respectively, it could
be seen that there was no significant difference in the average prediction success rate of the
grab gestures for each subject. That is, it was confirmed that even if the k values of k-NN
were different, there was no significant effect on the prediction success rate of grab gesture
measured for each subject.

Finally, to confirm whether each subject’s prediction success rate of the pinch gesture
was affected by the k value, a one-way ANOVA was performed for the prediction success
rate of the pinch gesture, with respect to the subject, when the k value was 3, 5, and 7.
Table 7 shows the results of normality test to perform one-way ANOVA.

Table 7. Results of the normality test with the k value as 3, 5, and 7 (prediction success rate of pinch
gesture for each subject).

k-NN
Kolmogorov–Smirnov 1 Shapiro–Wilk

Statistic Df Sig. Statistic Df Sig.
3 0.206 7 0.2000 * 0.908 7 0.380
5 0.210 7 0.2000 * 0.844 7 0.108
7 0.215 7 0.2000 * 0.848 7 0.118

* This is a lower bound of the true significance. 1 Lilliefors Significance Correction.

As a result of the normality test, as shown in Table 7, the significance level (red boxes
in Table 7) of both the Kolmogorov–Smirnov and the Shapiro–Wilk test was greater than
0.05, so the prediction success rate of pinch gesture data satisfies the normal distribution.
Next, the result of the test for equality of variance, in consideration of the post hoc analysis
of one-way ANOVA, is shown in Table 8.

Table 8. Results of the test for equality of variance (prediction success rate of pinch gesture for each
subject).

Levene Statistic df1 df2 Sig.
0.006 2 18 0.994
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As a result of the test for equality of variance, as shown in Table 8, the significance
level (red box in Table 8) of Levene was greater than 0.05, so the equality of variance was
confirmed. Thus, Table 9 shows the results of one-way ANOVA.

Table 9. Results of one-way ANOVA with the k value as 3, 5, and 7 (prediction success rate of pinch
gesture for each subject).

Sum of Squares df Mean Square F Sig.
Between Groups 0.002 2 0.000 0.017 0.984
Within Groups 0.252 18 0.014

Total 0.252 20

As a result of one-way ANOVA, as shown in Table 9, the significance level (red box in
Table 9) was greater than 0.05, so the null hypothesis of one-way ANOVA was adopted.
Based on this, even if the k value in k-NN was different, as 3, 5, and 7, respectively, it could
be seen that there was no significant difference in the average prediction success rate of
the pinch gesture for each subject. That is, it was confirmed that even if the k values of
k-NN were different, there was no significant effect on the prediction success rate of pinch
gestures measured for each subject.

Up to now, it was examined whether the data for confirming the effectiveness of
this study, such as the prediction time, prediction success rate of grab gestures, and the
prediction success rate of pinch gestures, were affected by the k value of k-NN. As a result
of the one-way ANOVA for the cases where k is 3, 5, and 7, it was confirmed that there was
no significant difference according to the k value. Therefore, 3 was arbitrarily selected as
the k value for examining the subsequent experimental results.

4.3.2. Prediction Success Rate

In the experiment, each subject was assigned to do the given task four times with
respect to gestures, and each subject performed 27 interactions for each task using pinch or
grab. Each task consisted of only grab or only pinch. Each subject conducted four grab
tasks and four pinch tasks. Additionally, virtual objects were generated only one time
in the same position in one task. Therefore, subjects performed interactions with virtual
objects at 27 positions for one task. The number of prediction successes for the entire task
is shown in Tables 10 and 11.

Table 10. Number of prediction successes: grab.

Trial No.
No. of Successful Predictions

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6 Subject 7

1 24 21 15 22 18 23 17
2 25 23 20 25 14 20 16
3 25 21 21 26 19 22 20
4 26 25 24 23 18 24 18

Table 11. Number of prediction successes: pinch.

Trial No.
No. of Successful Predictions

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6 Subject 7

1 26 22 24 12 27 20 27
2 26 13 26 23 27 26 27
3 25 19 23 27 26 23 27
4 25 19 27 25 27 24 27

Table 10 shows the number of prediction successes measured in the task for grab. As
a result of a calculation based on Table 10, in the grab case, the mean and the standard
deviation were 21.25 and 3.40, respectively, and the average prediction success rate was
78.70%.
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Table 11 shows the number of prediction successes measured in the task for pinch.
As a result of a calculation based on Table 11, in the grab case, the mean and the standard
deviation were 23.93 and 4.04, respectively, and the average prediction success rate was
88.62%. Figure 10 shows the average number of interaction prediction successes with
respect to subject for each gesture.
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Although sufficient explanation was given before the experiment, there were cases in
which the subjects performed wrong actions: a pinch or a none gesture in a grab task, or
a grab or a none gesture in a pinch task. To properly evaluate the proposed method, we
needed to confirm not only the prediction success rate, but also false positives and false
negatives. Therefore, we reviewed all cases to check how often the algorithm produces
false positives and false negatives. For this, we compared the subjects’ real action data to
the prediction results of the proposed method. The result is shown in Tables 12 and 13.

Table 12. Number of false positives (FP) and false negatives (FN): grab.

Trial No.
No. of Successful Predictions

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6 Subject 7

FP FN FP FN FP FN FP FN FP FN FP FN FP FN

1 0 1 0 1 0 8 0 2 2 2 0 0 0 5
2 0 2 0 2 2 3 0 0 1 5 0 3 0 6
3 1 2 0 0 2 3 0 1 2 1 0 1 1 5
4 1 1 0 0 1 1 0 1 2 2 0 0 2 4

Table 13. Number of false positives (FP) and false negatives (FN): pinch.

Trial No.
No. of Successful Predictions

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6 Subject 7

FP FN FP FN FP FN FP FN FP FN FP FN FP FN

1 0 1 0 2 0 3 0 8 0 0 0 5 0 0
2 0 1 0 8 0 1 2 2 0 0 1 1 0 0
3 0 2 2 4 0 4 0 0 0 1 0 4 0 0
4 0 2 1 4 0 0 1 2 0 0 1 3 0 0

4.3.3. Interaction Latency

The interaction latency was measured when the proposed method was applied and
when it was not. The former means time from the moment when the virtual object for
interaction appears to the moment when the prediction is completed by the proposed
method. The latter means time from the moment when the virtual object for interaction
appears to the moment when the interaction with the virtual object is really performed. The
comparison result of the average interaction latency for each subject is shown in Figure 11.
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Figure 11. Comparison of the average interaction latency (with/without the proposed method) for
each subject.

The red arrows in Figure 11 show the reduction of interaction latency by applying the
proposed method. To confirm more precisely whether the time differences, such as the red
arrows, are significant, a paired-sample t-test was performed for the average interaction
latency with respect to the subject. Table 14 shows the results of the normality test to
perform the paired-sample t-test.

Table 14. Results of the normality test for average interaction latency for each subject.

Kolmogorov–Smirnov 1 Shapiro–Wilk

Statistic df Sig. Statistic df Sig.
With proposed method 0.193 7 0.200 * 0.926 7 0.514

Without proposed method 0.167 7 0.200 * 0.949 7 0.719
* This is a lower bound of the true significance.1 Lilliefors Significance Correction.

As a result of the normality test, as shown in Table 14, the significance level (red
boxes in Table 14) of both the Kolmogorov–Smirnov and the Shapiro–Wilk test was greater
than 0.05, so the average interaction latency data satisfy the normal distribution. Since the
measured data satisfy the normal distribution, a paired-sample t-test was performed, and
the result is shown in Tables 15 and 16.

Table 15. Results of the paired-sample t-test for average interaction latency for each subject: statistics.

Mean N Std. Deviation Std. Error Mean
With proposed method 1.3815 7 0.47967 0.18130

Without proposed method 1.5718 7 0.48776 0.18436

Table 16. Results of the paired-sample t-test for average interaction latency for each subject: paired differences.

Paired Differences
t df

Sig.
(2-Tailed)Mean Std. Deviation Std. Error Mean Lower 1 Upper 1

With proposed method
Without proposed method −0.19025 0.05524 0.02088 −0.24134 −0.13916 −9.1126 0.000

1 A 95% confidence interval of the difference.

As a result of the paired-sample t-test, as shown in Table 15, it was confirmed that the
interaction latency (red box in Table 15) in the ‘With proposed method’ case (1.3815 s) was
further reduced, compared to the ‘Without proposed method’ case (1.5718 s).

The significance level (red box in Table 16) of the paired-sample t-test was less than
0.05, so the null hypothesis of the paired-sample t-test was rejected. Therefore, from the
above results, it was confirmed that the interaction latency was significantly reduced (by



Appl. Sci. 2021, 11, 10693 15 of 18

an average of 12.1%) with the proposed method compared to the one without the proposed
method.

As a result of the experiment, we confirmed that the interaction latency in the ‘With
proposed method’ case (1.3815 s) was further reduced by 12.1%, compared to the ‘Without
proposed method’ case (1.5718 s), and through this, we examined that the proposed method
is effective for reducing interaction latency.

4.3.4. Motion Sickness in Experiment

One of the main issues with MR is whether motion sickness occurs. In the case of
the see-through device, there are studies showing that the effect on motion sickness is
insignificant [30], but there are also studies showing that it has a similar degree of motion
sickness to HMD devices [31]. Motion sickness, once developed, has a significant impact
on the usability of MR applications, which can affect the study results. Therefore, in this
study, the motion sickness condition of subjects was measured through pre- and post-
questionnaires, including SSQ, to confirm whether motion sickness that could affect the
study results occurred, and the measured results are shown in Figure 12.
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From Figure 12, it was confirmed that there is some difference in the average SSQ
scores of the subjects measured through the pre- and post-questionnaires. To confirm
whether the difference is significant, it is necessary to perform the paired-sample t-test
for all SSQ scores. Tables 17 and 18 show the results of the normality test obtained by the
paired-sample t-test, respectively.

Table 17. Results of the normality test for SSQ scores for each subject: pre-questionnaires.

Kolmogorov–Smirnov 1 Shapiro–Wilk

Statistic df Sig. Statistic df Sig.
Disorientation (D) 0.311 7 0.039 0.727 7 0.007

Nausea (N) 0.226 7 0.200 * 0.893 7 0.292
Oculomotor discomfort (O) 0.385 7 0.002 0.529 7 0.000

Total Score (TS) 0.295 7 0.067 0.806 7 0.047
* This is a lower bound of the true significance. 1 Lilliefors Significance Correction.
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Table 18. Results of normality test for SSQ scores for each subject: post-questionnaires.

Kolmogorov–Smirnov 1 Shapiro–Wilk

Statistic df Sig. Statistic df Sig.
Disorientation (D) 0.398 7 0.001 0.582 7 0.000

Nausea (N) 0.421 7 0.000 0.646 7 0.001
Oculomotor discomfort (O) 0.191 7 0.200 * 0.955 7 0.772

Total Score (TS) 0.257 7 0.181 0.807 7 0.048
* This is a lower bound of the true significance. 1 Lilliefors Significance Correction.

As a result of the normality test, as shown in Tables 17 and 18, in the case of nau-
sea (pre-questionnaires), oculomotor discomfort (post-questionnaires), and total score
(post-questionnaires), the significance level (red boxes in Tables 17 and 18) of both the
Kolmogorov–Smirnov and the Shapiro–Wilk test was greater than 0.05. However, in the
case of all other measured values, the significance level of both the Kolmogorov–Smirnov
and the Shapiro–Wilk test was less than 0.05, so SSQ score data did not satisfy the normal
distribution.

Since the entire data could not satisfy normal distribution, a Wilcoxon signed rank
test, which is a non-parametric test, was performed instead of a paired-sample t-test, and
the result is shown in Table 19.

Table 19. Results of the Wilcoxon signed rank test for SSQ scores for each subject.

Nausea (N)
Pre–Post

Oculomotor
Discomfort (O)

Pre–Post

Disorientation
(D)

Pre–Post

Total Score (TS)
Pre–Post

Z −0.315 1 −0.944 2 −0.677 1 −1.633 2

Asymp. Sig.
(2-tailed) 0.752 0.345 0.498 0.102

1 Based on positive ranks. 2 Based on negative ranks.

As a result of the Wilcoxon signed rank test, as shown in Table 19, the significance
level (red box in Table 19) of all the scores (nausea, oculomotor discomfort, disorientation,
total score) was greater than 0.05. Based on this, it was confirmed that there is no significant
difference between motion sickness measured by pre- and post-questionnaires and that the
experimental results in this study were not affected by motion sickness.

5. Conclusions and Future Works

In this paper, we proposed an interaction prediction method for reducing interaction
latency in remote MR collaboration. The proposed method is a method to reduce interaction
latency by predicting accruable interactions in remote MR collaborations. In this paper, we
proposed the interaction prediction method using consecutive joint angles and conducted
an experiment to examine the effectiveness of it. For the experiment, the subject wore
a Microsoft Hololens2 [20] and performed interactions using grab and pinch gestures.
During the experiment, interaction starting moments, interaction prediction moments, and
interaction completion moments were measured, and through these, interaction latencies
with and without the proposed method were compared. As a result of the experiment, we
confirmed that the interaction latency in the ‘With proposed method’ case (1.3815 s) was
further reduced, compared to the ‘Without proposed method’ case (1.5718 s), and through
this, we examined that the proposed method is effective for reducing interaction latency.
Therefore, we expect the proposed method for reducing interaction latency to improve user
experience in remote MR collaborations by reducing the time required for transmitting
human–VO interaction information. In addition, the proposed method could be applied to
various remote MR collaboration applications, such as education, games, and industry, and
it is expected to increase user satisfaction. The study results were obtained by applying
k-NN, a simple classification algorithm, with a small dataset (300 data samples per gesture)
based on representative gestures (grab and pinch). This study did not consider a penalty
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when predictions failed. Thus, future works may include an experiment that considers
the time penalty in wrong prediction cases and feature extensions into applying advanced
algorithms and a larger number of subjects.
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