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Abstract: Cloud computing manages system resources such as processing, storage, and networking
by providing users with multiple virtual machines (VMs) as needed. It is one of the rapidly growing
fields that come with huge computational power for scientific workloads. Currently, the scientific
community is ready to work over the cloud as it is considered as a resource-rich paradigm. The
traditional way of executing scientific workloads on cloud computing is by using virtual machines.
However, the latest emerging concept of containerization is growing more rapidly and gained
popularity because of its unique features. Containers are treated as lightweight as compared to
virtual machines in cloud computing. In this regard, a few VMs/containers-associated problems of
performance and throughput are encountered because of middleware technologies such as virtual-
ization or containerization. In this paper, we introduce the configurations of VMs and containers for
cloud-based scientific workloads in order to utilize the technologies to solve scientific problems and
handle their workloads. This paper also tackles throughput and efficiency problems related to VMs
and containers in the cloud environment and explores efficient resource provisioning by combining
four unique methods: hyperthreading (HT), vCPU cores selection, vCPU affinity, and isolation of
vCPUs. The HEPSCPEC06 benchmark suite is used to evaluate the throughput and efficiency of
VMs and containers. The proposed solution is to implement four basic techniques to reduce the
effect of virtualization and containerization. Additionally, these techniques are used to make virtual
machines and containers more effective and powerful for scientific workloads. The results show that
allowing hyperthreading, isolation of CPU cores, proper numbering, and allocation of vCPU cores
can improve the throughput and performance of virtual machines and containers.

Keywords: cloud computing; virtual machines; containers; performance; throughput; virtualiza-
tion; isolation

1. Introduction

Recently, cloud computing [1] has become the most promising computing paradigm
that provides flexible and on-demand infrastructure to scientific workloads. It has evolved
from grid and utility computing. Being emerged from these computing paradigms, cloud
computing is recently considered as an alternative to grid, cluster, and supercomputing
for scientific workloads [2] because of the characteristics of cloud computing such as
scalability, on-demand self-service, elasticity, and availability. In cloud environments,
users do not need to worry about system implementation and administration, cloud
computing becomes a desired tool that works as infrastructure-as-a-service (IaaS) and
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fulfills the necessity of computing resources [3]. Scientific workloads manipulated using
high performance computing (HPC), high throughput computing (HTC), and many-task
computing (MTC) [4] can be executed in virtualized computing environment.

High performance tasks require a huge amount of computing power for a short period
of time. In contrast, high throughput computing involves an enormous amount of com-
puting power over a longer period of time, such as months or years. Multitask computing
acts as a consensus solution to bridging the gap between HTC and HPC. It can perform
many independent and dependent tasks using huge computing in shorter time. In MTC,
task-parallel applications are performed on large-scale distributed systems. The major
concerns related to scientific workloads are higher throughput and enhanced performance
of virtualization or containerization in a cloud environment. In order to address these
concerns, some techniques need to be proposed to improve the overall performance.

The Virtual Machine Monitor (VMM) or hypervisor [5] is a software abstraction layer
that was introduced by virtualization technology. Cloud computing that uses virtual
machines (VMs) for enabling a complete system with resource virtualization becomes
most popular among other technologies. It makes physical infrastructures easy to manage
and virtualizes full software stacks effectively with its operating system [6]. The VM is a
computer system mirroring that provides real machines with functionality. It is regarded
as the cloud environment’s basic logical tool that provides computing facilities. VMM is
an abstraction layer of the physical hardware and tracks virtual machines. It works with
physical resources and logical resources. In addition, it also provides a complete view of
heterogeneous underlying hardware that allows VMs to run on any computing system
without considering the dependencies between software and hardware.

On the other hand, today’s cloud service providers are also offering container deploy-
ment (e.g., Docker, LXC, etc.), which is becoming more popular than the VMs. The concept
of container is similar to VM, but it consumes comparatively less time and resources. It is
considered more as an application-specific solution in cloud environments. In containeriza-
tion, the same kernel is being shared for containers and the host operating system; that is
the key enabling feature of containers that make it lightweight as compared to VMs. In
containerization, the hardware and software components are being shared between host
the operating system (OS) and containers’ applications. The host OS is mainly responsible
for ensuring the isolation among the applications of containers. Because of single host OS,
containers help to reduce the overhead of management as well.

Performance of non-virtualized environment differs from virtualized environment
because of the interactions of virtual machines with the abstraction layer called VMM.
Comparing the container’s performance with bare metal is also different because of shared
kernel. The main important factor for optimizing the VMs/containers is the efficiency and
availability for scientific workloads. Many scientific tasks require successful preparation
and fast execution to achieve useful scientific results. In order to obtain advantages of
cloud computing, the issues related to efficiency and throughput need to be addressed
directly in virtualized and containerized scientific cloud environments.

With the goal of addressing aforementioned challenges, this article proposes a method
for solving these issues—performance and throughput. Currently, the scientific community
is ready to work over the cloud as it is considered as a resource-rich paradigm. Cloud
computing enables users to work anywhere by providing logical resources such as virtual
machines or containers. However, it should be noted that there are a few VM/container
associated issues regarding performance and throughput. In this paper, in order to utilize
virtualization technologies, we evaluated the different configurations of VMs and con-
tainers, which are the main computing actors for scientific workloads. We also take into
consideration the problems of throughput and efficiency related to VMs and containers,
and explore efficient resource provisioning by combining four unique methods: hyper-
threading (HT), vCPU cores selection, vCPU affinity, and isolation of vCPUs. The scope
of this research is mainly focuses on scientific workloads. Furthermore, a balanced view
of performance and throughput is also given. A renowned cloud computing platform,
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OpenStack [7], has been adopted to configure the computing environment for logical
setup and to run scientific applications. The HEPSPEC06 benchmark that is produced
by the HEPiX CPU Benchmark Group [8] is used for performance evaluation of virtual
machines and containers. Realistic issues regarding the performance of VMs/containers
and throughput degradation are also investigated. In this paper, we use the combination of
four famous techniques to achieve real-time performance and higher throughput of virtual
machines and containers. These techniques are: hyperthreading technology, the selection of
vCPU cores per virtual machine/container, physical CPU isolation, and pinning of vCPU
cores of a virtual machine/container in a multicore NUMA (nonuniform memory access)
architecture [9,10]. Our proposed solution shows that a fine combination can work very
efficiently to achieve higher performance and enhanced throughput of VMs and containers
in a cloud-based environment for scientific computing.

The rest of the paper is organized as follows. Section 2 provides an overview of related
work. In Section 3, the HEPSPEC06 benchmark suite is discussed. Section 4 presents
the proposed solution. Section 5 discusses the evaluation and results. Finally, Section 6
draws conclusions.

2. Related Work

Currently, many studies have been actively conducted by many researchers, address-
ing the performance evaluation of virtual machines. In literature, many articles work
on increased performance of virtual machines. Most of the literature have used VMM
abstraction layer in general to measure the overhead of VMs. In the article [10], the authors
reported the degradation of performance in virtual machines. They worked on NUMA
architectures, based on the effects of virtualization and tested the architecture with the
hypervisors such as KVM and Xen. In [11], the authors measured one of the performance
factors, i.e., startup-time of virtual machines in cloud environments. Those time measure-
ments are performed and analyzed among three well-known cloud providers: Amazon
EC2, Rackspace, and Microsoft Azure. The authors presented a systematic detailed analysis
of cloud computing application efficiency evaluations for scientific workloads [2]. The
result said that reliability and cloud efficiency are inadequate for scientific workloads.
Infrastructure-as-a-service is the main feature for adopting cloud to cope with scientific
workload. In [12], the authors presented a survey on performance overhead of virtual
machines. They also discussed how the performance varies from single server virtualiza-
tion to geo-distributed datacenters. The authors in [13] illustrated the impact of type of
workload, processor pinning, configuration, and partial background CPU load. They also
investigated and addressed the issues of paired colocated compute-intensive workloads
that create interference and reduce the overall performance. OpenStack cloud platform
for IaaS implementation evaluates energy efficiency in high-performance computing [14].
In this article, performance impact was evaluated, which is produced by the underlying
hypervisors and the IaaS solution by using the HPCC (High-Performance Computing
Cluster) and HPL (High-Performance Linpack) [15], and Graph500 benchmarks [16]. The
author in [17] evaluated performance of virtual machines and organization of scientific
workflow on virtual systems. They conducted a complete benchmark to test the CMS
(Compact Muon Solenoid) scientific workloads on virtual machines. The quantitative
analysis of the efficiency of Amazon EC2 (Public Cloud) for the workloads of HPC using
benchmarks was addressed in [18].

In [19], performance of virtual machines in the cloud is compared with containers
usage in the cloud. Virtual machines and Linux containers are compared in terms of net-
work performance and reduction of potential performance overhead. Some literature work
quantifies the overhead efficiency of VMs by using a VMM or Xen virtualization layer. To
improve the resource utilization in cloud computing environments, swarm optimization-
based workload optimization (SOWO) technique is proposed in [20]. In the research,
they also used the OpenStack platform and claimed that resource utilization is increased
by 50 percent in cloud computing environments. Operating containers on top of virtual
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machines technique was examined in [21]. In the paper, they followed an observational ap-
proach to measure the overhead efficiency provided by the additional virtualization layer in
virtual machines by performing different benchmarking tests and implementing programs
with the real-world-use case scenarios. In [22], the authors compare the performance of a
typical KVM hypervisor to a Docker Linux container by contrasting the performance of
VMware Server with the actual physical servers. The extended paravirtualization (XPV) is
another approach evaluated for effective virtualization of NUMA architecture [23]. XPV
consists of revisiting the interface between the hypervisor and the host OS, and between
the host OS and the device runtime libraries (SRLs), so that they can automatically take
into account changes in the NUMA topology. The authors in [24] proposed an empiri-
cal overview of the success impact of the different resource affinities. They proposed a
performance prediction model called resource affinity function effect estimation (RAIE).
The RAIE model takes into account the real effect of resource affinity dependent on VM
activities that can be tracked online without VM alteration. The proposed model tried to
increase the average prediction accuracy of VMs.

It is difficult to find a study that analyzes the latest techniques for enhancing virtual
machine efficiency and throughput. The major purpose of our research is to enhance overall
efficiency and throughput of VMs and containers, so that scientific workloads can run more
efficiently. The series of four well-known techniques is used to reduce the impact of results
on virtual machines and containers.

3. Proposed Solution

This study proposes an approach based on four proven techniques in order to in-
crease the overall performance of virtualization/containerization technologies and en-
able scientific communities that use the cloud computing environment for their work-
loads. These techniques are able to increase the overall efficiency of virtual machines for a
scientific environment.

3.1. Overview

We enable the Intel HT (hyperthreading) technology to improve the performance
of the CPU cores [25]. HT technology was the origin of bringing parallel computation
to PCs. Using this technology, a single processor presented physically appears as two
logical processors that share physical resources and use the duplicated architecture in the
operating system. In other words, the operating system considers each CPU core as two
separated CPUs. Hyperthreading technology improves utilization of CPU resources; if we
enable the HT then we can utilize the resource efficiently. The performance of threaded
applications is improved and processing throughput is also increased. Not only is HT used
to maximize the performance of processors, but utilization of resources is enhanced that
leads to the higher throughput for specific types of scientific workloads. The processing
cores performance increases at some extent to their capacity by enabling HT on the system,
where virtual machines and containers are running the scientific workloads. The first
technique of study mentions that HT must be enabled on physical machines so that virtual
machines or containers running scientific workload produces higher throughput. The
underutilization of processor resources is also incorporated by HT technology. Application
level performance and system level performance can be boosted using HT. The second
proposed technique is used to improve performance of VMs or containers by selecting a
greater number of vCPU (virtual CPU) cores that run on virtual machines or containers.
Bare metal performs comparatively better than virtual machines and containers with
higher vCPU cores in scientific workloads. This performance degradation is caused by the
scheduling policy of hypervisor, and performance also decreases when loosely coupled
scientific tasks with a higher number of vCPUs runs on virtual machines or containers.
In VMs or containers, the performance of a single core might be increased when HT is
enabled because it adds the additional vCPU cores to the virtual machine or container.
This study proposes that to achieve real-time performance, virtual machines or containers
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would operate with fewer vCPU core numbers. The third technique suggested is used
to enhance the overall throughput and efficiency of virtual machines or containers by
physically isolating the processor’s cores. In the host operating system, there are several
interferences running on the physical processing core, which decrease virtual machine or
container performance. Complete isolation of physical processing cores from the kernel
of the host OS improves the performance of VMs or containers. Using isolation, tasks in
the system do not follow scheduler assignment. The fourth technique suggests pinning
of CPU cores of VM or containers. For scientific workloads, CPU cores must be pinned
properly in order to improve performance. This pinning is required to consider NUMA
multicore processor architecture. Pinning needs to be performed on every logical CPU of
the guest virtual machine or container using the ID of host system. To execute the scientific
workloads efficiently, the NUMA architecture with pinning technique can maximize the
overall performance of virtual machines and containers. The proposed combinations of
four strategies are evaluated with several modifications to achieve higher efficiency and
performance of the virtual machine and container in the cloud computing world.

3.2. Experimental Setup

The operational private cloud environment is used for this experimental setup to test
the efficiency and output of virtual machines and containers. For our all experiments, we
utilized the OpenStack cloud operating system, which is an open source cloud management
solution. In this experiment, a cloud environment was set with the composition of fifteen
physical machines. Table 1 depicts the specification of every physical machine.

Table 1. Specification of the physical machine.

Description Specs

Architecture x86_64
Processor Type Intel Xeon 2.6 GHz CPU

Total Number Cores 16 (without HT)/32 (with HT)
Total RAM 96 GB

Storage Capacity (HDD) 350 GB
NUMA Nodes 2 (Node 0 = 8 cores and Node 1 = 8 cores)

NICs 3 × 1 Gbps Ethernet
Operating System CentOS 7.0

Hypervisor KVM
Linux Kernel v3.10

Compiler and flags Compiler: gcc-4.8, Flags: -O2-pthread-fPIC-m32

The aim of this benchmarking procedure is to measure the CPU performance of a
particular worker node in our cloud computing environment for scientific workloads.
According to HEPiX recommendation, we used the recommended version of OS and kernel
(CentOS 7 or Scientific Linux 7 and Kernel v3.1) to achieve better performance. In our
experimental setup, we used GNU Compiler Collection (gcc-4.8) default compiler along
with following compiler flags: -O2-pthread-fPIC-m32.

Figure 1 shows complete connectivity and flow of the experimental setup with the
fifteen machines. OpenStack is the free cloud platform with several nodes for providing
computing resources and other services. The system is composed of network, controller,
storage, and several compute nodes. The central management is provided by the controller
node in this cloud setup environment. The storage node provides capacity to store images
and instances and the network node provides the services related to communication and
networking in this environment. This experimental setup consists of twelve compute nodes
for providing resources to VMs or containers. These nodes play an essential role for our all
experiments because each virtual machine or container uses their computing resources in
order to work as a physical machine for scientific jobs.
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4. Evaluation and Test Cases

HEPSPEC06 is based on a benchmark specific high-energy physics (HEP) suite derived
from the SPEC06 CPU benchmark [26]. This benchmark suite delivers better performance,
as it uses 64-bit mode mainly. The HEPSPEC06 benchmark is used to test CPU core
performance. Before this benchmark set, SPECint 2000 [26] was regarded as the most
common benchmark in the high-energy physics community, withdrawn in February 2007.
This benchmark was introduced in the period of 2007–2008 by HEPiX CPU Benchmark
working group [8]. HEPiX group puts efforts together to launch this benchmark that is
considered as the replacement of SPECint 2000. It replaced the outdated kSI2k metric.
Briefly, this benchmark is used to measure a CPU’s performance. It is suitable for the
operations required for floating point calculations.

The HEPSPEC06 test performs different tests on a single machine for each core at the
same time. Since this test can perform integer operations and floating point closely linked
to HEP codes, the scientific communities of physics and IT disciplines would likely use
this benchmark. The HEPSPEC06 test also provides versatility on both 32-bit and 64-bit
architecture to run the benchmarks. For optimizing CPU performance of virtual machines
and containers in the cloud environment, HEPSPEC06 is the ideal benchmark. In this
experimental setup, the HEPSPEC06 test suite is used to evaluate performance of VMs and
containers supplied for scientific workload execution.

As noted, the HEPSPEC06 benchmark is used to test the efficiency and performance
of virtual machines and containers, so that high-power scientific workloads can be carried
out on the experimental setup presented above. Throughout this evaluation process, the
HEPSPEC06 benchmark runs on VMs or containers to analyze better performance and
throughput as well. In this experiment, normal CLI (command line interface) commands on
OpenStack are used for provisioning virtual machines and containers. Each virtual machine
is initialized and controlled by an independently uploaded image that is installed with the
basic operating system of CentOS 7.1, which works the same as the host operating system.
On the other hand, the setup of containers also performed similarly in the cloud. Required
necessary packages are also installed to run the HEPSPEC06 benchmark in virtual machines
and containers. Three different test cases are evaluated in conjunction with techniques to
increase VMs and containers’ efficiency and throughput. In this section, we discuss the
detailed results of all test cases.

4.1. Test-1

Our first experiment of test-1 depends on the size of the VM and container by selecting
the vCPU cores per virtual machine or container. In the cloud environment, hyperthreading
remains disabled on the physical host. To set up baseline results to equate with virtual
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machine or container performance, the HEPSPEC06 test is executed on a cloud physical host.
In our current setup, five separate configurations are executed on the physical host system,
depending on the selection of vCPU cores for a single VM or container. Table 2 shows
evaluation of each configuration individually. The HEP-SPEC06 benchmark is running
simultaneously on all virtual machines or containers in single configuration. With each
virtual machine or container in the described setup, we assigned 20 GB of local permanent
storage for data. Regarding RAM, it is divided equally among VMs or containers. For
example, a single physical machine has a maximum of 96 GB RAM, and we are running
8 VMs/containers on it; this means each VM/container will get 12GB RAM. We also added
the RAM information into Tables 2 and 3.

Table 2. Five different configurations of VMs/containers for test-1.

Configurations Number of
Containers Number of VMs Number of vCPUs

Per VM/Container
Per VM/Container
RAM Allocation

Configuration #1 1 Container 1 VM 16 vCPUs 96 GB
Configuration #2 2 Containers 2 VMs 8 vCPUs 48 GB
Configuration #3 4 Containers 4 VMs 4 vCPUs 24 GB
Configuration #4 8 Containers 8 VMs 2 vCPUs 12 GB
Configuration #5 16 Containers 16 VMs 1 vCPU 6 GB

Table 3. Five different configurations of VMs/containers for test-2.

Configurations Number of
Containers Number of VMs Number of vCPUs

Per VM/Container
Per VM/Container
RAM Allocation

Configuration #1 1 Container 1 VM 32 vCPUs 96 GB
Configuration #2 2 Containers 2 VMs 16 vCPUs 48 GB
Configuration #3 4 Containers 4 VMs 8 vCPUs 24 GB
Configuration #4 8 Containers 8 VMs 4 vCPUs 12 GB
Configuration #5 16 Containers 16 VMs 2 vCPUs 6 GB

4.2. Test-2

In the second test case, a separate (compute node) physical host of the cloud is used.
Hyperthreading is enabled in this case with five different virtual machine and container
configurations, as shown in Table 3. The configurations may seem identical with the
previous case, but the difference is that each virtual machine or container has double vCPU
cores. The HEPSPEC06 benchmark is used to calculate starting performance on the physical
host. Each configuration is individually evaluated and all VM or container configurations
execute with the same benchmark.

The main goal of our test-2 is to compare the improvement in the performance of
multiple machines vs. HT on/off. Therefore, all of the input parameters for both experi-
ments were the same. Since the HT enabled machines will give more vCPU cores, these
features help us to assign more cores to VMs, which should be evaluated whether or not
such features provide meaningful performance improvements.

4.3. Test-3

In the third test case, the design of the previous test cases is applied for physical core
isolation and vCPU pinning. To perform the process of isolation, basic Linux commands
are used, and the kernel of the host operating system isolates all physical hosts CPU core
(excluding one). To get baseline performance, the HEPSPEC06 benchmark is used for
executing isolation cores on the cloud’s physical hosts. One-to-one strict pinning policy is
adopted for pinning the vCPUs of virtual machines or containers. OpenStack supported
method for pinning the vCPUs of virtual machine or containers is utilized. As the NUMA
node topology can also affect the performance, it is taken under consideration. We executed
configuration #2 (which consists of two virtual machines or two containers each having
eight vCPU cores). In this configuration, eight vCPU cores of the first virtual machine or
container were pinned with NUMA node 0, and second virtual machines or containers
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eight vCPU cores were pinned with NUMA node 1. It should be noted that NUMA nodes
were assigned to each VM in all of our configurations. At the end, all configurations are run
independently on the physical machine of the cloud, which is designed for pinning and
isolation purposes. The HEPSPEC06 benchmark runs simultaneously on virtual machines
or containers in single configuration.

4.4. Test-4

Similar to test-3, our fourth test case also applied test-2′s configurations, but with the
addition of enabling hyperthreading, keeping in mind that the HT-enabled VMs/containers
and vCPUs will achieve better performance compared to the previous test cases. Basic
Linux commands are used, and the kernel of the host operating system isolates all physical
hosts CPU core (excluding one). To get baseline performance, the HEPSPEC06 benchmark
is used for executing isolation cores on the cloud’s physical hosts. One-to-one strict pinning
policy is adopted for pinning the HT-enabled vCPUs of virtual machines and containers.

5. Results and Discussions

Figure 2 comprises the details of all the configurations of the first test. In this result
section, performance difference of configurations can be seen clearly. In configuration 1,
a single virtual machine or container is assigned with higher number of CPU cores and
executes the HEPSPEC06 benchmark. In the result, it can be seen that performance loss of
VMs is up to 17% while containers are up to 13%, when only comparing with results of
bare metal. Our proposed techniques demonstrate that the overall efficiency of scientific
jobs can be maximized when we minimize the number of virtual cores and increase the
number of VMs or containers. In Figure 2, configuration 5 can minimize the performance
impact as it is the result of 16 virtual machines/container (assigned a single core to each
virtual machine/container). As seen, it minimizes the performance lose impact on VMs
from 17% to 5% and on containers from 13% to 2%. The other configurations, 2, 3, and 4,
can also reduce the overall impact of performance loss. It clearly shows the difference of
performance between VMs and containers configuration; containers perform much better
than the virtual machine configuration, which is much closer to bare-metal performance.
However, it is observed that by using configuration 5, it is possible to achieve near-real-time
performance with containers in our cloud environment.
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Figure 3 shows the result of five configurations over test-2. The primary goal of this
test was to enhance the overall throughput of the physical system. Since the hyperthreading
doubles the number of cores, we often allowed HT on a physical system with 16 cores;
it doubles the cores up to 32. As illustrated in Figure 3, the efficiency of HEPSPEC06 on
the physical host (bare metal) is improved by up to 16%. This result is compared to the
physical host of test-1 having 16 physical cores. For better performance and efficiency, this
study used a similar technique of assigning cores per virtual machine or container of the
first test case (i.e., test-1) but the total number of cores doubled for each virtual machine or
container. As shown in the results, using the HEPSPEC06 benchmark, the performance
loss of VM is 18% and containers is up to 14% of configuration 1 compared to the physical
machine. With configuration 5, however, we increased the number of virtual machines
or containers with decreased numbers of cores, which improved overall performance of
VM up to 12% and container up to 10%, while comparing test-2 with configuration 1. The
size of the virtual machine or container can vary according to scientific workload so that
throughput and performance can be balanced according to requirements.
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Figure 3. HEPSPEC06 benchmark results for five configurations of test-2.

In test-3, to improve the performance of the VM or container, we applied the pinning
and isolation techniques that are implemented for both test cases and consist of five
configurations. Figure 4 depicts that the HEPSPEC06 benchmark minimized the overall
performance losses; if the number of cores per virtual machine or container decreased and
proper pinning and isolation applied, then it further reduces the impact of virtualization
from 18% to 6% and of containerization from 14% to 1.5%. It clearly shows that the
containers can give much better and near-real-time performance in a cloud environment.
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Figure 4. HEPSPEC06 benchmark results of test-3.

The results of the HEPSPEC06 benchmark shows the results of test-4. As illus-
trated in Figure 5, these results are evaluated after pinning and isolation of HT-enabled
VMs/containers and vCPUs for the second test case. The results of test-2 show the iden-
tical numbers given by using configuration 5, then configuration 1, and others. We can
achieve near-real-time performance of the virtual machine with the difference of only 6%
in comparison to bare metal (physical machine). The performance of the container is much
closer to bare metal with only a difference of 2%, and it can be considered as near real-time
with enabling HT, isolation, and pinning techniques.
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Finally, the average performances of virtualization and containerization are tested
and comparative analysis of each test case is calculated. As illustrated in Figure 6, test-3,
using pinning and isolation with all configurations of second test case (i.e., test-2), can
achieve improved efficiency in the cloud environment compared to the other test cases.
The average performance of virtual machines increases up to 20% while containers up to
25% compared with the other test cases. This test case can also be used for the scenario
with the mixed size of virtual machines or containers required for scientific jobs. In a cloud
computing environment, pinning and isolation help to enhance overall throughput. The
proper selection mechanism of vCPU cores along with pinning and isolation can improve
the throughput and performance of containers as well as VMs in cloud environments for
scientific jobs.
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6. Conclusions

In this paper, we discuss the issues which are related to efficiency and throughput
of virtual machines and containers. The performance overhead problems to scientific
workloads in a cloud computing environment are evaluated with our configuration scenar-
ios. We propose an approach that combines the four techniques and improves the overall
throughput and performance of virtual machines and containers. We present a balanced
view of efficiency and throughput for virtualization and containerization. Our analysis
and experience can enable VMs or containers to create a cloud-based environment that can
deliver the scientific workloads. One of the most promising benchmarks, HEPSPEC06, is
used for performance evaluation, enhancements, and accomplishments in cloud computing
environments. Our experimental results show that the overall performance and efficiency
of VMs and containers can be enhanced only when we choose the minimum cores for a
VM or container, and overall throughput of CPU cores is also able to be maximized when
we make hyperthreading enabled. Pinning and isolation of physical hosts’ CPU cores can
further enhance performance in the cloud environment, especially for containerization.
This research finds that there is a need for tuning in the virtualization and containerization
layers that directly affect the performance in order to achieve the best performance and
increase the throughput of virtual machines and containers.
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Although our benchmarking is valuable in a data-intensive cloud computing envi-
ronment, it should be noted that our benchmarking has a limitation. The experimental
results described in this paper are evaluating the differences among bare metal, VM, and
container in a cloud-based scientific computing environment. Since HEPSPEC06 mainly
focuses on science-oriented computing, applications of benchmarking may be limited when
comparing with other similar benchmarks that do not seriously consider a data-intensive
environment like high energy physics. Therefore, meaningful future research would be
to find and evaluate specific working applications that show performance gaps between
HEPSPEC06 and other benchmarking tools.
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