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Abstract: The electrocardiogram (ECG) is widely used for the diagnosis of heart diseases. However,
ECG signals are easily contaminated by different noises. This paper presents efficient denoising and
compressed sensing (CS) schemes for ECG signals based on basis pursuit (BP). In the process of
signal denoising and reconstruction, the low-pass filtering method and alternating direction method
of multipliers (ADMM) optimization algorithm are used. This method introduces dual variables,
adds a secondary penalty term, and reduces constraint conditions through alternate optimization
to optimize the original variable and the dual variable at the same time. This algorithm is able
to remove both baseline wander and Gaussian white noise. The effectiveness of the algorithm is
validated through the records of the MIT-BIH arrhythmia database. The simulations show that the
proposed ADMM-based method performs better in ECG denoising. Furthermore, this algorithm
keeps the details of the ECG signal in reconstruction and achieves higher signal-to-noise ratio (SNR)
and smaller mean square error (MSE).

Keywords: electrocardiography (ECG); signal denoising; baseline wander; alternating direction
method of multipliers (ADMM); compressed sensing (CS); basis pursuit (BP)

1. Introduction

Noise removal is a fundamental problem in signal processing. Electrocardiography
(ECG) is a vital biomedical tool for heart disease diagnosis. ECG is a noninvasive technique
which is a safe, harmless, and quick method of cardiovascular diagnosis. The accuracy
of the information extracted from a signal requires proper characterization of waveform
morphologies and that they are not contaminated by noises [1–3]. However, ECG is a
fairly weak electric signal, and its amplitude is usually in the millivolt level. ECG noises
include interference by the instrument itself, baseline wander, human activities, and other
factors in the signal. Baseline wander is the most common noise in ECG signals, which
has greatest interference to its amplitude. It usually causes the signal to deviate from
the normal baseline level, affecting the ST segment and small waves such as P wave
and T wave, etc. The changes of these morphological waves can seriously interfere with
disease diagnosis [4–6]. The main cause of baseline wander is the effect of breathing.
Compared with ECG signals, baseline wander is a low-frequency noise, with a frequency
of 0.05~2 Hz [7].

Several techniques have been reported in the literature to address ECG components
contaminated with different noises. Some solutions have been proposed, such as adaptive
filter architecture, wavelet transform, neural networks, and nonlinear filter banks. Several
ECG compression techniques have been developed in recent years, most of which are based
on lossy schemes for their higher compression ratio [8]. These techniques have also been
used to extract a noise-free signal from noisy ECG.

Compressed sensing (CS) is a data sampling technology which has emerged in recent
years. Its main idea is to reconstruct and restore the signal with less sampled data [9–12].
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CS subverts the traditional signal sampling method. It uses the sparse representation of the
signal to ensure the main structure of the original signal, and then uses the reconstruction
algorithm to accurately reconstruct the original signal. Some papers about image denois-
ing schemes have been proposed using the CS methods. Ref. [13] introduced a family
of entropy-based sparsity measures in the performance of the BP denoising algorithm.
This paper offered a new deconvolution-based method for estimating unknown sparsity,
which was more applicable and reliable. In [14], a new approach was proposed for level-
set formulations, including basis pursuit denoising and residual-constrained low-rank
formulations. Ref. [15] presented a mathematical reasoning for improvement using the
Kronecker-based recovery over standard CS recovery procedure. Compared with the
standard Kronecker-based recovery technique, this technique resulted in improvement in
the quality of recovered measurements.

This article adopts CS theory for signal denoising, restores the original ECG and
completes the noise removal according to the advantages of basis pursuit (BP) [16,17].
BP is a method in the field of sparse signal reconstruction [18]. The classic BP algorithm
denoises the signal containing Gaussian white noise, so as to achieve the purpose of signal
reconstruction [19]. It has a better denoising effect on Gaussian white noise. The classical BP
model cannot fully adapt to the impulse noises mentioned above, so it needs improving [20].
In [21], a distributed algorithm is proposed to solve the optimization problem by BP.
It solved BP on a distributed platform such as sensor networks and aimed to minimize
the communication between nodes. It sought to obtain the sparsest representation of the
signal from the set of complete functions, that is, to accurately represent the original signal
with as few bases as possible, so as to obtain the intrinsic characteristics of the signal.
The BP method uses the norm of the representation coefficient as a measure of signal
sparsity, and defines the signal sparsity representation problem as a kind of constrained
extreme value problem by minimizing the L1 norm, and then transforms it into a linear
programming problem for solution. In contrast, the BP method has been little considered
for ECG denoising.

Alternating direction method of multipliers (ADMM) is a computational framework
for solving separable convex optimization problems [22]. ADMM is a simple but powerful
iterative regularization algorithm that can be regarded as an attempt to combine the
advantages of augmented Lagrangian methods and dual decomposition for constraint
optimization [23,24]. Some research studies in [25], Ref. [26] considered ADMM, which was
well suited to the distributed computation model for optimizing a sum of convex objective
functions corresponding to multiple agents. Ref. [27] used the ADMM to reconstruct
piecewise-smooth distributed parameters of elliptical partial differential equations from
noisy and linear observations of the underlying field. The distributed parameters are
estimated by solving an inverse problem with total variation regularization. The following
paper [28] built an ADMM algorithm model to solve the inverse problem of ECG. It adopted
the method of neural network training. Ref. [29] has developed a learning scheme for
signal denoising using ADMM in which a single shrinkage function is constrained to
be antisymmetric, firmly non-expansive, and learning from data via a simple projected
gradient descent to minimize reconstruction error. Chan [30] proposed the Plug-and-Play
ADMM algorithm. The papers mentioned above mainly deal with image processing.

In this paper, the ECG signal denoising and reconstruction method is proposed
according to the BP algorithm and ADMM optimization (BP-ADMM). ADMM is used
to transform the multi-variable non-convex optimization problem into an optimization
problem for sub-problems, which reduces the computational complexity and difficulties.

The major contributions of this paper are summarized as follows:

(1) In view of the phenomenon of large errors in signal reconstruction, the compressed
sensing BP signal reconstruction algorithm is adopted. We constructed the measure-
ment matrix and established the basis pursuit denoising (BPDN) mode considering
the characteristics of ECG signals.
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(2) This paper proposes the BP-ADMM algorithm, which overcomes the problems of low
reconstruction accuracy. This method introduces dual variables, reduces constraint
conditions, and achieves the purpose of optimizing the original variable and the dual
variable at the same time through alternate optimization.

(3) A low-pass filter matrix is constructed for baseline wander correction and denoising
through a zero-phase filter. The results show that the issue of the peak underestima-
tion of the ECG signal is effectively improved, and the performance of the algorithm
is systematically proposed.

(4) The rest of this paper is organized as follows. The related techniques and mathe-
matical methods are presented in Section 2. Section 3 introduces the system model.
Section 4 shows the algorithm set-up process as well as the ECG signal denoising and
reconstruction process. A detailed description of the simulation results under various
algorithms is provided in Section 5, and Section 6 is the conclusion.

2. Technical Background
2.1. Basis Pursuit

In the theory of CS, the number of observations is much smaller than the length of the
signal, so the signal reconstruction is faced with the problem of solving underdetermined
equations. In order to solve this problem, the BP algorithm is proposed. The BP algorithm
is a new method in signal sparse representation and also a principle of global optimiza-
tion [14]. The observation matrix has restricted isometric properties (RIP). Moreover, RIP
also provides a theoretical guarantee for accurately recovering signals from observed val-
ues. The classical basis pursuit algorithm is based on the above principles to achieve the
purpose of reconstruction and Gaussian white noise denoising. At present, the basis pursuit
method has good applications in the field of one-dimensional signal processing [31–33].
In the case of noisy observations, the model is as follows:

y = Mx + f + n (1)

where x ∈ Rn is an unknown vector, y ∈ Rm is the measuring signal, the baseline wander
f , and the Gaussian white noise n. M ∈ Rm×n is the perceptual matrix, and the goal is to
recover the unknown vector x from the noisy signal y.

2.2. Review of the ADMM Method

The ADMM method is an algorithm for constraint minimization. ADMM is a powerful
technique in linearly constrained optimization problems for splitting a large problem into
smaller ones. It has been widely used in many areas including machine learning, signal
processing, and other fields [34–37]. It can be decomposed into several sub-vectors, that is,
its objective function can also be decomposed into:

f (x) =
r

∑
i=1

fi(x), xi ∈ Rni ,
r

∑
i=1

ni = n (2)

with variable x ∈ R, and where f are convex. Then the large-scale optimization problem
can be transformed into the distributed optimization problem. Accordingly, the equality
constraint matrix Ax = b is also divided into:

A = [A1, A2, . . . , Ar], Ax =
r

∑
i=1

Aixi = b (3)

where A ∈ Rr×n is the measurement matrix, and b ∈ Rr is the projection vector. Therefore,
the augmented Lagrange objective function Lρ(x, λ) can be written as follows:

Lρ(x, λ) =
r

∑
i=1

(
fi(xi) + λT Aixi − λTb +

ρ

2

∥∥∥∥∥ r

∑
i=1

(Aixi)− b

∥∥∥∥∥
)

(4)
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where ρ > 0 is the penalty parameter, λ > 0 is a regular term parameter, and Lρ is the
standard Lagrangian for the problem. The penalty function obtained is still the same as that
obtained in the augmented Lagrange multiplier method. Then, the dual ascending method
is adopted to obtain a decentralized algorithm that can carry out parallel operations:

xk+1
i = argminLi(xi, λi), i = 1, 2, . . . , r (5)

λk+1 = λk + ρk

(
r

∑
i=1

Aixk+1
i − b

)
(6)

The xi can be updated independently, because xi updates are done in an alternating
or sequential manner, and they are alternating direction multiplicators.

3. System Model

The ECG signal is a multi-segment sequential, periodic signal. The value of the
signal generally appears as a signal close to zero, and its waveform is composed of abrupt
peaks returning to the baseline. The ECG signal appears as a form of sparse waveform
distribution, and the signal has a certain periodicity. When the ECG signal is calculated by
the third-order difference, it can be obtained that most of the values in the difference signal
have tended to or approximated to zero. Therefore, the ECG signal can be regarded as a
sparse signal.

An ECG recording signal affected by noise and baseline wander after collection can be
viewed as the following three parts: the original clean ECG signal x; the baseline wander f ,
and the Gaussian white noise n. Therefore, a mixed signal of length N can be modeled as
follows:

y = x + f + n (7)

When the signal itself is sparse or close to sparse representation, signal processing
can be performed by the sparse optimization correlation method. It is well known that the
L norm [38] is a representative of convex sparsity. The problem of sparse signal recovery
can be transformed into an optimization problem for the following objective function.
Therefore, the problem of sparse noise reduction is attributed to the optimization of the
norm of the problem of minimization under the condition of data fidelity.

minF(x)
x∈X

=
1
2
‖y−Mx‖2

p + α‖x‖1 (8)

where ‖•‖p denotes p norm, α is the regularization factor, M is the measurement matrix,
and the row vectors are orthogonal to each other. According to the signal model, the non-
convex optimization problem of sparse signal estimation is expressed as a basis tracking
denoising problem model, in which regularization parameters and signal norm control
errors and sparsity are introduced.

4. Denoising Methods
4.1. BP Denoising

BP denoising (BPDN) is now mainly applied to image processing denoising, signal
recovery, and reconstruction [39]. It is a typical noise reduction method based on the sparse
signal model. It is defined by the minimization of a convex cost function that contains
a quadratic data truth term and a nondifferentiable convex penalty term, whose penalty
term is a compound term of a linear operator and a L1 norm [40]. When the signal or its
differential signal is sparse, the noise in the signal can be effectively suppressed, which can
be regarded as a convex optimization problem with quadratic data fidelity.

The BPDN algorithm extracts a subset y from the columns of M, and its goal is to
minimize the number of extracted columns or minimize the number of non-zero items in
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the vector x. The x is reconstructed from the noisy data y. The BPDN algorithm transforms
Equation (8) into the following optimization problem:

min
1
2
‖y−Mx‖2

2 + λ‖x‖1 (9)

In the BPDN model, the signal can be regarded as a linear combination of multiple ba-
sis functions. Most of the basis function coefficients are zero, while only a few of them have
non-zero coefficients. The basis function here is called the atom, and all the combinations of
atoms are called dictionaries. When the number of atoms in the dictionary is greater than
the signal dimension, the dictionary is overcomplete or redundant. Sparse representation is
to find the optimal solution in the whole signal space by redundant dictionary according to
the sparse metric standard. The typical sparse metric is L0. The commonly used measure-
ment matrix is the Gaussian random matrix. It has been proved that the high probability of
such a matrix satisfies the RIP property [41]. Therefore, when the Gaussian random matrix
is used to observe the original signals, the original signals can be accurately recovered from
the measured value with a very high probability through the reconstruction algorithm.

The measurement matrix plays an important role in CS and signal reconstruction.
The reconstruction error is smaller if the performance of the measurement matrix is bet-
ter [42]. The measurement matrix M makes the dimension of ECG signals reconstructed
from L measured values such as Figure 1. The measurement matrix M can be established
according to the length of ECG signals N and the number of measurements L. So M is a
matrix of L× N. In this model, considering the periodic pulse characteristics of the ECG
signal on the time series and the need for real-time performance, an analysis dictionary is
selected and constructed using short-time Fourier transform (STFT) [43].

y = Mx = Mψs (10)

where Mψ satisfies the RIP feature. That is, for any sparse signal x and constant ξ, ξ ∈ (0, 1),
then 1− ξ ≤ ‖Mx‖2

2/‖x‖2
2 ≤ 1 + ξ. The initial observation matrix M is a full-rank matrix.

The row vectors of the measurement matrix M meet the orthogonal characteristics, and the
energy is equal. That is

N

∑
k=1

Mi,k Mj,k =

{
0, i 6= j
E, i = j

(11)
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The M column vector of the measurement matrix is normalized, namely:

L

∑
i=1

M2
i,k = 1. k= 1, 2,.......L (12)

Figure 2 shows the BP signal reconstruction and BPDN denoising process. Figure 2a
shows the original ECG signals. Figure 2b is the signal reconstruction through BP algorithm.
It can be seen from Figure 2c that the measurement process amplifies the variance of the
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original noise component, which is the phenomenon of noise folding. This is mainly
because the compression measurement process aliases the noise corresponding to the zero
component of the sparse signal into the signal, making the noise multiplied. The power
of the sparse signal remains basically unchanged after being compressed and measured,
resulting in a sharp drop in the signal-to-noise ratio and affecting the performance of
compressed sensing reconstruction. It can be seen from Figure 2d that the noise reduction
effect of the BPDN algorithm is not ideal.
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4.2. Low-Pass Filter MATRIX Construction

Digital filters are mainly divided into finite impulse response (FIR) filters and infinite
impulse response (IIR) filters. For a FIR filter, the impulse response decays to zero in a finite
time, and its output depends only on the current and past input signal values. Finite length
unit impulse response filter, also known as non-recursive filter, is the most basic element
in digital signal processing systems [44]. It can guarantee arbitrary amplitude-frequency
characteristics while having strict linear phase-frequency characteristics. Meanwhile, its
unit sampling response is finite length, so the filter is a stable system. Therefore, FIR filters
are widely applied to communication, image processing, pattern recognition, and other
fields.

Our goal is to extract a clean signal x from the noisy signal y. In order to achieve
this, the common solution is to use a traditional linear low-pass filtering system. We use
a zero-phase filter because it can reduce the noise in the signal while keeping the QRS
waveform from shifting after noise reduction. The transfer function of the zero-phase
filter is:
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H(Z) =
Y(Z)
X(Z)

=

N
∑

i=0
aiZ−i

1−
N
∑

j=1
bj−1Z−j

(13)

The effect of a linear time invariant (LTI) system on the input signal is to change the
complex amplitude of each frequency component in the signal. The nature of this effect can
be understood in detail by using the modulus phase representation to look at this effect.
Take the discrete time situation as an example:∣∣∣Y(ejw

)∣∣∣ = ∣∣∣H(ejw
)∣∣∣•∣∣∣X(ejw

)∣∣∣ (14)

where
∣∣H(ejw)∣∣ is called the gain of the system. The effect of an LTI system on the input

Fourier transform model is to multiply it by the modulus of the system frequency response.
The phase shift of the system can change the relative phase relationship among the compo-
nents in the input signal, so that even if the gain of the system is constant for all frequencies,
it is possible to produce great changes in the time-domain characteristics of the input.
The vectorized output after filtering the input noise-containing data y is: y = Hx [45].

4.3. BP-ADMM Methods

In this section we formulate our problem and derive an efficient distributed optimiza-
tion algorithm via ADMM. In the case of noise, according to Equations (7) and (9) of the
paper, it can be concluded that:

x̃ = argmin
x
||x||1, s.t.‖y−Mx‖2

2 ≤ ε (15)

where ε represents a very small normal number error. In addition, according to the La-
grange multiplier theorem, a constant λ can be introduced to make the above optimization
problem with constraints become an unconstrained minimization problem. Firstly, we set
up the objective function:

x̃ = L(x, λ) = argmin
x

1
2
‖y−Mx‖2

2 + λ‖x‖1 (16)

In order to apply the ADMM to the BP method, we first transform the ADMM formula
to an equivalent constrained problem. Then according to yy = Hx of Section 4.2, it can be
described as the following formula:

minF(x)
x∈X

=
1
2
‖y−Mx‖2

2 + λ
∥∥H−y

∥∥
1 (17)

We introduce new variables z = Ax. Then the ECG denoising and reconstruction
problem can be transformed into an unconstrained form, and the corresponding augmented
Lagrange function is:

Lρ(x, y, z, λ) =
r

∑
i=1

(
‖z‖+ λT(Mx− y) +

ρ

2
‖Mx− y‖2

2 + uT(Ax− z) +
µ

2
‖Ax− z‖2

2

)
(18)

where λ is a dual variable, and ρ is the penalty operator. Use the alternate direction
multiplier of the ADMM algorithm to solve the problem. Therefore, the variables x and z
are updated in sequence, and then the dual variables are updated. In the second step of
ADMM, substituting the augmented Lagrange function in Equation (18) into the ADMM
algorithm framework shown in Equation (15), the new ADMM algorithm process can be
drawn as:

x(k+1) = argmin
x

(
λT(Mx− y) +

ρ

2
‖Mx− y‖2

2 + vT(Ax− z) +
µ

2
‖Ax− z‖2

2

)
(19)
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z(k+1) = argmin
z

(
‖z‖+ λT(Ax− z) +

ρ

2
‖Ax− z‖2

2

)
(20)

λ(k+1) = λk + ρ(Mxk − yk) (21)

v(k+1) = vk + µ(Axk − z) (22)

Let us define:

Gk(x) = λT(Mx− y) +
ρ

2
‖Mx− y‖2

2 + vT(Ax− z) +
µ

2
‖Ax− z‖2

2 (23)

Obviously, to derive Gk(x) in Equation (18) with respect to x, the derivation process is
as follows:

dGk(x)
dx

= MTλ + ρMT(Mx− y) + ATv + µAT(Ax− z) (24)

Finally, we update the dual variables. Let Equation (24) be 0, and then we get:

x(k+1) =
(

ρMT M + µAT A
)−(

µATzk + ρMTyk −MTλ− ATv
)

(25)

z(k+1) = argmin
z

(
‖z‖+ λT(Ax− z) +

ρ

2
‖Ax− z‖2

2

)
(26)

The multiplier term and the penalty term are completely squared, and after discarding
some constant terms, the optimization sub-problem can be transformed into:

z(k+1) = argmin
z
‖z‖+ ρ

2

∥∥∥∥Ax− z− λ

ρ

∥∥∥∥2

2
(27)

In addition, the soft threshold function, the soft threshold operator S is defined as

Sso f t(x, T) =


x + T x ≤ −T
0 |x| ≤ T
x− T x ≥ T

(28)

Its iterative process turns into a soft threshold for point-by-point operation:

z(k+1) = S 1
ρ

(
Ax +

λ

ρ

)
(29)

But different from the general iterative algorithm, the ADMM algorithm is a dual-
condition stop threshold judgment on the stop criterion of iterative convergence, that
is, both the original problem residual and the dual residual must reach the convergence
threshold.

In the ADMM algorithm, the selection of parameters λ and ρ have a relatively im-
portant impact on the accuracy of the image reconstruction algorithm [46]. In the image
solution process, it is necessary to select a more appropriate balance factor λ value to
maintain the balance between the regular part and the fidelity part. It is also necessary to
select a more appropriate penalty parameter ρ value to determine the convergence of the
iterative reconstruction, and the current academic circle does not propose a clear selection
method for these two parameters, being only based on the balance of the fidelity term
and the regular term. The selection of parameters is estimated, and the optimal value
is selected according to the experiment. Therefore, in order to improve the accuracy of
the signal generated by the iterative reconstruction process, this section has conducted
multiple experiments to study the influence of the values of the two parameters λ and ρ

on the experimental results of the ADMM algorithm, and obtained relatively appropriate
parameter values.
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5. Denoising Experiments
5.1. ECG Database

The algorithm in this paper is mainly verified by the currently popular MIT-BIH ECG
database. In order to better simulate the patient’s ECG signals in the real state, we artificially
add noises of different amplitudes. The MIT-BIH noise stress test database provides three
common ECG noise signals: baseline drift, power-line interference, and motion artifacts.
The frequency range of the first baseline drift is between 0.02 Hz and 2 Hz. The first
baseline drift as the noise source is more representative [47]. Superimposing different
signal-to-noise ratio (SNR) Gaussian white noise on ECG signals simulates the ECG with
noises in the real state. We add different SNR noises during the experiment.

5.2. Performance Analysis

The existing literature generally uses signal-to-noise ratio and mean square error to
measure the quality of the noise reduction effect [48]. In order to effectively evaluate the
noise reduction effect of the algorithm proposed in this article and compare it with the
existing algorithm, this article uses the following defined evaluation indicators. The output
signal-to-noise ratio is defined as follows:

SNR = 10 ∗ log10(
∑i=N

i=1 [x(i)2]

∑i=N
i=1 [x(i)−_

x (i)]
2 ) (30)

The mean square error is defined as follows:

MSE =
1
N

i=N

∑
i=1

[x(i)−_
x (i)]

2
(31)

5.3. Simulation Results

We evaluate the denoising performance of our method in this section. To perform a
comprehensive study of the proposed method, we consider different numbers of ECG data.
We also study the performance of the BP-ADMM algorithm according to SNR and MSE in
order to demonstrate its ability.

The first group of ECG data in the MIT-BIH arrhythmia database is recorded in file No.
100. The data in this group of data contain little noise and abnormal heart beats. This group
of ECG data is preprocessed to obtain the first length 3000 pure ECG signal x in Figure 3a,
which is linearly superimposed with the first baseline wandering noise in the BW file to
obtain a noisy ECG signal y in Figure 3c.
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The blue line represents the noisy signal, and the solid red line represents the signal
after filtering the baseline wander noise and Gaussian white noise in Figure 4. It can be seen
from the figure that after the algorithm filtering in this paper, the ECG signal that initially
deviated from the baseline level returns to the baseline level, and the Gaussian white noise
is effectively removed, which proves that the BP-ADMM algorithm can effectively remove
baseline wander noise and Gaussian white noise. Before denoising, due to the large amount
of white noise and baseline drift in the initial signal, the waveform diagram basically does
not show the original characteristics of the ECG signal. However, after processing by the
proposed algorithm, the waveform characteristics of pulse signals can be easily seen.
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In order to further verify the effect of denoising, the values of the SNR before and
after denoising of the pulse signal are calculated, respectively. The calculation results are
shown in Table 1.

Table 1. (Signal-to-noise ratio) SNR and mean square error (MSE) comparison results.

MIT-BIH No. 100 103 213

BP-ADMM 5 dB SNR 14.71 14.86 13.92
MSE 0.003 0.004 0.024

15 dB SNR 15.13 16.02 14.37
MSE 0.002 0.002 0.003

Wavelet 5 dB SNR 5.3124 4.85 7.49
MSE 0.0248 0.086 0.127

15 dB SNR 9.7863 5.14 8.22
MSE 0.1002 0.082 0.107

Average 5 dB SNR 2.3397 2.3837 3.0389
MSE 0.5093 0.5177 1.1896

15 dB SNR 3.2910 3.3011 3.4347
MSE 0.2667 0.3071 0.9611

TV 5 dB SNR 4.6338 4.8580 9.2792
MSE 0.3025 0.3064 0.2838

15 dB SNR 10.7101 11.2702 12.7509
MSE 0.0481 0.0483 0.0706

Table 1 is a comparison of SNR and MSE after filtering with wavelet, mean, and total
variation (TV) noise reduction algorithms. In Table 1, the wavelet transform and the mean
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value method are not very effective in filtering Gaussian white noise, but the TV transform
shows a good denoising effect. Even so, the denoising effect of the algorithm proposed in
this article is still better than the three denoising algorithms mentioned above. The data in
Table 1 show that the signal-to-noise ratio after denoising has been significantly improved
compared to the ratio before denoising. The larger the value of the signal-to-noise ratio, the
better the denoising effect, which indicates that the algorithm in this paper can effectively
suppress a variety of noises and achieve a good denoising effect. We calculate the mean
SNR of the above 28 pieces of ECG data shown in Table 2. Among them, the mean SNR
of BP-ADMM is 7.129 which is the biggest among the four methods. This experiment is
performed under the noise data input 5 dB.

Table 2. SNR comparison results.

Wavelet Average TV BP-ADMM

mitdb/105 5.476 2.4294 4.9172 6.3297
mitdb/106 5.5671 2.433 5.4115 5.8936
mitdb/107 11.3446 3.2118 11.6603 11.6715
mitdb/108 4.4446 2.2665 4.2473 4.8901
mitdb/109 7.798 2.8677 7.6668 8.1662
mitdb/111 3.0188 1.8348 2.7679 3.6756
mitdb/112 11.7158 3.2256 11.432 12.0141
mitdb/113 6.647 2.7342 6.4469 6.7013
mitdb/114 2.9079 1.739 2.5118 3.5163
mitdb/115 7.785 2.8554 7.5518 7.9067
mitdb/116 13.2353 3.3241 13.0733 13.6521
mitdb/117 11.2684 3.1911 10.6218 11.8165
mitdb/118 12.1504 3.2713 11.8001 13.1671
mitdb/119 12.4043 3.2694 11.8452 12.9172
mitdb/200 6.3196 2.6159 6.0043 6.7027
mitdb/201 3.6453 1.9371 3.2885 4.0273
mitdb/202 2.9598 1.7462 2.4286 3.7509
mitdb/203 6.0959 2.6427 5.8747 6.9253
mitdb/205 5.8739 2.4731 5.322 6.0851
mitdb/207 5.0551 2.405 4.8458 5.6361
mitdb/208 7.4163 2.821 7.4943 8.1552
mitdb/209 3.6206 1.9473 3.2982 4.7622
mitdb/210 3.5107 2.0053 3.2245 4.1386
mitdb/212 4.753 2.2869 4.5983 5.126
mitdb/231 3.9913 2.0872 3.6602 4.5625
mitdb/232 3.0207 1.7841 2.2933 3.6549
mitdb/233 8.7804 2.9848 8.5975 9.2172
mitdb/234 4.0129 2.1281 3.6201 4.5516
Mean SNR 6.6006 2.5185 6.3037 7.129

In order to verify the effectiveness of the noise reduction algorithm proposed in this
paper, we compare it with TV, wavelet, and mean filtering methods with different SNR
noises. Figures 5 and 6 show the results. It can be seen from Figures 6 and 7 that the
algorithm proposed in this paper performs better in preserving the detailed features of
ECG signals after noise reduction. The guidance signal constructed by this method can
contain most of the morphological characteristics of the original ECG signals. However, the
algorithm proposed in this paper can filter the electrode interference noises very well while
retaining the original morphological characteristics of the P wave and T wave. However,
the reconstructed ECG signals offset the original signals and many stair-case artifacts,
which cannot retain the detailed features from the other filtering methods. The noise
reduction differences among these algorithms are shown in Figure 7.
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6. Conclusions

In order to better remove baseline wander interference and Gaussian white noise, a BP-
ADMM algorithm is proposed for ECG denoising and reconstruction through combining
low-pass filtering and CS recovery. The BP-ADMM algorithm is studied on the basis of the
traditional BP algorithm, which reconstructs the ECG signals with denoising. The method
introduces dual variables, adds a secondary penalty term, and reduces constraint conditions
through alternate optimization to optimize the original variables and the dual variables
at the same time. The dual decomposition method improves the calculation speed by
decomposing the objective function in parallel. The effectiveness of the algorithm is
verified by the records from the MIT-BIH arrhythmia database. The experiments show that
this denoising method can effectively remove baseline wander interference and random
Gaussian white noise in ECG signals. The proposed framework outperforms the wavelet
and average algorithms in SNR and MSE. The waveform of ECG signals is much smoother
and more details are preserved.
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