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Abstract

:

A navigation system using a binaural bone-conducted sound is proposed. This system has three features to accurately navigate the user to the destination point. First, the selection of the bone-conduction device and the optimal contact conditions between the device and the human head are discussed. Second, the basic performance of sound localization reproduced by the selected bone-conduction device with binaural sounds is confirmed considering the head-related transfer functions (HRTFs) obtained in the air-borne sound field. Here, a panned sound technique that may emphasize the localization of the sound is also validated. Third, to ensure the safety of the navigating person, which is the most important factor in the navigation of a visually impaired person by voice guidance, an appropriate warning sound reproduced by the bone-conduction device is investigated. Finally, based on the abovementioned conditions, we conduct an auditory navigation experiment using bone-conducted guide announcement. The time required to reach the destination of the navigation route is shorter in the case with voice information including the binaural sound reproduction, as compared to the case with only voice information. Therefore, a navigation system using binaural bone-conducted sound is confirmed to be effective.
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1. Introduction


As of 2015, approximately 36 million people were reported to be blind, 217 million people were reported to have moderate to severe visual impairment, and 189 million people were reported to have mild visual impairment [1]. Furthermore, according to the WHO (World Health Organization), in 2019, 2.2 billion people were reported to be visually impaired or blind, and the number of visually impaired people was reported to be increasing [2]. As indicated by these reports, the number of people with visual information impairment is expected to continue to increase. These people do not have access to information from sight and, therefore, need to rely on information from senses other than sight while moving through the city. The safety of walking for such individuals is secured through the use of white canes and various types of sound information.



A visually challenged person perceives the environmental situation using information obtained from sensory organs other than the eyes in all cases, but, especially, when walking in the city, the individual uses information obtained from the auditory and tactile senses. Tactile information is mainly obtained through a white cane and from the unevenness of the ground through the soles of the feet, whereas auditory information is mainly obtained from sounds of approaching cars and other moving objects, footsteps of others, and signal sounds in public spaces. The type of object or its relative position may be determined from the sound, whereas in cases related to human echolocation, the existence of an object is recognized by the sound reflected from obstacles, such as walls [3,4]. According to Rowan et al. [4], humans have been found to use echoes to detect objects. As for the sense of the directionality of objects, Nilsson and Schenkman [5] showed that blind people are more sensitive to binaural sound localization than sighted people. As mentioned above, visually impaired people indirectly detect morphological characteristics in their surrounding environment based on information of sounds in their environment.



In such a situation, various technologies have been proposed to increase the mobility of visually impaired people. Electronic aids for the mobility problems of blind people have been investigated since the 1960s [6]. Hub et al. investigated a new system that assists blind users in orientating themselves in indoor environments [7]. Ding et al. then presented a new blind navigation system [8] for traveling in a city using an RFID (Radio Frequency Identification) tag and wireless and mobile communication. Fernandes et al. newly developed the nav4b system, which combines guidance and navigation with object recognition by extending the traditional aids of the white cane and a smartphone [9]. Dunai et al. presented a new electronic travel aid “acoustic prototype” using a binaural reproduction technology [10] with air-borne sound. In contrast, Rodríguez et al. proposed an obstacle detection and warning system by bone-conduction acoustic feedback to assist visually impaired persons [11].



In recent years, bone-conducted sound technology has been used in various fields. An implantable bone-conducting hearing aid device [12] for people with conductive hearing loss due to damage to the ear canal or middle ear system has been broadly used. On the other hand, this technology has also been widely used in various industries, targeting people, including not only hearing-impaired people, but also healthy people. For example, such systems are used as a communication devices in noisy workplaces [13]. Bone-conducted sound is transmitted via different sound transmission paths as compared to air-borne sound. Since we can acquire information by bone-conducted sounds while also hearing environmental sounds, this system can be applied to the guidance of visually impaired people in the city. Walker and Lindsay studied the navigation performance with bone-conducted sounds inside a virtual environment [14]. The bone-conducted navigation sounds [11,14] are used to increase the ability to hear environmental sounds. Although, the applicability of the presented bonephones to efficient audio navigation was confirmed, the importance of spatialization algorithms using such a database of HRTFs (head-related transfer functions) was also mentioned [14]. Head-related transfer functions are generally used to investigate sound localization by air-borne sound transmission, and the detailed mechanisms of the HRTFs are investigated [15]. This concept may also be applied to bone-conducted sound transmission. Purcell et al. experimentally investigated the bone-conduction transfer functions inside human heads using otoacoustic emissions [16]. In contrast, Chang et al. numerically developed a whole-head human finite-element model to simulate the transmission of the bone-conducted sound [17]. McBride et al. developed head sensitivity mapping to investigate the bone conduction reception by a human head [18].



Although the abovementioned studies have been conducted, binaural reproduction technology in the bone-conducted sound field has not been established, as compared to that in air-conducted sound. Moreover, this technology cannot be applied to localization in the direction of clock positions every 30° in the horizontal plane, which is generally used by visually impaired people when they recognize the direction. Therefore, a navigation system that uses binaural bone-conducted sound reproduction has not yet been put into practice. If the accuracy of the binaural reproduction technique using bone-conducted sounds can be improved to the level of that using air-conducted sounds, then this improvement in accuracy will be greatly beneficial to both healthy and visually impaired people.



In the present study, we develop an auditory navigation system based on binaural bone-conducted sound and obstacle-detection techniques. First, the system reproduces the bone-conducted sound of a voice announcement, i.e., in which direction to move at each corner point. A binaural flashing sound that indicates the direction of the next movement near the corner point is reproduced as the bone-conducted sound, in addition to the voice announcement. The appearance of objects such as other walking people is then announced. Such objects can be detected by the you only look once detection algorithm. Here, a binaural warning sound indicating the direction of the object can be reproduced by bone-conducted sound in addition to the announcement of the appearance of objects. To investigate this navigation system, first, a panning scheme is adopted for the binaural bone-conducted sound to improve the sound localization performance, and the misjudgment of the perceived direction is effectively decreased, especially under a panning angle of 20°. Second, an efficient warning sound is designed through a subjective evaluation investigation in three phases. Through a basic investigation of Phase 1, the risk factor, which is most important as a warning sound, is the highest as a result of the subjective evaluation experiment by the semantic differential method, for the case in which the sound is reproduced as a square wave at a single frequency of 1.2 kHz. Then, in Phases 2 and 3, the appropriate setting of the on/off timing of the square wave reproduction is investigated so that both of the risk and comfort factors have a relatively higher score. Finally, a navigation experiment is conducted using the proposed system, including the obtained panned bone-conducted binaural sound and the efficient warning sound, and the effectiveness of the proposed system was investigated.




2. Proposed Navigation System


An outline of the navigation system developed in the present study is shown in Figure 1. As shown in Figure 1a, this system consists of a bone-conduction device and a camera (RealSense 435i) for obstacle identification mounted on the head and has a GPS (Global Positioning System) for location identification and a PC (Personal Computer) to control the navigation system. The detailed composition of the devices on the head is shown in Figure 1b, whereas that in the waist bag is shown in Figure 1c.



In this apparatus, the camera firstly monitor the view in front the subject. Then, object detection in front of the subject is performed by using CNN (Convolutional Neural Network). The information related to the object can be announced to the subject by the bone-conducted sound. Secondly, by using the GPS connected to the PC (Arduino Leonardo), the self-location of the subject can be estimated. Then, the route from the location of the subject to the destination is calculated and announced from the by the bone-conducted sound. From the next section, the verification of the sound image localization performance, the design of the warning sound, and finally the navigation experiment to verify the validity of the system will be discussed.




3. Sound Localization Performance of Panned Binaural Sound


The investigated system navigates using a guidance voice that informs the user as to which direction to walk. Then, to increase the perception of the direction of walking, binaural sound reproduction based on bone conduction is applied.



3.1. Details of the Bone-Conduction Device


As a reproduction method of the bone-conducted sound, there are two types of conduction scheme: the direct-bone-drive-type scheme and the over-skin-drive-type scheme. The former type has an implant device, such as a bone-anchored hearing aid (BAHA) [19,20]. This type of bone conduction realizes sound transmission to the inner ear with high efficiency. However, due to the invasive nature of this method, it is difficult to adopt this manner of conduction from the viewpoint of casual usage of bone conduction in a navigation device. In contrast, the latter type of conduction scheme can provide a very-easy-to-wear bone-conduction device due to its non-invasivity, whereas the efficiency of sound transmission by this scheme is slightly decreased compared to the former type of conduction scheme, particularly in higher-frequency ranges. In the present study, to increase the usability of the device, the latter type of scheme was adopted so as to reproduce the bone-conducted sound by pressing the device against the human face.



Figure 2a shows the exciter (COM-10917, Sparkfun Electronics [21]) of the bone-conduction device used in the present study. The device can be excited in the frequency range of from 500 Hz to 12 kHz. The actuator was forced to contact the human face using a hairband-type fixing device, as shown in Figure 2b. The contact position of the actuator was set to P1, as shown in Figure 2c, which was selected in our previous study [22] as the best position to efficiently reproduce the bone-conducted sound.



In our former study, the excitation performance by the abovementioned actuator was measured by a simple acrylic model of the head, as shown in Figure 2d [22]. As the model of human skin, a thin gel sheet with a thickness of 1 mm was sandwiched between the actuator and the acrylic plate, as shown in Figure 2e. White noise was generated by the actuator fixed by each hairband-type device. The vibration acceleration transmitted to the acrylic plate was measured, as shown in Figure 2f. Since the measured result has generally flat characteristics from approximately 500 Hz up to 10 kHz, this actuator was adopted for the navigation system.




3.2. Procedure of the Sound Localization Test


The present study attempt to achieve high-accuracy sound-image-localization using HRTF measured with a head and torso simulator (HATS). However, the results of the experiments performed in our previous study [22] showed that misjudgments often occurred in both air-borne and bone-conducted sound reproduction, as shown in Figure 3, due to various factors, one of which was that each of the individual HRTFs of the subject was not used in this experiment.



To guide a visually impaired person using binaural reproduction, the accuracy of sound localization performance should be as high as possible to guarantee the spatial resolution of every direction of the clock positions used by visually impaired people for direction recognition (every 30°, twelve divisions of 360° in the horizontal plane). In the present study, the improvement of the accuracy of the sound localization in bone-conducted sound reproduction was investigated using the following panning method.



The panning method moves the reproduced sound image to the left and right to improve the human perception of sound localization. Figure 4 shows an overview of the panning method. The angle F from the front to the direction of O is the main angle, and the angle θ from the direction of position A to that of position B is the panning angle. The main angle Φ is fixed at every 30° in the horizontal plane, following the method of clock position. The sound for the direction of O was played back 3 dB louder than that for the directions of A and B, so that the subjects could distinguish the panning sound. The switching time between the signals was set to 0.5 s. In the present study, three panning angles, 10°, 20°, and 30°, were evaluated. The reproduced sound is a flashing sound that was generated by convolving the dry source of the flashing sound and the HRTFs measured with the HATS by KEMAR, provided by the Massachusetts Institute of Technology (MIT) [23]. Note that the flashing sound will be used in the main navigation system to guide the subjects in the target direction.



In the sound localization tests, the subjects were surrounded by twelve virtual sound sources placed at 30° intervals in the horizontal plane (main angle: Φ), and subjects reported the perceived incoming direction of the sound reproduced at random. As the subjects, ten males in their 20 s were adopted.




3.3. Results and Discussion


Figure 5 shows the results of the sound localization tests, in which the sound image was moved at panning angles of θ = 10°, 20°, and 30°. In the case of θ = 20° or 30°, misjudgment of the front and rear images was less pronounced than for the case in which θ = 10°. In particular, θ = 20° reduced the misjudgment of the sound image, which resulted in the most appropriate angle among the three conditions. The reasons why θ = 20° was more appropriate than the other angles are as follows. First, θ = 10° was so narrow that panning of the sound source was not perceived by the subjects. Second, the sound image of θ = 30° was mistakenly perceived as the neighboring clock position. Based on these results, θ = 20° was adopted in the panning scheme of the navigation sound in the system.





4. Design of the Warning Sound


The navigation system should be able to reproduce immediately the warning sound when an obstacle appears in front of the walking user. Moreover, it is more appropriate for a visually impaired person to be able to perceive the direction of the obstacle based on the binaural warning sound. To design desirable warning sounds, human impressions of warning sounds with various time and frequency characteristics, which are reproduced by the bone-conduction device, are measured through subjective experiments. Since bone-conducted sound can be heard even while the ear canal is unblocked, background environmental sounds can also be heard simultaneously, and such sounds have acoustic effects on bone-conducted sounds. For this reason, the experiment was carried out by simultaneously wearing both the bone-conducted device and headphones.



The discussion in this section is separated based on the following three phases of Table 1: Phase 1; determination of the basic waveforms of the warning sound (triangle, square, and sawtooth waves), and Phases 2 and 3; determination of the duration of the playback and pausing times for the warning signal reproduction, respectively. In Phase 1, the square wave was found to be the most suitable as a warning sound among the three waveforms mentioned above. In Phase 2, we distributed the playback and pausing (on-off) interval between 0.1 s and 1.6 s to investigate the influence of these time parameters on the sound evaluation. Since this phase showed that a warning sound based on a pausing time of 0.1 s was preferable, we also investigated shorter pausing times between 0.01 and 0.1 s in Phase 3. The details of these studies are described below.



4.1. Phase 1


4.1.1. Experimental Scheme


A total of nine test sounds, shown in Table 2, were generated and used in the experiment. The subjects were asked to evaluate the randomly reproduced test sounds based on the semantic differential (SD) method. In this experiment, the 27 adjectives shown in Table 3 were adopted to evaluate the warning sounds. To evaluate the extent of each adjective, seven bipolar categories were adopted. The subjects were ten males in their 20s. As described above, the experiment was carried out by simultaneously wearing both the bone-conduction device and headphones. The evaluated warning sounds and environmental sounds were then played through the bone-conduction devices and headphones, respectively. The headphones reproduced environmental sounds recorded by HATS on the campus of the Tokyo University of Science. The recorded environmental sounds were captured in a rather calm situation (Leq: 56 dB) without any human voices but including some road traffic noise from a distant road. Note that the environmental sound data was reproduced by the headphones at the same level (Leq: 56 dB) as the that of the on-side environment. The reproduction level of the warning sound from the bone-conduction device was fixed by following the scheme described in the next section.




4.1.2. Determination of Sound Reproduction Volume


The volume of sound reproduction by the bone-conduction device was separately fixed for each of the subjects as follows. In this adjustment, the subjects wore both the headphones and the bone-conduction device to compare the bone-conducted and air-conducted sounds. The output volume of the bone-conducted sound reproduction was determined so that the subjective loudness of the pure tone of 1 kHz reproduced by the bone-conduction device was equivalent to that reproduced by the headphones. For this adjustment, the following procedure was performed. A subject first listened to the reference air-borne sound of the abovementioned pure tone of 1 kHz through the headphones. After that, the subject listened to the same sound through the bone-conduction device and controlled the output volume of the bone-conduction device by freely turning the volume controller of the audio interface. Note that the pure tone of 1 kHz was reproduced at 66 dB SPL. The reproduction level of 66 dB was selected because the warning sound should be clearly heard with a sufficient S/N. For this reason, the reproduction level of the sound was fixed as 66 dB, which is 10 dB higher than the background level of 56 dB in Leq. The adjusted individual output volume into the channels for bone-conducted sound reproduction actuators was fixed throughout the experiment. Note that the output volume of each subject was not so different and was in the range of a few decibels.




4.1.3. Results for Phase 1


The experimental results obtained by the SD test are shown as profile ratings in Figure 6. These figures show the average values for the scores of all subjects. To identify the factors concerning the subjective impressions of the warning sound, factor analysis based on the Promax rotation was performed. The estimated results are shown in Table 4. As shown in the table, three factors, each of which has an eigenvalue of over 1.0, were extracted by following the Kaiser–Guttman criterion. The factors with high correlation are indicated by red characters. As shown in the table, each of the adjectives is categorized into factors. These results suggest that the participant impressions of the warning sound can be generally described using three factors: risk, discomfort, and timbre. Herein, to consider the important factors that can provide user safety and comfort, each of the warning sounds was evaluated through Factors 1 and 2. The factor scores of Factors 1 (risk) and 2 (discomfort) calculated based on the results of the factor analysis are illustrated in Figure 7.



As shown in Figure 7, the scores for Factor 1 (risk) are higher at 1.2 kHz and lower at 400 Hz for all of the wave types. The 1.2-kHz square wave had the highest score. On the other hand, the scores for Factor 2 (discomfort) were higher at 800 Hz, except for the sawtooth wave. However, the condition of Squ_1200 has relatively higher scores for Factor 2 as well as Factor 1. Therefore, in the next section, detailed time transient characteristics of the warning sound for a square wave with 1.2 kHz will be discussed.





4.2. Phase 2


The method by which to enhance the warning characteristics of a square wave with 1.2 kHz was investigated. To improve the warning effect, we focused on the length of the playback and pausing times of the warning sound, which corresponds to the on/off timing of the square wave.



4.2.1. Experimental Scheme


Ten warning sounds with different on/off time characteristics having total durations of 7 s were prepared, as shown in Table 5. The patterns of the test sounds were divided into two categories indicated by Patterns A and B. The sounds of Pattern A were set by fixing the on (playback) time as 0.2 s and distributing the off (no sounds) times from 0.1 s to 1.6 s, whereas those of Pattern B were set by simultaneously changing the on and off times. The test tones were randomly played back and rated using seven bipolar seven categories with 27 adjective pairs, which are the same as the previous section. The volume of sound reproduction was unified to the arithmetic mean of each of the adjusted reproduction levels. Ten males in their 20 s were also chosen as subjects in Phase 2.




4.2.2. Results for Phase 2


The experimental results obtained by the SD test are shown as profile ratings in Figure 8. The factor analysis based on the Promax rotation was also performed. The estimated results are shown in Table 6. As shown in the table, three factors, each of which has an eigenvalue of over 1.0, were extracted. These results suggest that the impressions of participants regarding the warning sound can also be generally described by the three factors, risk, comfort, and timbre, whereas the components of the adjectives are slightly different from those of Phase 1. In this evaluation phase, each of the warning sounds was also evaluated using Factors 1 (risk) and 2 (comfort). The factor scores for Factors 1 and 2 calculated based on the results of the factor analysis are illustrated in Figure 9a,b, respectively.



As shown in Figure 9a, the scores for Factor 1 (risk) for both Patterns A and B become higher as the off times become shorter, except for the continuous sound. As shown in the figure, B_0.1 had the highest score of the risk factor. This may be due to the fact that this warning sound had the shortest flashing cycle, because, as shown in Figure 8, the scores for the adjectives of danger, tense, and severe become higher as the off times become shorter. On the other hand, as shown in Figure 9b, the scores for Factor 2 (Comfort) for both Patterns A and B become lower as the off times become shorter. To investigate the effect of the on/off timing for the case in which the on/off times are shorter than 0.1 s, the additional experiment in Phase 3 was conducted, as described in the next section.





4.3. Phase 3


In this additional experiment, the effect of on/off times rather shorter than 0.1 s, as set in the previous section for the risk and comfort factors, was investigated.



4.3.1. Experimental Scheme


Six warning sounds with different on/off time characteristics, as shown in Table 7, were divided into two categories, indicated as Patterns A and B. Under these conditions, the durations of on/off times are composed of time intervals shorter than 0.1 s. The sounds of Pattern A were set by fixing the on (playback) time as 0.2 s and distributing the off (no sounds) time from 0.01 s to 0.05 s, whereas those of Pattern B were set by simultaneously changing the on and off times. The test tones were randomly played back and rated on seven monopolar categories from strongly agree (score: 7) to strongly disagree (score: 1), with two adjectives of “danger” and “comfortable”. In this evaluation, the warning sound of B_0.1 investigated in the previous section was reproduced as a reference sound before each test sound. Then, the extent of these adjectives was rated so that the same extent as that by the B_0.1 is rated as four (neutral) among these categories. The volume setting of sound reproduction and the number of subjects are the same as in Phase 2.




4.3.2. Results for Phase 3


The experimental results obtained by the SD test are shown for the extent of danger and comfort in Figure 10a,b, respectively. As shown in Figure 10a, the scores for Patterns A and B slightly decrease as the off times increase, whereas the scores for A_0.01, A_0.02, and B_0.01 are almost the same (slightly higher than the score of 4, which was equivalent to the reference sound of B_0.1). The scores for A_0.01 and A_0.02 are almost the same because A_0.01 and A_0.02 are indistinguishable due to excessively fine on and off time intervals. On the other hand, as shown in Figure 10b, the scores for both Patterns A and B increase for the case in which the score is less than 4 as the off times increase.



Further study is required to determine the most appropriate warning sound in a human navigation system. However, a warning sound should balance both risk and comfort factors because the usability of the sound will be decreased if the warning sound provides an uncomfortable feeling to the user. Based on the results for Phase 3, the comfort score decreases, whereas the risk score increases slightly, as the on and off time intervals are shorter than 0.1 s. Thus, the most appropriate condition among the warning sounds was judged to be B_0.1, and this condition was adopted as the warning sound in the navigation experiment conducted in the next section.






5. Evaluation of the Proposed Navigation System


5.1. Experimental Scheme


The navigation experiment was conducted at the Noda campus of the Tokyo University of Science, as shown in Figure 11. The route of navigation is from S to G in the figure. Note that there were no stairs or steps in order to prevent injury of the subjects. Four sighted males in their 20 s participated in the experiment. All four subjects were quite familiar with the route because all of the subjects were students of the Noda campus of the Tokyo University of Science. The subjects used an eye mask and a white cane, as shown in Figure 1a, to simulate a visually impaired person. To ensure safety, an assistant (person) closely followed the subject. Table 8 shows the three experimental conditions for the different navigation sounds. Condition 1 gives quite basic information concerning the direction in which the subject should walk when the subject arrived at each of the junctions from C1 to C8. Detailed voice guidance reproduced at each junction is shown in Table 9. As shown in this table, the voice indicating the direction stated, “Please turn right in the 2/3/9/10 o’clock direction”, which is often used to guide visually impaired people. Conditions 2 and 3 provide additional information of binaural flashing sounds indicating the traveling directions of 60°, 90°, 270°, and 300°, as shown in Figure 4a, the sound localization performances of which were confirmed in Section 3.2. Note that the panned sound with a 20° swing angle was considered for the flashing sound. In addition, conditions 2 and 3 give voice information on obstacles, such as a walking person, a bicycle, or a chair, in front of the subject. In condition 3 only, a binaural warning sound indicating the obstacle direction was also reproduced.



In the experiment for each condition, the subjects walked all routes one time without “blindness”. Thereafter, as practice in conducting the experiment, the subjects also walked all routes one time with “blindness”. Finally, as the main experiment, the subjects walked a route following the indicated information for each condition. Note that, in condition 1 only, the assistant guided the subject when walking in the wrong direction because the traveling direction of condition 1 is quite unclear due to the lack of binaural sounds.



To avoid the effect of familiarity with the walking route in the experiment caused by the order of navigation for conditions 1, 2, and 3, the order of the three conditions was randomized for each of the four subjects, and the experiments using these three conditions were conducted after an interval of a few days between each condition.




5.2. Evaluation of Each Navigation Condition


Three evaluation methods were adopted as follows: (1) the total time to walk from S to G, (2) the walking path on each of the three conditions obtained by GPS trajectory, and (3) a subjective evaluation questionnaire after the navigation experiment. Each of the questionnaires was answered based on a five-category bipolar scale or a yes/no option, as shown in Figure 12.




5.3. Determination of Self-Location of Subjects


The self-location of the subjects was estimated based on the GPS. A GPS receiver kit adopting a small high-sensitivity GPS receiver kit GYSFDMAXB (TAIYO YUDEN), shown in Figure 1e, was used. This GPS receiver kit was connected to the Arduino Leonard on the Lattepanda alpha 864 s via GPIO code and a breadboard, and the latitude and longitude data were obtained from the GPS receiver kit via serial communication. The data transfer between Arduino and Lattepanda was performed every 1 s using the Arduino IDE and the Pyserial library installed in the Python program. After receiving the data, the distances between the present position and each of the positions from C1 to C8 and G are calculated and used for the navigation. If the distance between the present location and one of the points became shorter than 4 m, then the voice information of Table 9 was reproduced.




5.4. Method of Obstacle Detection


A high-resolution depth sensor (RealSense 435i [24]) and the “you only look once” (YOLO) object detection algorithm, which detects objects by CNN, were adopted. To reduce the computational cost of the CPU of Lattepandaalpha864, the Tiny-YOLOv2 was used instead of YOLOv2. The frame rate of the video monitored by the camera was set to 4 FPS. This is because the walking speed and stride length of a visually impaired person with a white cane are approximately 1 m/s and 0.55 m, respectively. The frame is then refreshed twice for each step at this frame rate.



This system can detect what the object is, as well as the distance to the object. The experiment was conducted in the campus courtyard, so that the target of the detection was limited to a walking person or a moving bicycle. When a person or bicycle is recognized as an obstacle in the walking path, the object name, and the distance from the subject to the detected object are announced, as shown in Table 10.



In this system, the digital image is acquired at every frame at 640 × 480 pixels. When the object in the image is detected by a CNN as a person or a bicycle, the object is surrounded by a bounding box in the image. If the center coordinate of the bounding box is in the left-side rectangular area with a size of 210 × 480 pixels, then the binaural warning sound in the direction of 330° was reproduced. If the center coordinate is in the center rectangular area with a size of 210 × 480 pixels, the sound for 0° was reproduced. In cases other than these two conditions, the sound for 30° was reproduced.




5.5. Results and Discussion


The trajectories of the induction paths in conditions 1, 2, and 3 are shown in Figure 13, whereas the times required to reach the goal are shown in Figure 14. First, in all three conditions, the subject can walk from point S to point G. However, for each condition and subject, the trajectories differ slightly from each other. As mentioned in the previous section, the subjects had a chance to practice walking the route and were quite familiar with the route. However, the subjects often became lost and were unable to reach their goals, as indicated by paths A, B, and C in Figure 13. For example, in the case of path A, the subject was slightly confused and eventually became lost. In the case of path B, the subject also became lost, but eventually reached his goal. However, in the case of path C, the subject did not recognize the timing to turn right and eventually reached his goal via an incorrect route. Note that, at these points of becoming lost, the assistant following the subject guided the subject in the correct direction. The fact that the subjects are sighted and so are not accustomed to walking under “blindness” conditions may be one reason for the abovementioned confusion.



Although some confusion was observed during navigation, the subjects could generally walk the route without any support by the assistant. The reason for this is that the information on the variation of the texture on the road surface obtained by the white cane is of great use in blind walking. However, the time required to reach the goal largely varied depending on each condition. The time required for conditions 2 and 3, including information on obstacles with binaural sound reproduction, was largely shorter than that required for condition 1, in which only voice guidance was provided. In the case of subject 3, the order of the required time was not the same as those of the other subjects. In particular, the required time in the case of condition 1 is quite short. This is because, as mentioned previously, the subject failed to recognize the timing to turn right and followed an incorrect route. By comparing conditions 2 and 3, the required time for condition 3 was generally shorter than that for condition 2 in the case of subjects 1, 3, and 4. The reason for this is considered to be that the direction of the obstacle can be detected based of the binaural warning sound, and the subjects were able to walk without worry.



Next, the subjective evaluation results are shown in Table 11. Comparing conditions 1, 2, and 3, the usability of the system is increased in conditions 2 and 3. In conditions 2 and 3, the subjects reported that the binaural sound largely helped them to imagine the route (all of the subjects answered “Yes” for Q. 10). Due to the usage of the bone-conducted sounds with the ear of the subject open, all subjects answered “Yes” for Q. 7 and Q. 8, in which the convenience of the environmental sounds for detecting the circumstance of the surrounding environment is evaluated. As indicated by Q. 9, it was useful for all subjects to present a distance between the subject and other objects. In other questions regarding ease of adaptation for the system (Q. 1), the feeling of safety when using the system (Q. 2), and the total convenience obtained from the system (Q. 6), the average scores for condition 3 were the highest.



In contrast to the abovementioned tendency, the annoyance of the warning sound (Q. 5 in condition 3) varied among subjects. This is because, to design the warning sound in Section 4, the most important factor of the warning sounds was set to “risk”. However, in the practical use of the system, this result suggests that the factor of “comfort” is also important when the user is walking using this system.





6. Conclusions


A navigation system using a binaural reproduction technique with bone-conducted sound was proposed, and the effectiveness of the proposed system was investigated through a navigation experiment. First, sound localization experiments for panned binaural sound reproduction by bone-conducted sound were carried out. Although misjudgments between the front and back directions were caused in the condition without any panning due to the use of the head transfer function measured using a dummy head, the misjudgment was effectively decreased, especially in the condition with a panning angle of 20°. Second, to inform the user of the navigation system that objects, such as walking people, have been detected in front of the user, an efficient warning sound was designed through subjective evaluation investigation in three phases. Through a basic investigation of Phase 1, the risk factor, which is quite important as a warning sound, was highest when the sound was played back on a 1.2 kHz square wave. Then, in Phases 2 and 3, an appropriate variation of the on/off timing of the square wave reproduction was investigated so that both the risk and comfort factors have higher scores in all conditions. Finally, a navigation experiment was carried out using the proposed system, including a panned bone-conducted binaural sound and an effective warning sound. The time required to reach the goal of the navigation route was shorter in the case with the voice information, binaural sound guidance, and sound information on an object in front of the subject, as compared to the case with only voice information. A navigation system using binaural bone-conducted sound was confirmed to be effective, although the current accuracy and functions are not sufficient for practical navigation of a blind person walking alone in a city. In the future, the proposed navigation system will be improved to obtain a more accurate navigation system by conducting more practical navigation tests in cooperation with visually impaired people.
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Figure 1. (a) Overview of the proposed navigation system, (b) bone-conduction device and obstacle detection device (RealSense 435i), (c) GPS module and PC to control the system, and devices adopted for (d) the detection camera and (e) the GPS module. 
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Figure 2. (a) Actuator used for the bone-conducted sound reproduction, (b) hairband-type fixing device of the actuator, (c) contact position of the actuator, (d,e) measurement settings of the excitation characteristics of the adopted actuator with the fixing device, and (f) measured frequency characteristics of the vibration acceleration exited by the actuator. 






Figure 2. (a) Actuator used for the bone-conducted sound reproduction, (b) hairband-type fixing device of the actuator, (c) contact position of the actuator, (d,e) measurement settings of the excitation characteristics of the adopted actuator with the fixing device, and (f) measured frequency characteristics of the vibration acceleration exited by the actuator.
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Figure 3. Sound localization performance for the cases in which the test signals were presented by (a) air-conducted sound and (b) bone-conducted sound [22]. 
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Figure 4. Overview of the sound reproduction method. (a) Procedure for generating panned sounds and (b) example of reproduction sound. 
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Figure 5. Results of sound localization tests. (a) θ = 0°, (b) θ = 10°, (c) θ = 20°, and (d) θ = 30°. 
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Figure 6. Average profile ratings obtained by the semantic differential (SD) test for (a) 400 Hz, (b) 800 Hz, and (c) 1200 Hz. 
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Figure 7. Average factor scores and associated SDs (error bars indicate 95% confidence intervals). 






Figure 7. Average factor scores and associated SDs (error bars indicate 95% confidence intervals).



[image: Applsci 11 03356 g007]







[image: Applsci 11 03356 g008 550] 





Figure 8. Average profile ratings obtained by the SD test for (a) Pattern A and (b) Pattern B. 
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Figure 9. Average factor scores and associated SDs (error bars indicate 95% confidence interval) for (a) Factor 1 (risk) and (b) Factor 2 (comfort). 
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Figure 10. Average evaluation scores and associated SDs (error bars indicate 95% confidence intervals) for the extent of (a) danger and (b) comfort. 
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Figure 11. (a) Route of the navigation experiment and photographs of the landscape (b) from S to C2 and (c) from C5 to G. 
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Figure 12. (a) Subjective evaluation questionnaire based on a five-category bipolar scale and (b) yes/no options. 
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Figure 13. Walking paths of the four subjects from (a–d). 






Figure 13. Walking paths of the four subjects from (a–d).



[image: Applsci 11 03356 g013]







[image: Applsci 11 03356 g014 550] 





Figure 14. Required time for each subject and condition. 
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Table 1. Each of the contents investigated in the three phases.
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	Phase 1
	Determination of “basic waveform types”: triangle, square, and sawtooth waves



	Phase 2
	Determination of “duration of playback and pausing times”: from 0.1 s to 1.6 s



	Phase 3
	Determination of “duration of playback and pausing times”: from 0.01 s to 0.1 s
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Table 2. List of the warning sounds adopted in Phase 1 of the present study.
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Condition

	
Wave Type

	
Fundamental Frequency [Hz]






	
Tri_400

	
Triangle wave

	
400




	
Tri_800

	
800




	
Tri_1200

	
1200




	
Squ_400

	
Square wave

	
400




	
Squ_800

	
800




	
Squ_1200

	
1200




	
Saw_400

	
Sawtooth wave

	
400




	
Saw_800

	
800




	
Saw_1200

	
1200
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Table 3. List of the 27 pairs of adopted adjectives.
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	1
	Shrill
	Profound
	10
	Safe
	Danger
	19
	Powerless
	Powerful



	2
	Uncomfortable
	Comfortable
	11
	Relaxed
	Busy
	20
	Weak
	Strong



	3
	Nervous
	Easy
	12
	Slow
	Rapid
	21
	Calm
	Harsh



	4
	Unattractive
	Attractive
	13
	Not oppressive
	Oppressive
	22
	Poor
	Rich



	5
	Bad
	Good
	14
	Casual
	Serious
	23
	Dark
	Bright



	6
	Dull
	Funny
	15
	Loose
	Tense
	24
	Inconspicuous
	Appealing



	7
	Not Hearing-friendly
	Hearing-friendly
	16
	Mild
	Severe
	25
	Dull
	Sharp



	8
	Gloomy
	Sunny
	17
	Quiet
	Loud
	26
	Luxury
	Cheap



	9
	Not Surprising
	Surprising
	18
	Moderate
	Exciting
	27
	Low
	High
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Table 4. Experimental results of factor analysis in case of Phase 1.
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Factors

	
Adjectives

	
Factor Loadings

	




	
Factor 1

	
Factor 2

	
Factor 3






	
Factor 1

(Risk)

	
Strong

	
Weak

	
0.95

	
0.08

	
−0.16

	
0.66




	
Loud

	
Quiet

	
0.88

	
0.14

	
−0.16

	
0.54




	
Rich

	
Poor

	
0.83

	
0.35

	
−0.39

	
0.33




	
Surprising

	
Not Surprising

	
0.82

	
−0.05

	
−0.17

	
0.52




	
Serious

	
Casual

	
0.69

	
−0.10

	
0.08

	
0.62




	
Oppressive

	
Not oppressive

	
0.68

	
−0.16

	
0.08

	
0.64




	
Cheap

	
Luxury

	
−0.64

	
−0.46

	
0.55

	
0.28




	
Severe

	
Mild

	
0.58

	
−0.15

	
0.31

	
0.79




	
Sunny

	
Gloomy

	
−0.55

	
0.38

	
0.39

	
0.39




	
Exciting

	
Moderate

	
0.55

	
0.05

	
0.33

	
0.67




	
Easy

	
Nervous

	
0.52

	
−0.07

	
0.38

	
0.73




	
Danger

	
Safe

	
0.43

	
−0.25

	
0.23

	
0.53




	
Harsh

	
Calm

	
0.42

	
−0.21

	
0.39

	
0.69




	
Factor 2

(Comfort)

	
Comfortable

	
Uncomfortable

	
0.02

	
0.76

	
0.07

	
0.56




	
Funny

	
Dull

	
0.08

	
0.74

	
0.34

	
0.62




	
Good

	
Bad

	
−0.04

	
0.74

	
0.12

	
0.55




	
Attractive

	
Unattractive

	
0.05

	
0.64

	
−0.30

	
0.51




	
Hearing-friendly

	
Not Hearing-friendly

	
−0.31

	
0.38

	
−0.09

	
0.38




	
Factor 3

(Timbre)

	
Sharp

	
Dull

	
−0.17

	
−0.01

	
1.06

	
0.89




	
High

	
Low

	
−0.09

	
0.09

	
0.99

	
0.86




	
Profound

	
Shrill

	
0.14

	
0.03

	
−0.91

	
0.66




	
Bright

	
Dark

	
−0.09

	
0.38

	
0.88

	
0.75




	
Rapid

	
Slow

	
0.06

	
−0.07

	
0.80

	
0.73




	
Tense

	
Loose

	
−0.25

	
0.14

	
−0.65

	
0.78




	
Powerful

	
Powerless

	
0.36

	
0.15

	
0.50

	
0.62




	
Appealing

	
Inconspicuous

	
0.49

	
0.07

	
0.49

	
0.81




	
Busy

	
Relaxed

	
0.39

	
−0.07

	
0.49

	
0.71
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Table 5. List of warning sounds adopted for Phase 2 of the present study.
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Condition

	
Wave Type

	
Fundamental

Frequency [Hz]

	
On Time [s]

	
Off Time [s]






	
Continuous

	
Square wave

	
1200

	
-




	
A_0.1

	
0.2

	
0.1




	
A_0.2

B_0.2

	
0.2




	
A_0.4

	
0.4




	
A_0.8

	
0.8




	
A_1.6

	
1.6




	
B_0.1

	
0.1

	
0.1




	
B_0.4

	
0.4

	
0.4




	
B_0.8

	
0.8

	
0.8




	
B_1.6

	
1.6

	
1.6
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Table 6. Experimental results of factor analysis in case of Phase 2.
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Factors

	
Adjectives

	
Factor Loadings

	




	
Factor 1

	
Factor 2

	
Factor 3

	
Factor 4






	
Factor 1

(Risk)

	
Rapid

	
Slow

	
0.86

	
0.17

	
0.04

	
−0.04




	
Busy

	
Relaxed

	
0.82

	
0.18

	
0.11

	
0.07




	
Powerful

	
Powerless

	
0.74

	
0.30

	
0.20

	
−0.01




	
Severe

	
Mild

	
0.72

	
0.50

	
0.25

	
0.01




	
Tense

	
Loose

	
−0.67

	
−0.41

	
−0.33

	
0.14




	
Appealing

	
Inconspicuous

	
0.65

	
0.28

	
0.44

	
0.04




	
Danger

	
Safe

	
0.65

	
0.43

	
0.31

	
−0.02




	
Surprising

	
Not Surprising

	
0.63

	
0.23

	
0.37

	
0.16




	
Sharp

	
Dull

	
0.60

	
0.07

	
0.35

	
−0.16




	
Easy

	
Nervous

	
0.58

	
0.53

	
0.15

	
0.17




	
Strong

	
Weak

	
0.58

	
0.20

	
0.11

	
0.26




	
Exciting

	
Moderate

	
0.57

	
0.29

	
0.44

	
0.04




	
Oppressive

	
Not oppressive

	
0.53

	
0.50

	
0.26

	
0.04




	
Factor 2

(Comfort)

	
Comfortable

	
Uncomfortable

	
−0.28

	
0.76

	
−0.17

	
0.16




	
Hearing-friendly

	
Not Hearing-friendly

	
−0.32

	
0.75

	
−0.14

	
0.12




	
Funny

	
Dull

	
−0.02

	
0.72

	
−0.01

	
0.16




	
Sunny

	
Gloomy

	
−0.34

	
0.71

	
−0.16

	
−0.02




	
Attractive

	
Unattractive

	
−0.54

	
0.61

	
0.12

	
0.14




	
Serious

	
Casual

	
0.51

	
−0.59

	
0.23

	
0.13




	
Good

	
Bad

	
−0.24

	
0.55

	
0.15

	
0.20




	
Harsh

	
Calm

	
0.46

	
−0.47

	
0.07

	
0.30




	
Factor 3

(Timbre)

	
High

	
Low

	
0.21

	
0.21

	
0.63

	
−0.30




	
Profound

	
Shrill

	
−0.37

	
−0.17

	
−0.55

	
0.28




	
Bright

	
Dark

	
0.15

	
−0.19

	
0.53

	
0.07




	
Loud

	
Quiet

	
0.14

	
0.26

	
0.30

	
0.29




	
Rich

	
Poor

	
0.12

	
−0.15

	
0.80

	
0.00




	
Cheap

	
Luxury

	
0.03

	
0.18

	
−0.66

	
0.19
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Table 7. List of warning sounds adopted for Phase 3 of the present study.
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Condition

	
Wave Type

	
Fundamental Frequency [Hz]

	
On Time [s]

	
Off Time [s]






	
A_0.01

	
Square

wave

	
1200

	
0.2

	
0.01




	
A_0.02

	
0.02




	
A_0.05

	
0.05




	
B_0.01

	
0.01

	
0.01




	
B_0.02

	
0.02

	
0.02




	
B_0.05

	
0.05

	
0.05
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Table 8. Experimental conditions.






Table 8. Experimental conditions.












	
	Voice Guidance

for Traveling Direction
	Voice Guidance

for Obstacles
	Binaural Flashing Sounds

for Traveling Direction
	Binaural Warning Sound

for Obstacle Direction





	Condition 1
	✔
	–
	–
	–



	Condition 2
	✔
	✔
	✔
	–



	Condition 3
	✔
	✔
	✔
	✔
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Table 9. Voice information on the direction in which to move at each of the junctions from C1 to C8.
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Point

	
Navigation Sound (Voice Guidance)




	
S

	
The Navigation Is Starting. Please Walk Straight.






	
C1

	
Turn

	
right

	
to 3 o’clock direction.




	
C2

	
Turn

	
left

	
to 9 o’clock direction.




	
C3

	
Turn

	
left

	
to 10 o’clock direction.




	
C4

	
Turn

	
right

	
to 2 o’clock direction.




	
C5

	
Turn

	
right

	
to 2 o’clock direction.




	
C6

	
Turn

	
left

	
to 10 o’clock direction.




	
C7

	
Turn

	
left

	
to 9 o’clock direction.




	
C8

	
Turn

	
right

	
to 3 o’clock direction.




	
G

	
You arrived at the destination.
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Table 10. Voice guidance for obstacle avoidance.
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Warning Sound [deg.]

	
Voice Guidance for Obstacles






	
0

	
There is a

	
Person

	
within

	
1

	
meter.




	
Bicycle

	
2




	
30

	
There is a

	
Person

	
within

	
1

	
meter.




	
Bicycle

	
2




	
330

	
There is a

	
Person

	
within

	
1

	
meter.




	
Bicycle

	
2
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Table 11. Results of subjective evaluation.






Table 11. Results of subjective evaluation.





	
Condition

	
Questionnaire

	
User 1

	
User 2

	
User 3

	
User 4

	
Average






	
Condition 1

	
Q. 1

	
2

	
2

	
1

	
1

	
1.5




	
Q. 2

	
1

	
1

	
1

	
1

	
1




	
Q. 3

	
4

	
4

	
4

	
5

	
4.25




	
Q. 4

	
5

	
5

	
5

	
5

	
5




	
Q. 5

	
-

	
-

	
-

	
-

	
-




	
Q. 6

	
1

	
1

	
1

	
1

	
1




	
Q. 7

	
All user Yes.




	
Q. 8

	
All user Yes.




	
Q. 9

	
-




	
Q. 10

	
-




	
Q. 11

	
-




	
Condition 2

	
Q. 1

	
3

	
3

	
3

	
4

	
3.25




	
Q. 2

	
3

	
2

	
2

	
3

	
2.5




	
Q. 3

	
4

	
4

	
5

	
4

	
4.25




	
Q. 4

	
5

	
4

	
5

	
5

	
4.75




	
Q. 5

	
-

	
-

	
-

	
-

	
-




	
Q. 6

	
3

	
4

	
3

	
4

	
3.5




	
Q. 7

	
All user Yes.




	
Q. 8

	
All user Yes.




	
Q. 9

	
All user Yes.




	
Q. 10

	
All user Yes.




	
Q. 11

	
-




	
Condition 3

	
Q. 1

	
3

	
3

	
4

	
5

	
3.75




	
Q. 2

	
5

	
3

	
4

	
4

	
4




	
Q. 3

	
4

	
4

	
5

	
5

	
4.5




	
Q. 4

	
4

	
4

	
5

	
5

	
4.5




	
Q. 5

	
4

	
4

	
2

	
2

	
3




	
Q. 6

	
4

	
4

	
4

	
5

	
4.25




	
Q. 7

	
All user Yes.




	
Q. 8

	
All user Yes.




	
Q. 9

	
All user Yes.




	
Q. 10

	
All user Yes.




	
Q. 11

	
All user Yes.
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